The Dependence Structure of Macroeconomic
Variables in the US

Loran Chollete and Cathy Nirig

September 17, 2009

Abstract

A central role for economic policy involves reducing theid@ance of systemic down-
turns, when key economic variables experience joint ex@rewents. In this paper, we
empirically analyze such dependence using two approacbeglations and copulas.
We document four findings. First, linear correlations angutas disagree substan-
tially about the nation’s dependence structure, indigatiorrelation complexity in the
US economy. Second, GDP exhibits linear dependence wiheisit rates and prices,
but no extreme dependence with the latter. This is consiatith the existence of lig-
uidity traps. Third, GDP exhibits asymmetric extreme dejegce with employment,
consumption and investment, with relatively greater ddpane during downturns.
Fourth, money is neutral, especially during extreme ecoaa@onditions.
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1 Introduction and motivation

When a national economy experiences high dependence agnpsgant markets after a
negative shock, this indicates a severe dowrﬂuﬂ'me experience of crises in the 1990s
and 2000s has stimulated researchers’ interest in megsilgpendence of extreme events
in the US economﬂ. A further aspect of macroeconomic dependence is that itifiesl
the impact of surprise everHsFor example, the collapse of a major lending institution
affects many households, and can cause total insuraneesctaiincrease geometrically,
since multiple classes are affected, including propersg kand job IosE.The lack of em-
pirical research on such "simultaneous hard times” meaatsitidividuals and society are
not prepared, when such preparation matters most. Depeadealso important from a
theoretical perspective, since it indicates strategicpdementaritie@. Macroeconomists
have therefore devoted considerable research effort toiekedependence of key national
economic variabl%Most empirical and theoretical studies consider averagermdence,
which is appropriate if the true dependence structure malin However, when depen-
dence is nonlinear, it is important to use robust dependmmureg. Recently there
have evolved robust tools to study dependence, such asaﬁpWhile such tools have
been applied successfully in banking and finance, there isongparable research on a
national economy. In light of the above considerations, nwestigate dependence in the
US macroeconomy, using both correlations and a parsimerdopula function. We also
discuss implications for economic modeling and policy.

For evidence on welfare costs of economic downturns, seéeZje® and Corbae (2007), Barro (2009),
and the references therein.

2Throughout, we use the word dependence as an umbrella to aayesituation where two or more
economic variables move together. This terminology foistatistical literature such as Drouet Mari and
Kotz (2001); and Embrechts, McNeil, and Straumann (2002 adlopt this practice because there are
numerous words used in economics (e.g. coherence, casrgladncordance, co-dependency, co-movement,
and procyclicality), and we wish to use a general term. We alcassume that any dependence measure is
ideal, and throughout we indicate advantages and disaalyasts the case may be.

3See Horst and Scheinkman (2006), and Krishnamurthy (2@@@donomic explanations of such ampli-
fications.

4For details on insurance during periods of macroecononpenigence, see Jaffee and Russell (1997);
Jaffee (2006); and Ibragimov, Jaffee, and Walden (2009b) .

5See Wilson (1975); Bikhchandani, Hirschliefer, and Wel@992); Cooper (1999); Veldkamp and
Wolfers (2007); and Vives (2008), chapter 6.

6See Keynes (1936); Burns and Mitchell (1946); Phillips @9%helps (1968); Lucas and Rapping
(1969); Long and Plosser (1983); Hamilton (1983); Hamil{®01); Granger (2001); and Phelps (2007).

’See Granger (2001); Hamilton (2001); and Embrechts, M¢hed Straumann (2002).

8These tools are drawn from distributional and asymptotigragches in statistics. For distributional
approaches see Embrechts, McNeil, and Straumann (2062§1987); and Nelsen (1998). For asymptotic
approaches see Embrechts, Kluppelberg, and Mikosch (188d)e Haan and Ferreira (2006).
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The main goal of this paper is to assess the dependenceusér@ftmajor economic vari-
ables in the US economy. The recent history of the US econenmgaresting in itself, due
to the economic crisis, increasingly globalized markets| spillovers between financial
and labor or product markﬂsA secondary focus of our paper is the relation between de-
pendence and systemic stability. In general, systemialiigly increases with the degree
of market dependence, as observed by Caballero and Krishttayn(2008); Ibragimov,
Jaffee, and Walden (2009b), and Shin (2009), among othgssei@ic instability may also
be exacerbated bgorrelation complexitywhen different dependence measures give con-
flicting or inaccurate signals. It is therefore vital for ls@iolds, banks and policymakers to
have accurate estimates of dependence. There are sevaglmeeavailable in economics,
including the traditional correlation and copulas. Whidele approach has advantages and
disadvantages, they rarely have been compared in the samgaainstudy. Such reliance
on one measure prevents easy assessment of the degree mdielepe and how it differs
over time or across markets. The importance of this issugldighted by both theoreti-
cal and applied resear@'.When economic variables’ distributions are heavy tailadyt
may suggest a wedge between acceptable individual risk ystdrsic risk. Thus, there
are aggregate ramifications for elevated levels of econdependence. If systemic costs
are too severe, a coordinating agency may be needed to imgieveconomy’s resource
aIIocatio Such policy considerations are absent from most previoysreral research
on nonlinear dependence of economic variables, and pravideher motivation for our
paper.

There is a long literature examining dependence in the neaorcomy, including research
on output-inflation tradeoffs, money neutrality, consuimpincome relations, business
cycle comovements, investment and taxes, and policy etéaft&s@ Such dependence
is rarely innocuous. It is appealing in the case of valualolkcy tradeoffs such as the
original Phillips curve. Alternatively, it can be unappegl when it indicates economic
fragility or inefficienc Despite the clear policy and academic relevance, littlsteng

research examines nonlinear dependence. Therefore @arcbgills a much-needed role,

9See Acharya and Richardson (2009); Brunnermeier (2009)hae (2008); and Reinhart and Rogoff
(2009).

10See Rosenberg and Schuermann (2006); Ibragimov, Jaffé&Valden (2009b); and Shin (2009).

For related work, see Caballero and Krishnamurthy (20@8xdimov, Jaffee, and Walden (2009a); and
Shin (2009).

12See Keynes (1939); Phillips (1958); Hall and Jorgenson{LFaiedman (1968); Phelps (1968); Lucas
and Rapping (1969); Kydland and Prescott (1982); and Hafi€8b).

13See Feldstein and Horioka (1980).



by documenting the type of dependence in the US economyglaonmal and extreme
periods.

The remaining structure of the paper is as follows. In SecZiove review theoretical and
empirical literature on macroeconomics and dependenceé&ebtion 3 we compare and
contrast dependence measures used in economics. Sectiscudses our data and main
results, and Section 5 concludes.

2 Macroeconomic dependence and systemic risk

It has long been observed that important macroeconomiabas exhibit dependence (co-
movement), in modern capitalist economies. This notioreappin macroeconomics, labor
and public economics. The seminal paper of Lucas (1977) asipés that a principal fea-
ture of macroeconomic cycles concerns “co-movements araarigus aggregative time
series’ This feature is so pronounced that “with respect to ... caeenzents among se-
ries, business cycles are all aIiI@”.SimiIarly, Long and Plosser (1983) underscore that
“The term ‘business cycles’ refers to the joint time-sebekavior of a wide range of eco-
nomic variables such as prices, outputs, employment, copsan and investmen A
central precept is therefore that business cycles exhibit@gnizable dependence structure
between key variabl@. An important caveat, noted as early as Keynes (1936), coacer
nonlinearities in dependence, such as the liquidity trad,asymmetric booms and bu@s.
These nonlinearities are not only of theoretical intertbgty also impinge on the effective-
ness of macroeconomic policy. This importance of deperglstracture motivates our use
of nonlinear, rank-based models in our empirical analysis.

YLucas (1977), page 9.

SLucas (1977), page 10. Economic variables that tend to édeipendence with GDP include prices,
interest rates and monetary aggregates.

16See Long and Plosser (1983), page 39. Both Long and Plog&38)and Lucas (1977) state that the the
dependence structure of macroeconomic variables is inhigr¢he definition of business cycles. In similar
fashion Sargent (1979), page 212, states that "an impoféanare of business-cycle phenomena is high
pairwise coherences at low business cycle frequencieere coherence denotes statistical dependence.

7Aspects of this precept have been examined or formalizeddyynés (1936); Burns and Mitchell (1946);
Phillips (1958); Phelps (1968); Lucas and Rapping (1968%ds (1972); Lucas (1977); Minsky (1982); and
Long and Plosser (1983). More recent theoretical modelgpéddence rely on strategic complementarities,
see Bikhchandani, Hirschliefer, and Welch (1992); Coof€80); and Vives (2008).

8Asymmetries have been documented in output growth, sintgubbas long periods somewhat above
trend, then brief periods far below. See De Long and Sumnié&gs)).



When economic variables have substantial nonlinear degpeedin their tails, standard
regression and correlations may be biased and inefficidmatt i$, correlations do not accu-
rately represent the true dependence stru@JFeom an economic perspective, such non-
linearities are very important. Two that are of interestlayeidity traps, and the Phillips
curve. In an early study, Keynes (1936) discusses liquidiys. These occur if the nomi-
nal interest rate is very low. In such cases there is littleasfunity cost of holding money,
so individuals can change their money holdings regardléfisecinterest rate. This elas-
ticity of money demand means that individuals do not resgomatices. Hence, from an
aggregate perspective monetary policy is ineffective, aggregate demand completely
determines output. For more normal periods when interéss rare higher, the depen-
dence between equilibrium output and prices is negi\b@eynes (1936) underscores the
need for avoiding such nonlinearities. In a discussiongutawy the modern Phillips curve,
Keynes (1939) discusses the lack of consensus on the deqensieucture of real wages
and output. Related work by Hamilton (2001) shows that maalrities are important for
explaining the Phillips curve. More broadly, Granger (20@td Phelps (2007) empha-
size the likelihood of subtle, fundamental nonlinearitremnodern capitalist economies. It
is therefore considered plausible that conventional dégece relations may break down
at extremes. Thus, from the inception of modern macroeca®to the present, it has
been acknowledged and discussed that nonlinear depentemaero variables presents
an important academic and policy issue. However, that dson has a gap: it generally
stops short of examining multivariate ¢~ 2) dependence, asymmetric dependence, and
the practical difficulty of estimating nonlinear dependewnn empirical data. The use of
copulas is one way to fill this gap.

The research of Embrechts, McNeil, and Straumann (200&)dates copulas into eco-
nomics. The authors first show that standard Pearson ctioredacan go dangerously
wrong as an investment signal. They then suggest the copuoldién as a flexible al-

ternative to correlation, which can capture dependenceigirout the entire distribution of
economic variables. A coput@is by definition a joint distribution with uniform marginals
In the bivariate case, that means

C(u,v) =PrlU <u,V < v, 1)

19See Samuelson (1967); Brumelle (1974); Granger (2001);iktan(2001); Embrechts, McNeil, and
Frey (2005), and Ibragimov (2009).
20For more details, see Keynes (1936), and Romer (2001), Ehapt




whereU andV" are uniformly distributea

The intuition behind copulas is that they “couple” or joinngiaals into a joint distribution.
Copulas often have convenient parametric forms, and suinentive dependence struc-
ture between variabl@.Specifically, for any joint distributiod’y y-(z, y) with marginals
Fx(z) andFy (y), we can write the distribution as

Fxy(z,y) = C(Fx(z), Fy(y)). (2

The usefulness ofd2) is that we can simplify analysis of delpace in a distribution
Fxy(z,y) by studying instead a copu{a. Since copulas characterize arbitrary joint distri-
butions, in principle they allow us to examine the possipitif nonlinear dependence for
important macroeconomic relations, following the logidkaynes (1936), Keynes (1939),
Granger (2001), and Phelps (2007).

We now proceed to discuss related literature, in roughlypmbiogical order. Two im-
portant macro variables are consumption and investmensitiRodependence between
consumption and national income is suggested by work ondhsumption function, such
as Friedman (1957) and Ando and Modigliani (196BEmpirically, the US economy has
positive average dependence between consumption an arding investment, the
US economy exhibits positive average dependence betweestiment and output, as doc-
umented by Kydland and Prescott (19@)% central macroeconomic dependence relation
concerns the Phillips curve, the joint distribution betweeflation and unemployment.
Phillips (1958) documents negative dependence betweeanplogment rates and changes
in wages in the UK. He argues that it supports the hypothasisit general (except for
extreme events when import prices rise enough to start a-page spiral), levels and

21See de la Pefia, Ibragimov, and Sharakhmetov (2006), Defir8t1. It is typical to express the copula
in terms of the marginal distributionSy () and Fy (y). In general, the transformations from andY” to
their distributionsF'y and 'y are known as probability integral transforms, dngd and Fy can be shown to
be uniformly distributed. See Cherubini, Luciano, and Véato (2004), page 52; and Embrechts (2009).

22This result holds for multivariate, > 2) quantities. It is due to Sklar (1959), who proves that copula
uniquely characterize continuous distributions. For wontinuous distributions, the copula will not neces-
sarily be unique. In such situations, the empirical copplaraach of Deheuvels (1979) helps narrow down
admissible copulas.

23Strictly speaking, the dependence between consumptiomatpdit involves expectation of permanent
income. There is a large body of research on dynamic consomgiffects, such as Hall (1988).

24See Kydland and Prescott (1982), Table IV.

25See Kydland and Prescott (1982), Table IV.



changes in unemployment explain the change in wages. Tlaiequne estimates is of the
form
logy = a+ blogx,

wherey is the rate of change of wages andlenotes percentage unemployn@nﬂ'he
author estimates = —1.394, thereby documenting a negative relation. Since the log-fun
tion is convex, the dependence structure differs at theecargrsus the extremes. This
finding was later extended to inflation and unemployment aarded the Phillips curve.
The dependence structure in the Phillips curve has stroligypmplications, as shown in
the following three cases. First, if the Phillips curve hgsa tail dependence, then eco-
nomic policy has equal effects during upturns and down@ﬁmis outcome is consistent
with stagflation. Second, if tail dependence is zero, themeic policy does not matter
during extreme periods. Finally, an asymmetric Phillipereumeans that negative shocks
to aggregate demand will lower inflation more than positivecks raise it. In related re-
search, Laxton, Rose, and Tambakis (1999) show that stdedagyirical techniques are not
powerful enough to identify convexity of the Phillips curda addition, Hamilton (2001)
demonstrates that accounting for nonlinear dependeng®igrtant to identify the Phillips
curve. Thus, empirically, nonlinearity is key in this magconomic relatiog Such non-
linearity also has theoretical content. Phelps (1968) ldggea theoretical model for the
Phillips curve, based on a labor market with frictions, imipet information, and adaptive
expectations. He shows that if there are money-wage rig&dihe observed Phillips curve
will occur for large unemployment rat@.However, for very small unemployment levels,
the dependence structure will diverge, in the context okadliilibrium wage-price spiral.
Phelps’ theoretical results therefore suggest asymnugpenden

Lucas and Rapping (1969) develop a theoretical model ofemgge labor supply, again
with adaptive expectations, and derive an unemploymeratiom,

P
Uy =a+8In—t 4 Byln = + BUst + e,
Wr—1 Py

26See Phillips (1958), page 290.

27Tail dependence denotes dependence of economic variabieg éxtreme periods. See Section 3.

28More generally, Granger (2001) suggests that nonline@rityacroeconomic variables is subtle, and not
detectable without robust techniques. See also RothmarDijlg, and Franses (2001).

29See Phelps (1968), equation (33).

30A testable implication of the Phelps (1968) result is therefexamining whether right tail dependence
or left tail dependence is more pronounced for inflationraoplyment. To the of our knowledge this type of
test has not been conducted before.



and find that3, and g3, are negativ@ This is empirically upheld using US data from
1930 to 1965. Thus, there is negative dependence betweemplmgnent, wage growth,
and inflation. Lucas (1972) analyzes the positive deperalertween inflation and real
GDP, which he considers to be “a central feature of the mobesiness cyclﬁ He
constructs a rational expectations, overlapping germ@rsigeconomy where money is neu-
tral, and delivers the empirically observed positive dejggrce. This positive dependence
arises as part of the solution to the general equilibriumméaork, even though agents
do not have money illusion. Lucas (1973) examines aggregatzoeconomic data from
eighteen countries from 1951-1967. He documents mixedeacel of dependence be-
tween inflation and output, and stronger evidence for ceegtrith stable prices, such as
the US economy. Lucas (1975) constructs an equilibriungmat expectations economy
with imperfect information, that accounts for businessleyc The author finds that the
following variables exhibit positive dependence with GIpFices, investment shares and
nominal interest rates. Lucas (1977) builds an equilibrimaodel to account for much of
the dependence between prices and other variables in th@acacomy. Kydland and
Prescott (1982) develop an aggregative model with adjusthags in production to ex-
plain dependence between output and other economic vasiabbng and Plosser (1983)
construct a frictionless rational expectations equilibrimodel of the business cycle. Their
model reproduces positive dependence across economicsentaccordance with empir-
ical patterns of business cycles. King and Plosser (198éhethe Lucas (1977) model to
include monetary and banking considerations. They anayational equilibrium model,
where exchange in the real economy is enhanced via traosaetivices from the financial
industry. The solution to their model delivers zero depewddetween money and output
growth, and positive dependence between money and }%ddansen (1985) constructs
an equilibrium macroeconomic model based on indivisibotawhere all fluctuations
are due to variation in hours worked. The author documeanatsftin quarterly series from
1955 to 1984 in the US economy, consumption, investmentatmat Isupply are positively
dependent with outp@ The solution to his model replicates much of this dependence
pattern better than a standard model with divisible labetdkamp and Van Nieuwerburgh
(2006) analyze the fact that business cycles are asymmatrnturns are typically short

31Lucas and Rapping (1969), equation (32).

32 ucas (1972), page 103.

33Als0, King and Plosser (1984), page 372, show that priceatult are negatively dependent. Unlike
our work, the authors’ work concerns money growth and ougpaodvth, not levels.

34See Hansen (1985), Table 1. Hansen detrends his varialiesthie Hodrick and Prescott (1997) filter,
as we do.



while upturns are smooth and gradual. The authors construeguilibrium model where

agents take time to learn about aggregate productivitgesinis imperfectly observed.
They document for US macro data from 1952 to 2002, positiyeddence between out-
put and variables such as investment, employment, and ogstgan. Their model is able

to replicate much of the observed dependence. In similar, wWeldkamp and Wolfers

(2007) analyze a model of information acquisition wheretigig-separated agents inter-
act via their labor market choices and levels of aggregdtermation. The model’s results
are consistent with the observed pattern of industry degrerelover the business cycle.

The above approaches analyze individual markets, andttlayabout systemic risk. Ev-
idently household decisions, in aggregate, may have amnality effect on financial and
economic markets. The existence of such externalities Bas bmphasized by several
recent papers. We discuss the following article, sincedbalts focus on distributional de-
pendence] Ibragimov, Jaffee, and Walden (2009b) develop a model @fstaiphic risks.
They characterize the existence rain-diversification traps situations where insurance
providers may not insure catastrophic risks nor partiepateinsurance even though there
is a large enough market for complete risk sharing. Conatir this market failure to
occur comprise limited liability or heavy left-tailednesfrisk distributions, as described
in Background Result 8 belawt. The authors prove that, in general nondiversification traps
can arise only with distributions that have moderately dett tails, that is, asymmet-
ric dependence. We summarize the preceding literature @na@eonomic dependence in
eight stylized facts and theoretical results, below.

Background Result 1: Liquidity trap (Keynes (1936))During normal times we should
observe negative dependence between output and pricesmgiaxtreme times, there may
be a liquidity trap, with asymmetric dependence betweepuiwnd prices.

Background Result 2: Dependence between output and labor nkets.(Solon, Barsky,
and Parker (1994).) Empirically, emplogr:ent and real wages exhibit positiverage
dependence with output in the US econginy.

350ther papers include Caballero and Krishnamurthy (2008)shtamurthy (2009); Shin (2009); and
Danielsson, Shin, and Zigrand (2009).

3¢Economically speaking, if assets have infinite second mdsnéimis represents potentially unbounded
downside risk and upside gain. In the face of this, insuree$ep to ration insurance rather than decide
coverage unilaterally. This parallels the credit ratigniiterature of Jaffee and Russell (1976) and Stiglitz
and Weiss (1981).

37See also Phillips (1958); and Romer (2001), Chapter 4, wheneses the term procyclical to indicate
dependence.




Background Result 3: Money neutrality. (Phelps (1968), and Lucas (1972)).a stan-
dard neoclassical macro model, monetary disturbances zave dependence with real
variables. In a Keynesian model, money may have positiverdimce with employment
and outpu

Background Result 4: Dependence in Inflation and GDP(Lucas (1972))n a ratio-
nal expectations equilibrium, overlapping generationsdedowith fully anticipated pro-
portional money supply changes, there is positive deparedbatween inflation and real
GD

Background Result 5: Correlation complexity in Inflation and Unemployment (Phelps
(1968)). In an adaptive-expectations model, there is negative ligependence between
unemployment and inflation. However, dependence at théeigremes of unemployment
should be high, while dependence at the left extremes shewdhall or variable.

Background Result 6: Dependence of Consumption and GDFEriedman (1957); Ando
and Modigliani (1963); Kydland and Prescott (1983)).a static aggregate non-rational
expectations macro model, there is positive dependenegbatConsumption and GDP.
Empirically in the US economy, there is evidence of poslihear dependence between
consumption and real output.

Background Result 7: Dependence of Investment and GDRKydland and Prescott
(1982).) Empirically in the US economy there is positive linear dejmice between in-
vestment and GDP.

Background Result 8, Nondiversification traps.lbragimov, Jaffee, and Walden (2009b).
Suppose insurers’ liability is finite, the riské have F(X) = 0, and E(X?) = oco. Then

a nondiversification trap may occur. This result continueold for distributions with
moderately heavy left tai@.

38See also Romer (2001), Chapters 5 and 6.

39This result restates Theorem 4 in Lucas (1972).

49The term nondiversification trap denotes situations wheserance companies do not provide insurance,
even though the market is large enough for complete riskrsipaBackground Result 8 is a partial converse
that we derive from part iii) of the authors’ Proposition 6.



2.1 Conseguences of measuring economic dependence by clatien

Most of the above results are originally formulated with gomriant of covariance. How-
ever, if we wish to isolate asymmetric dependence, coveesiand correlations are not
enough. In the next section, we will explain why correlatismmisleading as a signal of
systemic downturns. We also explain how copulas can helgtimating extreme depen-
dence, since they are rank based and invariant to commonm’notransformation

Covariance measures average linear depen(@nldewever, average dependence differs
from dependence of the distribution, in general. For exampbnsider two variableX
andY. X is zero-mean and non-skewell{ X| = X = 0 and E[X?] = 0. FurthermoreY’
satisfies a simple nonlinear relation with namelyY” = X?2. Then the covariance between
X andY is

cov(X,Y) = E[(X - X)(Y -Y)]
= B[(X -0)(X*-Y)]
= E[X? - XY]
= E[X?] - YE[X]
= 0.

Evidently X andY” have a perfect deterministic relation, but covariance oaaacount for
it. The reason is that covariance captures only linear andistributional dependen@.
Thus, covariance cannot detect dependence in even theesingointinuous nonlinear re-
lation,Y = X?2. Similar reasoning applies to any statistical measurelhids on corre-
lation, such as linear regress@ﬁSuch fragility of correlation is of practical importance
in economic research and policy. From a research perspetitiear approximations are
attractive for parsimony. However, the linear approach rcaask theoretically important
nonlinearities, as demonstrated by Granger (2001), Hami{{2001), and Mogstad and

41Such research has already been used successfully in fielslde@of macroeconomics, such as interna-
tional economics, and banking and finance. See Okimoto (2@0% and Kharoubi (2001); Rosenberg and
Schuermann (2006); and Patton (2006).

42See Embrechts, McNeil, and Straumann (2002).

43For further details on linearity of correlation, see Casalhd Berger (1990), Chapter 4.

“Further drawbacks of correlation include non-invarianue eolatility bias, as outlined in Section 3.
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Wiswall (2009). From a policy perspective, it is crucial toderstand the dependence
patterns of key macroeconomic variables during upturnsugedownturn

2.2 Relation of background results to copulas

The research above emphasizes on theoretical and empmeaids the importance of iso-
lating dependence in the joint distribution of economidafales, in order to say something
concrete about national economic performance. Most of thek§ound Results can be
directly examined empirically using copulas since, as show(d), copulas characterize
dependenc@ The only exception is Background Result 8, which is phrasegims of
the distributions, not copulas direcE/We therefore summarize empirical implications of
Background Result 8 in the following observation.

Observation 1, correlation complexity and asymmetric depedence.lf the copula-based
dependence and correlation estimates disagree, or if tpeles exhibit asymmetric depen-
dence, then the set of economic variables may be prone tavessaification traps. That
is, individual rationality can lead to systemic risk.

2.3 Related empirical research on asymmetric dependence

Previous research on asymmetric dependence has tendedhtinbernational economics
or banking and finance. The approaches generally fall irtteeeicorrelation or copula
framework@ The literature in each area is vast and growing, so we surzmarily some

“SFor related literature on business cycle asymmetries, sdeoRg and Summers (1986); and Veldkamp
and Van Nieuwerburgh (2006).

4t is possible to estimate the full joint distributions ditly, but this leads to a problem of misspecification
in both the marginals and dependence. Using copulas wittdatdized empirical marginals removes the
problem of misspecification in the marginals. Therefore dhe/ misspecification relates to dependence,
which can be ameliorated with goodness of fit tests for capofalifferent shapes. For further background
on issues related to choosing copulas, see Chen and Fan) (80@Bubini, Luciano, and Vecchiato (2004),
Embrechts (2009), Joe (1997), Mikosch (2006), and Nelsgag)L

4"Therefore, for Background Result 8, copulas can at best shatthe dependence in the data satisfies
a necessary condition. For example, if the estimated cepmxhibit tail dependence, then it is possible for
nondiversification traps to occur. There is no general liekmeen copulas for heavy-tailed distributions
in terms of other classes of copulas. Thus, Observation klgneummarizes necessary conditions that
dependence must satisfy in order to obtain non-diversifinats discussed above. We are grateful to Laurens
de Haan and Thomas Mikosch for clarifying this issue.

48There is also a related literature that examines dependesitg extreme value theory, threshold corre-
lations, and dynamic skewness. These papers generallyideree of nonlinear, asymmetric dependence.
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key contribution@ With regard to correlation, a major finding of Longin and Sk({1995)
and Ang and Bekaert (2002) is that international stock ¢atioss tend to increase over
time. Moreover, Cappiello, Engle, and Sheppard (2006) ohani that international stock
and bond correlations increase in response to negativenset@lthough part of this appar-
ent increase may be due to an inherent voIatiIity-inducad@i Regarding copula-based
studies of dependence, an early paper by Mashal and Zed@2)30ows that the depen-
dence structures of equity returns, currencies and contrasdixhibit joint heavy tails.
Patton (2004) uses a conditional form of the copula relaf@no examine dependence
between small and large-cap US stocks. He finds evidenceyofrastric dependence in
the stock returns. Patton (2004) also documents that kuigelef this asymmetry leads to
significant gains for investors who do not face short salestraints. Patton (2006) uses a
conditional copula to assess the structure of dependericeeign exchange. Using a sam-
ple of Deutschemark and Yen series, Patton (2006) findsgeidence of asymmetric
dependence in exchange rates. Jondeau and Rockinger @@@ssfully utilize a model
of returns that incorporates a skewed-t GARCH for the matgiralong with a dynamic
gaussian and student-t copula for the dependence strudRasenberg and Schuermann
(2006) analyze the distribution of bank losses using captdaepresent, very effectively,
the aggregate expected loss from combining market riskljtaiek, and operational risk.
Rodriguez (2007) constructs a copula-based model for Latrerican and East Asian
countries. His model allows for regime switches, and yieldlsanced predictive power for
international financial contagion. Okimoto (2008) alsosuaecopula model with regime
switching, focusing on the US and UK. Okimoto (2008) findsdevice of asymmetric
dependence between stock indices from these countrieseydand de Rossi (2009) con-
struct a model of time-varying quantiles, which allow themfécus on the expectation
of different parts of the distribution. This model is alsangeal enough to accommodate
irregularly spaced data. Harvey and Busetti (2009) dewststfor constancy of copulas.
They apply these tests to Korean and Thai stock returns acuhaent that the dependence
structure may vary over time. Ning (2006) analyzes the depece between stock markets
and foreign exchange, and discovers significant upper amerltail dependence between

For extreme value approaches, see Longin and Solnik (26@t)mann, Straetmans, and de Vries (2003),
and Poon, Rockinger, and Tawn (2004). For threshold cdivels see Ang and Chen (2002). For dynamic
skewness, see Harvey and Siddique (1999).

4For summaries of copula literature, see Cherubini, Lugiand Vecchiato (2004), Embrechts, McNeil,
and Frey (2005), Jondeau, Poon, and Rockinger (2007), at@hR2009). For more general information on
dependence in economics, see Embrechts, Kluppelberg, #dwsdh (1997), and Cherubini, Luciano, and
Vecchiato (2004).

50See Forbes and Rigobon (2002).
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these two asset classes. Ning (2008) examines the depenadliestock returns from North
America and East Asia. She finds asymmetric, dynamic tagdéence in many countries.
Ning (2008) also documents that dependence is higher aainéinent relative to across
continents. Chollete, Heinen, and Valdesogo (2009) usergénanonical vines in order
to model relatively large portfolios of international skoeturns from the G5 and Latin
America. They find that the model outperforms dynamic gaumsand student-t copulas,
and also does well at modifying the VaR for these internaigtock returns. These papers
all contribute to the mounting evidence on significant aswtiio dependence in financial
and economic variables.

2.4 Contribution of our paper

Our paper contributes to the literature in several impasays. First, we examine macroe-
conomic dependence using both correlation and nonlingarla@pproaches, and are ag-
nostic ex ante about which technique is appropriate. Ouerpappears to be the first to
analyze national dependence using both metip&gcond, our paper establishes new styl-
ized facts about macroeconomic dependence during extreriagp. These results may be
important in defining business cycles. Previous macroemonpesearch focuses very jus-
tifiably on establishing the existence of average deperedéarrelations or regression).
This is understandable, since an important first step is tuwwent whether dependence
exists, on average. Third, unlike other papers on depedenc paper builds on specific
economic theories of macroeconomic dependence to studstiaytar national economy.
Previous empirical research on dependence attempts torgotpatheoretically, if there is
extreme or asymmetric dependence for particular marketslet$tandably, these empiri-
cal studies are generally motivated by implications fonviglal market participants and
risk management. By contrast, our paper examines broademosw@onomic variables to
test for joint downturns and upturns. Our results are tloeeafelevant for informing policy
regarding bubbles and crashes. Finally, we discuss systemlications of the economy’s
dependence structure. Such considerations are absenpfemious empirical research in
both nonlinear econometrics and macroeconomics.

We position our paper transparently in terms of what our m@dlogy can and cannot do.
In particular, in Observation 1, we make it clear that theuta@pproach in some cases

51 \We assume time-invariant dependence in this study. Whisural next step is time-varying conditional
dependence, we start at the unconditional case, sincetthgtegeen no comparative research even at this level.
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allows us to assess only necessary conditions about ecorttmpendence. Finally, to the
best of our knowledge, this paper is the first to use robust-b@sed methods to analyze
dependence of important investment and policy variabléiserS economy.

3 Measuring dependence in the macroeconomy

Dependence is assessed with various measures. If two etowuarables have relatively
low dependence, they offer a better protection from systelmivnturns than otherwise. In
light of the above discussion, we estimate dependence im@ys, using correlations and
copula@ The extent of discrepancy between the two can suggest aborelcomplexity.
It can also be informative if we wish to obtain a sense of gmesnistakes from using
correlations alone. We now define the dependence measulgsughout, we consider
X andY to be two random variables, with a joint distributiéiy y (z, y), and marginals
Fx(z) andFy (y), respectively.

3.1 Correlations

Correlations are the most familiar measures of dependeremnomics. If properly speci-
fied, correlations tell us about average dependence oventire distribution. The Pearson
correlation coefficientp is the covariance divided by the product of the standardadiewis:

Cov(X Y)
\/ Var(X) - Var( )

®3)

The main advantage of correlation is its tractability. Ehare, however, a number of the-
oretical shortcomings, especially in economic settthidsirst, a major shortcoming is that
correlation is not invariant to monotonic nonlinear tramefations. Thus, the correlation
of two economic series may differ from the correlation of sgeiared or log series. Second,
there is evidence of infinite variance in economic @tﬁrom equatior({3), if eithek orY’
has infinite variance, the estimated correlation may gie linformation on dependence,
since it will be undefined or close to zero. A third drawbackaerns estimation bias:

52Readers already familiar with dependence and copula ctsoey proceed to Section 4.

53pisadvantages of correlation are discussed by EmbreclueM and Straumann (2002).

54See Mandelbrot (1963); Fama (1965); Gabaix, GopikrishRéerou, and Stanley (2003); and Rachev
(2003).
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by definition the conditional correlation is biased and gusly increases during volatile
periodﬁ Fourth, correlation is a linear measure and therefore maylask important
nonlinear dependence. It does not distinguish, for exanfg@veen dependence during
up and down marke. Whether these shortcomings matter in practice is an enapiric
guestion that we address in this paper.

As an example of the shortcomings of using correlation,lr¢lsat consumption is posi-
tively related to income, according to the permanent incame: life cycle hypothes@.
This relation is often tested using a regression of currensaemptiorC; on the appropriate
income measur¥,

Ci=a+pYi+e. (4)

Sincef = C&Z%’g), then/ is biased toward O during periods of big changes E More-

over, as demonstrated in section 2.1, correlations willtéadetect even basic nonlinear
dependence.

A nonlinear correlation measure is thenk (or Spearmangorrelation, pg. This is more
robust than the traditional correlatiop, measures dependence of the ranks, and can be
expressed as, = \/V%(r)(\g E; (;{/g ‘;gﬁ?(y)). The rank correlation is especially useful when
analyzing data with a number of extreme observations, strisendependent of the lev-
els of the variables, and therefore robust to outliers. Atesl measure iKendall’s tau,

7, which measures the difference between positive and nvegaéipendencer (X, Y) =
P[(X - X)(Y —=Y) > 0] — P[(X — X)(Y = Y) < 0], where the tildes denote inde-
pendent copies of the relevant random variable. Anothelimear correlation measure is
one we terndownside risk@ d(u). This function measures the conditional probability of

%5See Forbes and Rigobon (2002). After adjusting for such Ifiases and Rigobon (2002) document
that prior findings of international dependence (contapioa reversed.

56Such nonlinearity may be substantial, as illustrated by And Chen (2002). These researchers docu-
ment significant asymmetry in downside and upside cormatof US stock returns.

5’See Romer (2001), Chapter 7.

S8Furthermore, correlations are biased during periods df hadatility, see Forbes and Rigobon (2002).

59See Cherubini, Luciano, and Vecchiato (2004), page 100.

50The concept of downside risk appears in a number of settirigg®ut being explicitly named. It is the
basis for many measures of systemic risk, see Cherubiniahacand Vecchiato (2004) page 43; Hartmann,
Straetmans, and de Vries (2003); and Adrian and Brunnerr{2968).
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an extreme event beyond some threshol&or simplicity, normalize variables to the unit
interval[0, 1]. Hence
d(u) = Pr(Fx(z) < u | Fy(y) < u). (5)

The final nonlinear correlation measures are left and rightdependence \;(u) and
Ar(u). A(u) is the limit of downside riski(u), while A,.(u) is the limit of upside gains.

A(u) = 11}%1 Pr(Fx(z) <u| Fy(y) < u). (6)

Ar(u) = l&%rll Pr(Fx(z) > u| Fy(y) > u). (7)

Tail dependence is important because it measures the astyorljielihood that two vari-
ables go down or up at the same time. Economic examples m¢helliquidity trap of
Keynes (1936) and the nonlinear Phillips curve of Phelp§8)9oresented in Background
Results 1 and 5 above.

3.2 Copulas

If we knew the entire joint distribution of macroeconomiciables, we could summarize
all relevant dependence and therefore all potential fotesy& downturns. In a collec-
tion of two economic variableX andY’, all dependence is contained in the joint density
fx.v(z,y). This information is often not available, especially forga economic systems,
because there might be no simple parametric joint densdlydharacterizes the relation-
ship across all variables. Moreover, there is a great desdtohation and mis-specification
error in attempting to find the density parametrically.

An alternative to measuring dependence in this settingesctipula function C(u,v).
From expressior]1) above, a copula is a joint distributidt wniform marginald/ and
V, C(u,v) = Pr[U < u,V < v]. As shown in[(R), any joint distributiof’y y (x, y) with
continuous marginals is characterized by a copula digtdby”' such thatFx y (z,y) =
C(Fx(z), Fy(y)). Itis often convenient to differentiate equati@h (2) and aserrespond-
ing “canonical”’ density version

fla,y) = e(Fx(x), Fy(y)) - fx(x) - fr(y), (8)
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where f(z,y) andc(Fx, Fy) are the joint and copula densities, respecti@ly':quation
@) is interesting because it empowers us to separate oyobititedistribution from the
marginals. For example, if we are interested in why heaugdakess increases likelihood
of a joint downturn in employment and GDP, this could comearfraither the fact that the
marginals are heavy-tailed, or their dependence is healgdt or both. This distinction
is relevant whenever we are interested in the downside tenee of the entire economy,
more than the heavy-tailedness of each macroeconomidlairathe economy.

There are a number of parametric copula specifica@)n“ﬁhese copulas have different
types of dependence: symmetric, asymmetric, and extrependence. A general copula
that allows for both symmetric and asymmetric dependentveds macro variables, is the
Symmetrised Joe Clayton (SJC) copula used in Patton (200®).SJC copula is defined
as

Csjc(u,’u‘)\T, )\l) =0.5x% (CJc(u,’U‘)\T,)\l) +CJC(1 —u,l _U‘)\b)\r) +u+v— 1), (9)

whereC ;¢ (u, v| A, A;) is the Joe-Clayton copula. The Joe-Clayton copula is indefmed
as

Cre(u, v, M) =1 — (1 - {[1 —1-wf T+ i-a-wt] - 1}_1/T)1/’f,

wherek = 1/log2(2 — \,.) andr = —1/logs();), and);, and ), € (0, 1). By construction,
the SJC copula is symmetric whep=\r. This copula is very flexible since it allows for
both asymmetric upper and lower tail dependence, with sytmcrdependence as a special
case.

There are several main advantages of using copulas in nwacromics. First, they are a
convenient choice for modeling potentially nonlinear degence of economic variables,
such as systemic downturns and correlated defaults. Thiecasf copulas is especially
attractive since they nest some important forms of deperejers described in Section 3.3.
A second advantage is that copulas can aggregate systeskifram disparate sources,
such as credit and operational risk in a banking sector. iEh®ssible even for risk dis-

tributions that are subjective and objective, as in Rosenaed Schuermann (2006). In a

b1gpecifically, f(x,y) = 821%(3,671(;55,;,)’ and similarlyc(Fx (z), Fy (y)) = %ﬁgf‘“(y)). The terms
fx(x) andfy (y) are the marginal densities.
62See Joe (1997); Nelsen (1998); and Embrechts, McNeil, agyl (2005) for various figures and func-

tional forms of copulas.
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related sense, copulas permit one to mgdieit dependence in an economic system with-
out specifying the distribution of individual variables time syster@ A third advantage

is invariance. Since the copula is based on ranks, it is ismaunder strictly increasing
transforms. That is, the copula extracts the way in whidmdy comove, regardless of
the scale used to measure ti@wﬁourth, since copulas are rank-based and can incorporate
asymmetry, they are also natural dependence measures tiworatical perspective. The
reason is that a growing body of research recognizes thabetic agents care a great deal
about the ranks and downside performance of their econoedisién@ There are two
drawbacks to using copulas. First, from an economic petsjgea potential disadvantage
is that many copulas do not have moments that are directyegtto Pearson correlation.
It may therefore be difficult to compare copula results tasthof macroeconomic models
based on correlations or variances. This is not a big issumiicstudy, since we also report
and discuss rank-based correlations and Kendall’'s tawrSecrom a statistical perspec-
tive, it is not easy to say which parametric copula best fiesdidta, since some copulas may
fit better near the center and others near the tails. Thig isswot strongly relevant to our
paper, since the most important theoretical backgrourehrel from Section 2 focuses on
asymmetry and tail dependence. Thus the emphasis is ondbpe siicopulas, rather than
on a specific copula. Further, we use several specificatieoksh) namely AIC and BIC.

More broadly, since copulas are joint distributions, theyraaturally well-suited to discus-
sions of a vast array of research and policy issues in ecarsorin particular, copulas are
directly relevant to macroeconomics in the context of adridank poIicE In an increas-
ingly globalized economy, markets exhibit unexpectedgager dependence during certain
periods, as evidenced by the recent international contapsodes and US mortgage mar-
ket spillovers. Copulas inherently capture such compl@eddence structures.

63This is usually expressed by saying that copulas do not @inghe choice of individual or marginal
asset distributions. For example, if we model unemploynaect inflation as bivariate normal, this auto-
matically restricts both the individual (marginal) unemyhent and inflation to be univariate normal. Our
semi-parametric approach avoids restricting the margibglusing empirical marginal distributions, based
on ranks of the data. Specifically, first the data for each mat@re ranked to form empirical distributions.
These distributions are then used in estimating the parancefpula.

64See Schweizer and Wolff (1981). For more details on copulpgaties, see Nelsen (1998), Chapter 2.

65See Kahneman and Tversky (1979); Benartzi and Thaler (18&6peris, Huang, and Santos (2001);
and Polkovnichenko (2005).

560ther issues include optimal commodity bundling, inconesjinality, expected utility and parsimonious
modelling of dependent multivariate time series. For resean some of these disparate topics, see the work
of Embrechts, McNeil, and Frey (2005); Patton (2006); ameldbmov (2009).
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3.3 Relationship of dependence measures

We briefly outline the relationship of the dependence m&tﬂf the true joint distribu-
tion is bivariate normal, then the copula and traditionateation give the same informa-
tion. Once we move far away from normality, there is no cletatron between correlation
and the other measures. However, all the other, more robeasunes of dependence are
pure copula properties, and do not depend on the marginasiéatribe relationships for
rank correlatiorpg, downside riski(u), and tail dependenck(u) in turn. The relations
between copulas, rank correlation and Kendallare given by

pg =12 /01 /01 C(u,v)dC(u,v) — 3, (10)

and -
T = 4/0 /0 C(u,v)dC(u,v) — 1. (11)

Thus, if we know the correct copula, we can recover rank taticen and Kendall'sr,
and vice versa. Therefore, rank correlation and Kendall@e pure copula properties.
Regarding downside risk, it can be shown thiat) satisfies

du) = Pr(Fx(z) <ulFy(y) <u)
Pr(Fx(z) <u, Fy(y) <u

= : (12)

where the third line uses definitioll (1) and the fact sifg€y) is uniform, Pr[Fy (y) <

u] = u. Hence, downside risk is also a pure copula property and doiedepend on the
marginals at all. Since tail dependengéu) is the limit of downside risk, it follows from

@) and [I2) that\;(u) = lim,o @ To summarize, the nonlinear measures are directly
related to the copula, andand the normal copula give the same information when the data
are jointly normal. While the above discussion describegtodink the various concepts in
theory, there is little empirical work comparing the diet dependence measures, which

provides a further rationale for our empirical study.

57For proofs on the relations between dependence measuegdhseubini, Luciano, and Vecchiato (2004)
Chapter 3; Embrechts, McNeil, and Frey (2005); and Jond@aor), and Rockinger (2007). Throughout, we
assume continuous marginal distributions, as in Embrebtableil, and Frey (2005), chapter 5.
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4 Data and results

The data that we use comprise both monthly and quarterlyfdatathe Federal Reserve
Bank of St. Loui@ Monthly data are from January 1964 to December 2008, anddecl
the following variables: the riskfree rate, price (meadureconsumer price index, CPI),
inflation, employment rate, wage, consumption, money syjpld GDP. Inflation is com-
puted as the log difference of the consumer price index (€Pthe past twelve months.
Quarterly data are from January 1964 to October 2008, atddadnvestment in addition
to all other variables in the monthly data. Quarterly datavages, money supply, interest
rate, consumer price index and employment rate are notaéaikince the Federal Re-
serve is currently updating these series. Therefore we atarpese by taking the average
of three months’ data. The macroeconomic variables, imeu@DP, wage, consumption
and investment, are in real terms. GDP is not available attinipfrequency, so we use
the Industrial Production Index as an approximation. Siltenacro variables are non-
stationary, we estimate the dependence of the log diffeen€ all variables, which are
stationary.

4.1 Estimates of macroeconomic dependence: correlations

We first examine Background results 1, 2, and 4 at normal tuseg linear and rank cor-
relations. Tabl&ll displays correlations between GDP aherahacro variables. Panel A
shows monthly correlations. GDP has significant positiveatations with the interest rate,
employment rate, real wages, and real consumption whilagtriegative correlation with
the price level CPI. The positive correlation between GD® iaterest rates is consistent
with the Taylor (1993) rule, that the Fed would increase tbé fends rate in order to con-
trol inflation within a targeting range if GDP increases. Tiegative correlation between
GDP and prices is consistent with Background result 1 in mbtimes. Thus, using a lin-
ear dependence measure, a high price level is associategedt economic performance
and vice versa. On the other hand, the correlation betwee &1d inflation is positive,
which is consistent with the Background result 4 of Lucas/@)9 The positive correla-
tion between GDP and the employment rate and real wages $sstent with Background
result 2. The rank correlations Spearman’s rho and Kersd@ll have the same sign as
the linear correlations and are strongly statisticallygigant as well. Thus our linear and

680ur motivation for the choice of variables is based on Sed@is discussion.
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rank correlation results of GDP and other macro variableseawith background results
in normal, non-extreme situations. It is also importantaosider the highest and lowest
correlations. The highest linear correlation is betweerPGIDd employment, at 0.3591.
This is also true for the rank correlations, Spearman’s ritbkendall’s tau, at 0.3461 and
0.2453 respectively. The smallest positive linear coti@te are between GDP and real
wages. There are some discrepencies between linear tmmsland rank correlations.
For example, the linear correlation between GDP and inteads exceeds that between
GDP and consumption. However, the rank correlations shevogposite order for these
two sets of variables. Therefore, empirically linear anakraorrelations do not always
agree with each other.

Panel B displays results from quarterly data. Again, sigaift positive dependence is
found in all except the GDP-Price pair, which has significaadative linear and rank cor-
relations. The strength of dependence is generally stradhge in monthly data. For exam-
ple, the linear, Spearman’s rho and Kendall’s tau cormatatior the GDP-consumption pair
increases from 0.2379, 0.2427, 0.1662 in monthly data t69060.5824,0.4253 in quar-
terly data respectively. Further, the maximum dependeno@w for GDP-consumption,

instead of the pair GDP-employment as in monthly data.

Next, in Table[R2, we examine the dependence between money}ysapd other macro
variables, in order to investigate money neutrality of Baokind result 3. Panel A shows
the monthly estimates. The linear correlation for the meaeployment pair is insignifi-
cant, which is consistent with money neutrality. The rankeations for this pair are also
insignificant. For money and GDP, surprisingly, the linearelation is significantly neg-
ative, which contradicts both money neutrality and the neayriesian model. This result
may be due to the inherent drawbacks of linear correlationekample, linear correlation
is only appropriate for measuring dependence in ellipticgttibutions, and these variables
may not be eIIiptica@ The rank correlations are statistically insignificant, sistent with
money neutrality. Panel B presents results from the quardeta, where all of the depen-
dence measures are statistically insignificant. Therefmreresults indicate neutrality of
money, that is, neither employment nor output is dependéhtmoney supply. Moreover,
in monthly data the linear and rank correlations disagrelicating correlation complexity.

In Table[3 we present the dependence between inflation ardwatthiables, related to Back-
groundresults 4 and 5. In Panel A, the monthly data displgyiicant positive dependence

89See Samuelson (1967); Chamberlain (1983); and EmbrechigeN) and Straumann (2002).
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for both inflation-employment and inflation-GDP. These hesshold for both linear and
rank correlations. Since employment is inversely relatedrtemployment, the positive
dependence for inflation-employment implies a negativeeddpnce for unemployment-
GDP. These findings are consistent with Background resuldsdt5. Interestingly, if
measured with linear correlation, dependence is largenflation-GDP than for inflation-
employment. However, if measured in rank correlationsggree of dependence is larger
for inflation-employment than for inflation-GDP. Thus, emgally a greater linear corre-
lation between two macro variables occurs with a relatigahaller rank correlation. This
important discrepancy is also reflected in the quarterlyltedrom Panel B. Specifically,
we find significant positive linear correlations for inflattcDP. However, in contrast to
the linear correlations, the rank correlations are stasily insignificant. Such lack of
conformity in dependence measures is further evidence mélation complexity in the
US macroeconomy.

Lastly, in Tabld}, we present linear and rank correlaticetsveen investment and Gﬁ:’.
We find significant dependence in this pair, according to bio#ar and rank correlations.
The highest dependence is the linear correlation, at 0.7883lowest is the Kendall's rank
correlation, at 0.5649. Such strong dependence betweena@®Pvestment is consistent
with Background result 7.

4.2 Estimates of macroeconomic dependence: copulas
4.2.1 Estimation method

One advantage of copula approach is that it can separatepeadence structure from the
marginals, with dependence completely captured in theleo‘puctionla Since our focus
is on the dependence between macro variables, rather teanrthrginals, we specify a
parametric copula function but make no assumptions on thgina distributions of the
macro variables. Therefore, the approach is free of spatit errors for the margina@.
The estimation procedure comprises two steps. In the feegt she marginal distribution

OSince investment data are only available quarterly, we esticted to discussing quarterly results for
this pair.

"ISee Sklar (1959); and Embrechts, McNeil, and Frey (200%) Ratton (2006).

20ur approach is therefore semi-parametric. For furtheaidesee Joe (1997), and Cherubini, Luciano,
and Vecchiato (2004). Statistical properties of this apptoare highlighted in the simulation studies of
Fermanian and Scaillet (2003).
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functionG(.) is estimated non-parametrically via its rescaled emgidaaulative distri-
bution function (ECDF)

. 1 &

The ECDF is rescaled to ensure that the first order conditidimeocopula’s log-likelihood
function is well defined for all finité”@ By the Glivenko—Cantelli theorenﬁx(xt) con-
verges to its theoretical counterpaity,) uniformly.

In the second step, given the non-parametrically estimB@DF, F/(Et) and G(y,), we
estimate the copula parametérparametrically by maximum likelihood, with

0, = arg max L,
- 1 . N
wherel(0.) = T > logc(F(xy), G(y); 0.),

where c(.) is the copula density function. Joe (1997) pralasunder a set of regularity
conditions, the two-step estimator is consistent and asytoplly normal. Joe (1997)
also demonstrates that the two-step method is highly efficien addition, as indicated
in Patton (2006), this method has the benefit of being conipuilly tractable. Chen
and Fan (2006) establish asymptotic properties for this-pamametric estimator. Copula
estimation requires that the series be i.i.d. Since manyohtacro series are not i.i.d.,
thus we filter the variables with various ARMA-GARCH moo@s\Ne then compute the
ECDFs of the filtered variables, which are used in the se@age maximum likelihood
estimation.

4.2.2 Results

We first discuss, in Tabld 5, Background results 1, 2, and &tatrme market situations.
Panel A displays tail dependence estimates. First, we feddail dependence in the GDP-
interest rate pair is insignificant. This implies that, atremne economic times, interest
rates are not likely to decrease with GDP. Similarly, dusiegnomic booms, interest rates
do not increase with GDP. This indicates an empirical deuigtom the Taylor rule during
extreme economic situations. In order to examine the ligidap, we examine tail de-

3See Genest, Ghoudi, and Rivest (1995), and Chen and Fan)@0®érther discussion on this method-

ology.
"4Details of the filtering procedure for the macro variablesarailable from the authors, upon request.
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pendence in the GDP-negative interest rate pair. We needitoiae negative interest rates
because the liquidity trap hypothesis involves positivpethelence between lower inter-
est rates and higher GDP. The dependence parameter fronDRen€gative interest rate
pair therefore allows us to see whether large decreaseserest rates are accompanied
by large increases in GDP. If this were true, we would obsarsggnificant positive right
tail dependence between GDP and negative interest rategeudg we find that right tail
dependence is 0 in the second column of Panel A of Table 5 efdrer, a huge decrease in
interest rates does not occur together with an increase iR, @plying silence of mone-
tary policy. This result supports the liquidity trap in Bgckund result 1. This observation
is corroborated by zero tail dependence in the GDP-priae $acond, there exists signifi-
cant left and right tail dependence for the GDP-employmaint with left tail dependence
(0.1952) significantly higher than right tail dependencd182). Hence, extremely low
GDP and low employment rates tend to coincide during ecooenses, while extremely
high GDP and high employment rate are likely to occur togedlueing economic booms.
These tendencies are asymmetric, becase the GDP-emplopaieis more likely to be
extremely low during extreme economic downturn than to lr&lyphigh during economic
upturns. We find no tail dependence for the GDP-real wage paiis result may reflect
labor market rigidities. Thus at extremes, our results quastially support Background
result 2, that employment and real wages have positive digpee with output. We now
discuss Background result 6, positive dependence betwaeumption and GDP. We find
significant dependence in both left and right tails. Aganere is strong asymmetry. Left
tail dependence is 0.1864, while right tail dependenced89D. Thus during economic
downturns (upturns), low (high) GDP tends to coincide with (high) consumption. This
tendency is asymmetric, and more pronounced during ecangdomvnturns than upturns.

Panel B presents quarterly results. These generally agiteettve monthly results, but
with higher values and statistic significar@eThe main differences are as follows. First,
the extreme dependence for the GDP-employment and GDRHutqoi®n pairs are much
stronger than those from monthly data. This reinforces siyenanetric dependence for the
GDP-employment and GDP-consumption pairs. Second, thesésesignificant left tail
dependence for the GDP-interest rate pair. This impliesssipte policy ineffectiveness
of the Fed’s interest rate management, during economic tloms1GDP falls significantly
even when the interest rate is reduced heavily. This aggipasts the liquidity trap hy-

5The relatively greater tail dependence in quarterly datg beaexplained by the fact that monthly GDP
data are not available. As mentioned above, they are appad&d by the Industrial Production Index, which
does not include all output.
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pothesis. From this perspective, the Taylor (1993) ruleivas support even during an
extreme economic downturn. Finally, left tail dependeraretie GDP-real wage pair is
significantly positive, indicating significant decreaseséal wage during extreme eco-
nomic downturns.

In light of the above discussion, we summarize our resultslasvs in the following four
points. First, the Taylor rule appears to be followed inexte economic downturns but not
during upturns. Second, our results support the view ofdigytraps during extreme eco-
nomic times. Third, during economic downturn when GDP dydbs employment rate,
real wages, and real consumptions are likely to decreaseests Mowever, during eco-
nomic upturns when GDP rises, employment and real consomptso tend to increase,
but with relatively lower magnitude. Fourth, real wagesdtet to increase with GDP
during economic upturns.

Table[® presents dependence between money, employmentAdi@ing extreme eco-
nomic conditions. We find that both left and right tail depence coefficients are statis-
tically insignificant. Thus, money is neutral at extremehisTresult is robust to both the
monthly and quarterly data, and is consistent with our nevifindings from linear and
rank correlations.

In Table[¥, we evaluate Background results 4 and 5, regamdi#pgndence in inflation-
GDP at extremes, and correlation complexity in inflatioremployment, respectively. In
both monthly and quarterly results, inflation-GDP showggniicant extreme dependence,
which is different from the positive inflation-GDP dependerat equilibrium stated in
Background result 4. Thus the dependence under extrememdorituations differs from
the dependence under normal economic situations for thetioritGDP pair. Inflation-
employment exhibits significant, positive left tail depende, but no right tail dependence.
Since employment is inversely related to unemploymers,ithconsistent with the Phelps
(1968) conjecture that unemployment and inflation are asgmoally dependent at ex-
tremes in Background result 5: dependence at the righ) @aftemes of unemployment
(employment) should be high, while dependence at the lagjht)r extremes of unem-
ployment (employment) should be small. In quarterly dalidoagh the dependence for
inflation-employment is insignificant, the value of leftitdeépendence is 0.409 while right
tail dependence is about 0, which is again consistent witk&aund result 5 at extreme
situations.
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Finally, in Table[8, we present extreme dependence betwsestiment and GDP to eval-
uate the Background result 7. We find significant left andtrigit dependence between
investment and GDP. The dependence is economically signtfievith left and right tail
dependence parameters at 0.5948 and 0.5756 respectiveynpe t test of the null of
symmetric tail dependence rejects the null, indicatingrasgtric dependen@. Thus,
investment and GDP move together during extreme econommdittons, and are more
dependent during economic downturns than upturns.

To summarize the extreme dependence results, our moghgtfikding is that GDP is
asymmetrically related to employment, consumption, anéstment, from Table 5 and
Table 8. This indicates that during big downturns in ecorwaciivity, employment, con-
sumption and investment fall, and do not rise as much dunggipturns. From Table 5,
we also find evidence of liquidity traps during economic dawns. From Table 6, we
find evidence of money neutrality during extreme economiwaons. From Table 7, we
observe that inflation is asymmetrically related to empleyim That is, employment (un-
employment) is dependent with inflation at the left (riglai) during economic downturns,
but is not dependent with inflation at the right (left) tailrthg economic upturns.

4.3 Comparing correlations and copulas

In terms of comparison, both correlations and copulas shwerglty in the dependence
structure of the US macroeconomy. The two approaches dgae&DP is highly depen-
dent with investment and employment. Both approaches &lsw €vidence of money
neutrality. However, they do not agree with each other ordéqgendence of many other
pairs. For example, GDP is linearly dependent with the @gtrate and price level, but
not tail dependent with the price level. Inflation is lingaclorrelated with employment
and GDP, but not tail dependent with the latter. The fact ¢tbgulas and correlations dis-
agree, and the asymmetric dependence in some series, aistenhwith the necessary
conditions for systemic risk of Ibragimov, Jaffee, and Ves@2009a), as in Observation 1.

Our documentation of significant joint extremes suggesisttie US economy is suscepti-
ble to episodes of simultaneous instability in two or morg kecro variables. This result
may be surprising in light of theoretical research whickenfassumes generic existence of
stable economidd. More generally, the fact that correlations and copulasylemsuggests

"®Results of this test are available from the authors, uponest
""For research on genericity, see Debreu (1970).
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correlation complexity. Hence, clear information abowt #tonomy’s state is not always
readily available for individuals, banks, and policymaker

5 Conclusions

In this paper, we examine the dependence structure of igpdddS macroeconomic vari-
ables. Motivated by theoretical and empirical consideratj we assess the tendency of
macro variables to move together during extreme periods.ddgament four significant
findings. First, correlations and copulas disagree subatignwhich indicates complexity
in the dependence structure of the US economy. Second, GiBiteXinear dependence
with interest rates and prices, but no extreme dependerttethng latter. This suggests
existence of liquidity traps during economic downturns.irdhGDP exhibits asymmet-
ric extreme dependence with employment, consumption avesiment, with relatively
greater dependence in economic downturns. Fourth, monagusal, especially during
extreme economic conditions.

More broadly, our results add to the body of stylized factsualthe US macroeconomy, by
describing its dependence structure during both normakatréme periods. Such policy-
relevant information is largely unavailable using exigtmethods. Most significantly, our
findings indicate that the US economic system is prone to Ishimeous extreme events in
multiple variables. From an academic perspective, thesdtssare important for the theory
and practice of economics, which typically assume genaigtence of stable economies.
From a policy perspective, our findings underscore the itapoe of using techniques
that are robust to different economic situations, when mnéag dependence in important
macroeconomic and policy variables.

27



References

Acharya, V., and M. Richardson, 200Restoring Financial Stability: How to Repair a Failed
System(John Wiley & Sons, New York).

Adrian, T., and M. Brunnermeier, 2008, CoVaR: A systemi& gsntribution measure, Working
paper, Princeton University.

Ando, A., and F. Modigliani, 1963, The life cycle hypothesfssaving: aggregate implications and
tests,American Economic ReviebB, 55—-84.

Ane, T., and C. Kharoubi, 2001, Dependence structure akdweasure,Journal of Businesg6,
411-438.

Ang, Andrew, and Geert Bekaert, 2002, International Asdketcation with Regime ShiftdReview
of Financial Studied5, 1137-87.

Ang, Andrew, and Joseph Chen, 2002, Asymmetric CorrelatafnEquity Portfolios,Journal of
Financial Economic$3, 443-94.

Barberis, N., M. Huang, and T. Santos, 2001, Prospect themdyasset priceQuarterly Journal
of EconomicXVI, 1-53.

Barro, R., 2009, Rare Disasters, asset prices, and welfsite,American Economic Revieforth-
coming.

Benartzi, S., and R. Thaler, 1995, Myopic loss aversion aeceguity premium puzzi€uarterly
Journal of Economic410, 73-92.

Bikhchandani, S., D. Hirschliefer, and I. Welch, 1992, Adheof fads, fashion, custom, and cul-
tural change as informational cascadksjrnal of Political Economyt00, 992—-1026.

Brumelle, S., 1974, When does diversification between twestments payJournal of Financial
and Quantitative Analysiex, 473-483.

Brunnermeier, M., 2009, Deciphering the liquidity and dremunch of 2007-2008Journal of
Economic Perspectives3, 77-100.

Burns, A., and W. Mitchell, 194@leasuring Business CycledNational Bureau of Economic Re-
search).

Caballero, R., and A. Krishnamurthy, 2008, Collective rislanagement in a flight to quality
episodeJournal of Finance Xlll, 2195-2230.

28



Cappiello, L., R. F. Engle, and K. Sheppard, 2006, Asymmatynamics in the correlations of
global equity and bond returndpurnal of Financial Econometric4, 537-572.

Casella, G., and R. Berger, 19%tatistical Inference(Duxbury Press).

Chamberlain, G., 1983, A characterization of the distidng that imply mean-variance utility
functions,Journal of Economic Theor39, 185-201.

Chatterjee, S., and D. Corbae, 2007, On the aggregate welfat of Great Depression unemploy-
ment,Journal of Monetary Economics4, 1529-1544.

Chen, X., and Y. Fan, 2006, Estimation and model selecti@eofiparametric copula-based multi-
variate dynamic models under copula misspecificationynal of Econometric§35, 125-154.

Cherubini, U., E. Luciano, and W. Vecchiato, 20@pula Methods in Financ€Wiley West Sus-
sex, England).

Chollete, L., A. Heinen, and A. Valdesogo, 2009, Modelinteinational financial returns with a
multivariate regime-switching copuldpurnal of Financial Econometricrthcoming.

Cooper, R., 1999Coordination Games: Complementarities and Macroeconen{icambridge
Press New York).

Danielsson, J., H. Shin, and J. Zigrand, 2009, Risk appetittendogenous risk, Working paper,
Princeton University.

de Haan, L., and A. Ferreira, 200Bxtreme Value Theory: An Introductio(Springer).

de la Pefa, V., R. Ibragimov, and S. Sharakhmetov, 2006taCteizations of joint distributions,
copulas, information, dependence and decoupling, withiGgmns to time series, in J. Rojo,
eds.: 2nd Erich Lehmann Symposium — Optimality: IMS Lecture Ndesograph Series 49
(Institute of Mathematical Statistics, Beachwood, OH ).

De Long, B., and L Summers, 1986, Are business cycles synwalilr in R. Gordon, eds.The
American Business Cycle: Continuity and Chafdaiversity of Chicago Press, Chicago ).

Debreu, G., 1970, Economies with a finite set of equilibEiepnometrica38, 387-392.

Deheuvels, G., 1979, La function de dependance empiriqusegtproprietes. Un test non
parametriquen d’'independands;ad. Roy. Belg. Bull. C1. S@5, 274-292.

Drouet Mari, D., and S. Kotz, 200X orrelation and DependencéWorld Scientific Publishing
Company).

Embrechts, P., 2009, Copulas: A personal vidoyrnal of Risk and Insuranderthcoming.

29



Embrechts, P., C. Kluppelberg, and T. Mikosch, 19®81gdelling Extremal Events for Insurance
and Finance (Springer, Berlin).

Embrechts, P., A. McNeil, and R. Frey, 20@antitative Risk Management: Concepts, Techniques
and Tools (Princeton University Press).

Embrechts, P., A. McNeil, and D. Straumann, 2002, Cormaéind dependence in risk managa-
ment: Properties and pitfalls, in M. Dempster, edRisk Management: Value at Risk and Beyond
(Cambridge University Press, Cambridge, UK).

Fama, E., 1965, The behavior of stock market pridesynal of Busines88, 34—-105.

Feldstein, M., and C. Horioka, 1980, Domestic saving andrivational capital flowsizconomic
Journal 90, 314-329.

Fermanian, Jean-David, and Olivier Scaillet, 2003, Noapestric estimation of copulas for time
series,The Journal of Risl, 25-54.

Forbes, K., and R. Rigobon, 2002, No Contagion, Only Inteetelence: Measuring Stock Market
Comovementsjournal of Finances7, 2223-61.

Friedman, M., 1957A Theory of the Consumption Functigi®rinceton University Press).
Friedman, M., 1968, The role of monetary poliéynerican Economic Review8, 1-17.

Gabaix, X., P. Gopikrishnan, V. Plerou, and H. Stanley, 2008eory of power-law distributions
in financial market fluctuation$yature423, 267—-270.

Genest, Christian, K. Ghoudi, and Louis-Paul Rivest, 1895emiparametric Estimation Procedure
of Dependence Parameters in Multivariate Families of bistions, Biometrika82, 543-552.

Granger, C., 2001, Overview of nonlinear macroeconometmpirical models Macroeconomic
Dynamicsb, 466—481.

Hall, R., 1988, Intertemporal substitution in consumptidournal of Political Economy6, 221—
273.

Hall, R., and D. Jorgenson, 1967, Tax policy and investmehakior,American Economic Review
57, 391-414.

Hamilton, J., 1983, Oil and the macroeconomy since World Wafournal of Political Economy
91, 228-248.

Hamilton, J., 2001, A parametric approach to flexible nadininferenceEconometricab9, 537—
573.

30



Hansen, G., 1985, Indivisible labor and the business cyidarnal of Monetary Economics6,
309-327.

Hartmann, P., S. Straetmans, and C. de Vries, 2003, A GlolxaipBctive on Extreme Currency
Linkages, in W. C. Hunter, G. G. Kaufman, and M. Pomerleants,.eAsset Price Bubbles:
Implications for Monetary, Regulatory and Internationallieies (MIT Press, Cambridge ).

Harvey, A., and F. Busetti, 2009, When is a copula constanttesfAfor changing relationships,
Working paper, Cambridge University.

Harvey, A., and G. de Rossi, 2009, Quantiles, expectiles splides,Journal of Econometrics
forthcoming.

Harvey, Campbell R., and Akhtar Siddique, 1999, AutoregjvesConditional Skewnesgpurnal
of Financial and Quantitative Analysi, 465-87.

Hodrick, R., and R. Prescott, 1997, Postwar US businesegyah empirical investigatiodpurnal
of Money, Credit and Banking9, 1-16.

Horst, U., and J. Scheinkman, 2006, Equilibria in systemsoefal interactionsJournal of Eco-
nomic Theoryl30, 44-77.

Ibragimov, R., 2009, Heavy-tailed densities, in S. Durjaufd L. Blume, eds.The New Palgrave
Dictionary of Economics OnlinfPalgrave Macmillan, ).

Ibragimov, R., D. Jaffee, and J. Walden, 2009a, Diversificadisasters, Working paper, University
of California at Berkeley.

Ibragimov, R., D. Jaffee, and J. Walden, 2009b, Non-difieggion traps in catastrophe insurance
markets Review of Financial Studiex?2, 959-993.

Jaffee, D., 2006, Monoline restrictions, with applicaidno mortgage insurance and title insurance,
Review of Industrial Organizatioa8, 83—108.

Jaffee, D., and T. Russell, 1976, Imperfect informatiorgantainty, and credit rationingQuarterly
Journal of EconomicXC, 651-666.

Jaffee, D., and T. Russell, 1997, Catastrophe insuranggtatanarkets, and uninsurable risks,
Journal of Risk and Insuranog, 205-230.

Joe, Harry, 199 Multivariate models and dependence concefitfiapman and Hall/CRC London;
New York).

Jondeau, E., S. Poon, and M. Rockinger, 2@idancial Modeling under Non-Gaussian Distribu-
tions (Springer).

31



Jondeau, E., and M. Rockinger, 2006, The copula-GARCH mafdednditional dependencies: An
international stock market applicatiaigurnal of International Money and Finan@, 827—853.

Kahneman, D., and A. Tversky, 1979, Prospect theory: arysisabf decision under risk.cono-
metricad7, 263-291.

Keynes, J., 1936The General Theory of Employment, Interest and Mo(tégrcourt, Brace, and
Company).

Keynes, J., 1939, Relative movements of real wages and tpEponomic Journa#t9, 34-51.

King, R., and C. Plosser, 1984, Money, credit, and pricesrn@aabusiness cyclédmerican Eco-
nomic Review4, 363-380.

Krishnamurthy, A., 2009, Amplification mechanisms in lidiy crises, Working paper, Northwest-
ern University.

Kydland, F., and E. Prescott, 1982, Time to build and agdesfactuations,Econometricas0,
1345-1370.

Laxton, D., D. Rose, and D. Tambakis, 1999, The US Phillipzyeu The case for asymmetry,
Journal of Economic Dynamics and Cont&8, 1459-1485.

Long, J., and C. Plosser, 1983, Real business cyatesnal of Political Econom®1, 39—69.

Longin, F., and B. Solnik, 1995, Is the Correlation in Inranal Equity Returns Constant: 1960-
19907 Journal of International Money and Finandel, 3—26.

Longin, Francois, and Bruno Solnik, 2001, Extreme Coria@habdf International Equity Markets,
Journal of Financeb6, 649-76.

Lucas, R., 1972, Expectations and the neutrality of modaytnal of Economic Theo#y, 103—124.

Lucas, R., 1973, Some international evidence on outputiofi tradeoffs,American Economic
Review63, 326-334.

Lucas, R., 1975, An equilibrium model of the business cydtmyrnal of Political Econom\33,
1113-1144.

Lucas, R., 1977, Understanding business cydzsnegie-Rochester Conference Series on Public
Policy 5, 7-29.

Lucas, R., and L. Rapping, 1969, Real wages, employmentinflation, Journal of Political Econ-
omy77, 721-754.

32



Mandelbrot, B., 1963, The variation of certain speculagiviees,Journal of Busines86, 394—-419.

Mashal, R., and A. Zeevi, 2002, Beyond Correlation: Extréboemovements Between Financial
Assets, Working paper, Columbia University.

Mikosch, T., 2006, Copulas: Tales and fadgfreme, 3—20.

Minsky, H., 1982,Can it Happen Again? Essays on Instability and Finan@é. E. Sharpe New
York).

Mogstad, M., and M. Wiswall, 2009, Family size and childeeeducation: How linear models can
mask a nonlinear relationship, Working paper, New York @rsity.

Nelsen, Roger B., 199&n Introduction to CopulagSpringer-Verlag New York, Inc. New York).

Ning, C., 2006, Dependence structure between the equitigghand the foreign exchange market—-a
copula approach, Working paper, Ryerson University.

Ning, C., 2008, Extreme dependence of international stoakket, Working paper, Ryerson Uni-
versity.

Okimoto, T., 2008, New evidence on asymmetric dependencetstes in international equity
markets Journal of Financial and Quantitative Analysis, forthcomi

Patton, A., 2004, On the Out-of-Sample Importance of Skewiaed Asymmetric Dependence for
Asset Allocation Journal of Financial Econometric®, 130-168.

Patton, A., 2006, Modelling Asymmetric Exchange Rate Depene International Economic Re-
view47, 527-556.

Patton, A., 2009, Copula-based models for financial timesgn T. Andersen, R. Davies, J. Kreiss,
and T. Mikosch, edsHandbook of Financial Time Seri€Springer, ).

Phelps, E., 1968, Money-wage dynamics and labor marketilegumn, Journal of Political Econ-
omy76, 678-711.

Phelps, E., 2007, Macroeconomics for a modern econdmerican Economic Revie9r, 543—
561.

Phillips, A., 1958, The relation between unemployment &edrate of change of money wage rates
in the United Kingdom, 1861-195FEconomicaXXV, 283—-299.

Polkovnichenko, V., 2005, Household Portfolio Diversifioa: A Case for Rank-Dependent Pref-
erencesReview of Financial Studieks, 1467-1501.

33



Poon, S., M. Rockinger, and J. Tawn, 2004, Extreme valuerdigee in financial markets: Diag-
nostics, models, and financial implicatiof®view of Financial Studiekr, 581-610.

Rachev, S., 2003jandbook of Heavy Tailed Distributions in Finang¢dlorth Holland).
Reinhart, C., 2008, 800 years of financial folly, Working eggJniversity of Maryland.

Reinhart, C., and K. Rogoff, 2009, The aftermath of financrédes,American Economic Review
forthcoming.

Rodriguez, J., 2007, Measuring financial contagion: A ca@gproachJournal of Empirical Fi-
nancel4, 401-423.

Romer, D., 2001Advanced Macroeconomic8vicGraw-Hill New York, NY).

Rosenberg, J., and T. Schuermann, 2006, A general approactegrated risk management with
skewed, fat-tailed riskslournal of Financial Economicg9, 569—-614.

Rothman, P., D. van Dijk, and P. Franses, 2001, Multivai@fAR analysis of money-output rela-
tionship,Macroeconomic Dynamics, 506-532.

Samuelson, P., 1967, General proof that diversificatiors pirnal of Financial and Quantitative
AnalysisMarch, 1-13.

Sargent, T., 1979lacroeconomic TheorfAcademic Press).

Schweizer, B., and E. F. Wolff, 1981, On Nonparametric Mezswf Dependence for Random
Variables,The Annals of Statistic, 879-885.

Shin, H., 2009, Securitisation and system stabiligpnomic Journall19, 309-322.

Sklar, Abraham, 1959, Fonctions de repartition a n dimerssigt leurs margefub. Inst. Statist.
Univ. Paris8, 229-231.

Solon, G., R. Barsky, and J. Parker, 1994, Measuring thecaity of real wages: How important
is composition biasQuarterly Journal of Economic$09, 1-25.

Stiglitz, J., and A. Weiss, 1981, Credit rationing in maskefith imperfect informationAmerican
Economic Review1, 393-410.

Taylor, J., 1993, Discretion versus policy rules in prastiCarnegie-Rochester Conference Series
on Public Policy39, 6195-214.

Veldkamp, L., and S. Van Nieuwerburgh, 2006, Learning asegtnies in real business cyclekur-
nal of Monetary Economics3, 753-772.

34



Veldkamp, L., and J. Wolfers, 2007, Aggregate shocks oregage information? Costly informa-
tion and business cycle comovemehiurnal of Monetary Economids4, 37-55.

Vives, X., 2008,Information and Learning in Markets: The Impact of Marketchkdistructure
(Princeton Press).

Wilson, R., 1975, Informational economies of scd&le]l Journal of Economic6, 184—195.

35



Table 1: Correlations between GDP and Other Macro Variables

Panel A: From monthly data

GDP-Interest  GDP-Price GDP-Emp. GDP-Wage GDP-Cons.
Linear corr. 0.2564** -0.2344* 0.3591** 0.1254** 0.2379%*
(< 0.0001) (< 0.0001) (< 0.0001) (0.0035) & 0.0001)
Spearman rho 0.1623** -0.1754** 0.3462** 0.1151** 0.2427*
(0.0002) & 0.0001) (< 0.0001) (0.0075) & 0.0001)
Kendall’s tau 0.1086** -0.1204** 0.2453** 0.0799** 0.1682
(0.0002) & 0.0001) (< 0.0001) (0.0055) & 0.0001)
Panel B: Quarterly data
GDP-Interest  GDP-Price GDP-Emp. GDP-Wage GDP-Cons.
Linear corr. 0.3390** -0.2970** 0.5752** 0.2188** 0.6696*
(< 0.0001) (< 0.0001) (< 0.0001) (0.0033) & 0.0001)
Spearman rho 0.2499** -0.2396** 0.5060** 0.2316** 0.5824*
(0.0008) (0.0013) < 0.0001) (0.0019) & 0.0001)
Kendall’s tau 0.1742* -0.1659** 0.3611** 0.1569** 0.42%8
(0.0005) (0.0010) < 0.0001) (0.0018) & 0.0001)

Emp. and Cons. denote the employment rate and consumpegpeatively. Numbers
in parentheses are p-values. ** stands for statisticalifiigmce at the 5% level.

Table 2: Correlations between Money and Other Macro Veembl

Panel A. Monthly data

M1 — Emp. M1—-GDP
Pearson corr. -0.0101 -0.1342*
(0.8157) (0.0018)
Spearman rho 0.0200 -0.0465
(0.6431) (0.2816)
Kendall's tau 0.013 -0.0308
(0.6621) (0.2856)
Panel B. Quarterly data
M1 - Emp. M1—-GDP
Pearson corr. -0.0427 0.0017
(0.5703) (0.9817)
Spearman rho 0.0590 0.0875
(0.4326) (0.2440)
Kendall's tau 0.0380 0.0530
(0.4511) (0.2924)

Emp. denotes the employment rate. Numbers in
parentheses are p-values. ** stands for statist-
ical significance at the 5% level.
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Table 3: Correlations between Inflation and Other Macroalads

Panel A. Monthly data

Inflation-Emp. Inflation-GDP
Linear corr. 0.1176** 0.1321**
(0.0063) (0.0021)
Spearman’s rho 0.0990** 0.0925**
(0.0216) (0.0318)
Kendall’s tau 0.0676** 0.0613**
(0.0228) (0.0333)
Panel B. Quarterly data
Inflation-Emp. Inflation-GDP
Pearson corr. 0.2609** 0.1355**
(0.0004) (0.0706)
Spearman rho 0.1797** 0.0199
(0.0161) (0.7918)
Kendall’s tau 0.1249** 0.0134
(0.0132) (0.7914)

Emp. denotes the employment rate. Numbers in parentheses ar
p-values. ** stands for statistical significance at the 5%&le

Table 4: Correlations between Investment and GDP

Linear corr. Spearman’s rho Kendall's tau
Investment-GDP  0.7883** 0.7497* 0.5649**

(< 0.0001) (< 0.0001) (< 0.0001)
Numbers in parentheses are p-values. ** stands for statisti
significance at the 5% level. The frequency is quarterly.
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Table 5: Tail dependence: GDP and Other Macro Variables

Panel A: Monthly data
GDP-Interest GDP-Neg. Interest GDP-Price GDP-Emp. GDRyaVa GDP-Cons.

N 0.2044 0.0000 0.0819 0.1952* 0.0519 0.1864*
(0.6609) (5.0553) (0.8565) (0.0581) (0.0454) (0.0493)
Ar 0.0000 0.0000 0.0000 0.1132% 0.0303 0.009**
(1.0376) (5.0553) (1.2951) (0.063) (0.0418) < (.0001)
AlC -9.0829 7.1124 -1.7335 -57.056 -14.5406 -36.4694
BIC -0.5035 15.6918 6.8459 -48.4766 -5.9612 -27.8899

Panel B: Quarterly data
GDP-Interest GDP-Neg. Interest GDP-Price GDP-Emp. GDRgaVa GDP-Cons.

N 0.2691* 0.0000 0.1724 0.4905*  0.1833** 0.4392%
(0.0847) (5.0557) (0.7861) (0.0573) (0.0903) (0.0704)
Ar 0.0426 0.0000 0.0000 0.2479* 0.0591 0.4235*
(0.1021) (5.0557) (1.2302) (0.1098) (0.1006) (0.0756)
AIC  -19.5044 5.7302 0.7241 -70.2723 -11.3581 -81.718
BIC  -13.1296 (12.1050) 7.0989 -63.8975 -4.9833 -75.3433

Emp. and Cons. denote the employment rate and consumpegpeatively. Neg. Interest denotes
the negative of the interest rate. As explained in the tegtinglude Neg. interest because the
liquidity trap hypothesis involves positive dependencevieen lower interest rates and higher GDP.
Numbers in parentheses are standard errors. ** standsafistital significance at the 5% level.

Table 6: Tail dependence: Money and Other Macro Variables

Panel A: Monthly data

M1-Employment M1-GDP
Al 0.0000 0.0000
(5.0561) (5.0554)
Ar 0.0000 0.0000
(5.0561) (5.0554)
AIC 4.1881 5.0198
BIC 12.7675 13.5992
Panel B: Quarterly data
M1-Employment M1-GDP
Al 0.0000 0.027
(8.8119) (1.4356)
Ar 0.0000 0.0000
(4.6804) (1.3089)
AIC 3.9651 3.7581
BIC 10.3399 10.1329

Employment denotes the employment rate. Numbers
in parentheses are standard errors. ** stands for
statistical significance at the 5% level.
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Table 7: Tail dependence: Inflation and Other Macro Varsble

Panel A: Monthly data

Inflation-Emp. Inflation-GDP
Al 0.036** 0.1589
(< 0.0001) (1.0736)
Ar 0.0000 0.0000
(< 0.0001) (1.3347)
AlIC -0.358 0.9597
BIC 8.2214 9.5391
Panel B: Quarterly data
Inflation-Emp. Inflation-GDP
Al 0.4090 0.0958
(0.6516) (0.7665)
Ar 0.0000 0.0000
(1.0372) (1.1077)
AIC -1.7116 2.0904
BIC 4.6632 8.4652

Emp. denotes the employment rate. Numbers in parentheses ar
standard errors. ** stands for statistical significancénat3% level.

Table 8: Tail dependence: Investment and GDP

by Ar AIC BIC
GDP-Investment 0.5948* 0.5756* -153.3120 -146.9380
(0.0494)  (0.0540)

Numbers in parentheses are standard errors. ** standsafistital
significance at the 5% level. The frequency is quarterly.
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