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Abstract- This research explores the possibility of monitoring 
apoptosis and classifying clusters of apoptotic cells based on 
the changes in ultrasound backscatter signals from the tissues. 
The backscatter from normal and apoptotic cells, using a high 
frequency ultrasound instrument are modeled through an 
Autoregressive (AR) modeling technique. The proper model 
order is calculated by tracking the error criteria in the 
reconstruction of the original signal. The AR model 
coefficients, which are assumed to contain the main statistical 
features of the signal, are passed as the input to Linear and 
Nonlinear machine classifiers (Fisher Linear Discriminant, 
Conditional Gaussian Classifier, Naive Bayes Classifier and 
Neural Networks with nonlinear activation functions). In 
addition, an adaptive signal segmentation method ,(Least 
Squares Lattice Filter) is used to differentiate the data from 
layers of different cell types into stationary parts ready for 
modeling and classification. 
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I. INTRODUCTION 

High frequency ultrasound (US) has been shown to 
detect the structural changes cells and tissues undergo 
during cell death. Research has shown that the ultrasound 
backscatter signals from apoptotic' acute myeloid 
leukemia(AML) cells differ in intensity and frequency 
spectrum as the result of the change in size, spatial 
distribution and acoustic impedance of the scattering sources 
within the cell [ l ]  (Fig. 1). Therefore, we assume that pulse 
echo data from different cell types contain distinguishable 
statistical regularities. In this work we attempt to classify 
normal and apoptotic cancerous cells by tracking the 
statistics of the ultrasound backscatter signals from tissues 
by using Autoregressive (AR) method for time series 
modeling of ultrasound signals. 

11. METHODOLOGY 

A. Autoregressive (AR) Modeling of US signals 

Biomedical signals contain large quantities of data. 
Moreover these data usually contain some redundancies 
which make processing and analyzing them more difficult. 
In such situations signal modeling may help to take out the 

' Apoptosis is a genetically determined destruction of cells from 
within due to activation of a stimulus or removal of a suppressing 
agent or stimuli. 

Fig 1 a) H & F  ' stains of b) 11 & C  stains of 
Normal Cells Apoptotic Cells 

irrelevant information carried by the signal and simplifies 
classification and segmentation by using a reduced number 
of model parameters. Autoregressive (AR) modeling is 
widely used for speech and biomedical signal processing 
[2-41. This model is linear and has been successfully used 
for high-resolution spectral estimation [5]. An AR model is 
defined by the difference equation: 

P 
x ( n >  = -C a k x ( n  - I C )  + e(n> (1) 

k = l  

where x(n) is a wide-sense stationary3 AR process, {a(k)} 
represent AR coefficients, e(n) is white Gaussian noise and 
p is the model order which determines the error criterion. In 
section C, we will present a way to estimate this error and 
reduce it based on choosing the proper model order @). 

B. Data Acquisition 

AML cells were grown in suspension and exposed to the 
chemotherapeutic cisplatin to induce apoptosis. Pellets were 
made by swing bucket centrifugation. Details on the 
biological procedure can be found elsewhere (Czemote et al. 
1996)[6]. A 20MHz f2.35 or 40 MHz f2 transducer (Visual 
Sonics4) was used to image the pellets of normal and 
apoptotic cells. RF backscatter data was digitized at 
SOOMHz and stored for later analysis. In one experiment, 
layers of normal and apoptotic cells were created to emulate 
a clinical situation. 

C. Choosing the proper Model Order 

The modeling order @) controls the error associated 
with the AR signal approximation. This parameter 

Hematoxylin and Eosin. 
'A stochastic process is called wide-sense stationary (WSS) if its 
mean is constant and its autocorrelation depends only on the time 
difference. 
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determines the number of previous samples used to model 
the original signal. A small model order ignores the main 
statistical properties of the original signal while a big model 
order will result in modeling the noise associated with data 
and over-fitting5 occurs. A very common method for 
estimating the proper model order is Akaike Information 
Criterion (AIC) [7], although applying this method would be 
very difficult in our work due to nature of US signals. 
Instead, we used the following parameters based on the 
statistics of the reconstructed signal and its frequency with 
different model orders to determine the best modeling order. 

a) Ensemble Reconstruction Error 

The error(2) shows the total difference of original and 
reconstructed signals in frequency domain using AR 
modeling technique: 

4 

Z(n) = -Ca,x(n - k )  
k=l 

rt=l ' 

where :(U) is the approximated signal based on AR 
modeling with order p ,  N is the total number of samples 
within an individual RF line, f a n d j  represents the fft of 
original and estimated signals respectively. 

b) Model Noise (error) Variance 

The AR process is the output of an all-pole filter 
invoked by a white noise e(@. This noise, which is also 
our modeling error, can be viewed as the output of the 
prediction error filter A(z), as shown in Fig. 2, where 
x(n) is the original signal and A(z) is the transfer 
function of AR modeling. 

(Model error) 

Fig. 2. Block diagram of AR process 

Therefore we expect that after estimating the AR 
coefficients of our model, if we invoke a filter as shown 
in fig. 2 with the estimated AR coefficients in A(z) the 
filter output, e(n), would be a white Gaussian noise. We 
can verify this by estimating the variance of the output 
of such a filter and its auto-correlation (which has a jump 
to  one in zero lag and remains zero otherwise). 

D. Signal Segmentation 

The classification methods we discussed were based on 
US backscatter from pure apoptotic and normal cell pellets. 

When the model do well on training data but poorly on test data. 

In patient imaging the data are acquired from tissues which 
contain different layers or layers with different mixtures on 
normal and apoptotic cells. The probabilistic behavior of the 
backscattered US signal from these cells, make the signal 
non-stationary6. This non-stationarity is important from the 
point of view of AR modeling, as this method is applicable 
if the signal is stationary'. Therefore we must use signal 
segmentation algorithms to break the signal acquired from 
tissues into stationary segments and classify each segment 
respectively. The segmentation algorithms can be classified 
into fixed *[8] and adaptive [2,9-111. Adaptive segmentation 
algorithms rely on tracking the statistical changes in the 
signal (such as mean and variance) to set a breaking 
boundary. We used this method for US signals due to its 
accuracy, modularity and ease of testing [2]. 

E. Adaptive signal Segmentation: Recursive-Least Squares 
Lattice Filter (RLSL) 

In adaptive segment,ation, the segment length changes 
dynamically according to the statistical changes in the 
signal. The main idea of using RLSL filter was to get to a 
fast convergence by using forward and backward filters. The 
parameter which expresses the statistical change in the 
signal is called convergence factor (y,(n)). The convergence 
factor provides the connecting link between different sets of 
a priori and posteriori estimation errors in this algorithm and 
is defined by 

where m is the order of the lattice filter, y,(n) is the 
convergence factor at time sample n in the mth stage of 
lattice, bm-, (n) and Bm-, ( n )  are the backward prediction 
error and its power at this stage [2]. 

IV. RESULTS 

a) Model Order Determination for Autoregressive (AR) 
Modeling of US signals 

Using the error criteria explained in section C, we 
calculated the error associated with the frequency of 
reconstructed and original US signals averaged over 30 
normal and apoptotic sample RF lines respectively (Fig. 3). 
Matlab (version 6.5) was used for all the calculations. Also, 
as explained in section D, we found the variance of the 

' The statistics of a non-stationary process are variant with respect to 
any translation among the time axis. 
' We have determined that US, signals from normal and apoptotic cells 
are quasi-stationary. 
' Fixed segmentation algoritlhms are widely used for speech signal 
processing. 

2862 



estimated noise generated as the output of a filter with the 
estimated AR coefficients in its transfer function and the 
original signal as its input. The result of averaging the 
variance of this noise over 30 samples is shown in fig. 4. 
These graphs indicate that model order 15 (p=l5) is a good 
choice for AR modeling order for high frequency US 
backscatter signals, as we do not see much improvement in 
ensemble error(the ratio of error between model order 15 
and 40 is 2.6 in comparison to 2.9e5 between model order 1 
and 15). Furthermore, the variance of the estimated model 
noise does not change dramatically after this model order. 
To verify this result, we modeled an US backscatter signal 
with order 15, reconstructed this signal with the estimated 
AR coefficients and found the auto-correlation of the model 
error' (noise) .As depicted in Fig. 5; this auto- correlation 
indicates the similarity of the estimated error to white noise. 
Therefore we used AR modeling with order 15 for US 
backscatter signals in the rest of this paper. 

Algorithm 

3 

2 Normal Accuracy Apoptotic Accuracy 

+ 5 10 15 1.5' 

40% 
Conditional Gaussian 
Classifier" 

P 20 25 30 35 40 

60% 

Model Order 

Fig. 3: Average Ensemble Error between the ffts of estimated 
and original US signal (30 samples of normal and apoptotic signals) 
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Fig. 4: Average variance of the estimated model noised based on the 
estimated AR coefficient (30 samples). 
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Fig. 5 :  Auto-correlation of the estimated model error (noise) 

6) Ultrasound Signal Classification 

71% Naive Bayes Classifier I 46% I 
1 98% I 64% I Fisher's Linear 

Discriminant 
Neural Network with 
Sigmoid activation 93.8% 99% 

tanh activation 95.5% 99% 

This result shows the ability of Neural Networks with non- 
linear activation functions (in both hidden and output layers) 
to classify US signals from normal and apoptotic cells. We 
are still investigating the advantages and disadvantages of 
each approach. 

c) Ultrasound Signal Segmentation 

Fig. 5 shows RLSL algorithm applied on a layer on 
Normal-Apoptotic-Normal cell pellet with the apoptotic 
layer located between samples 800 and 15000. As long as 
the input data is stationary, the convergence factor would 
remain in the same range, but when it drops below a 

This error was assumed to be the absolute difference between original 
and reconstructed signals. 

I" The priors for each class were equally set (p=0.5) 
I' The network was trained using 50000 iterations. 
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threshold ' *  it indicates a sudden change in statistical 
properties of the signal which is set to the segment 
boundary. 

1 0 0  500 800 1200 1500 2000 
Sample Index 

(b) 
Fig. 5. (a): Original signal from a 3 layer Normal-Apoptotic-Normal cell 
pellet. (b): Convergence factor as a parameter to detect the layer boundaries 
(stationary). 

These figures indicate that RLSL algorithm can detect the 
sudden changes in the signal due to the different statistical 
properties of normal and apoptotic layers and therefore can 
adaptively found their corresponding boundary in an US 
backscatter signal. While in Fig. 5.a the difference is 
evident, in clinical situations it is anticipated that small 
percentage of apoptotic cells would be surrounded by 
normal cells. 

V. CONCLUSION 

The best model order in using AR technique for US 
signals was found to be p=15. The accuracy of different 
classifiers has been studied and it was found that non-linear 
neural networks were most successful in classification. 
Because the actual clinical data from patients include US 
backscatter from layers and mixtures of cells, a method for 

differentiating these layers was presented which enables the 
AR modeling to be applicable for US signals. 
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