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ABSTRACT

Thé demand for high-speed mobile wireless communications is rapidly growing. Orthogonal
Frequency Division Multiplexing (OFDM) technology promises to be a. key téchnique for
achieving the high data capacity and spectral efficiency requirements for wireless
communication systems of the near future. The practical results will be more yielding when
the OFDM is combined with Radio Over Fiber technology (ROF). This project presents an
investigation on the performance of OFDM-ROF system based on papers [95] [96] [97] [98]
in terms of peak power reduction capability, degradation of channel capacity. OFDM is an
attractive technique for achieving high-bit-rate wireless data transmission. However, the
potentially large peak-to-average power ratio (PAPR) of a multicarrier signal has limited its
application. The analysis is based on three sections 1.Peak to average power Ratio 2. Signal
distortion and channel capacity 3. ROF transmission. This project report is organized as
follows. After the introduction in second chapter OFDM and its principles are studied.
Thirdly, a throughput on the basic ROF technology .The fourth chapter is based on OFDM-
ROF system, its basic model and description. Fifth chapter is PAPR and instantaneous power
analysis. The effect of the envelope clipping on the peak-to-average power ratio (PAPR) and
then instantaneous power of the band-limited OFDM signal is studied. While doing the
PAPR analysis, the different approaches for the reduction of PAPR by different authors are
compared. The sixth chapter is regarding the Signal distortion and channel capacity over
additive white Gaussian noise and Rayleigh fading channels. The capacity calculations
shown are based on the assumption that the distortion terms caused by the clipping are
Gaussian .In seventh chapter the ROF transmission analysis is based on split-step Fourier
method and nonlinear Schrédinger equation. The transmission performance is discussed from
the measurement values by incorporating the spectral distribution of a modulation signal into
the calculation of composite triple beats. Also presented the dynamic range of OFDM-
64QAM which is evaluated from the calculations of Desired to Undesired Signal Ratio
(DUR).Thus this project evaluates the OFDM-ROF system as a candidate for the future (4G)

wireless system design.
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GLOSSARY

2G - Second Generation mobile phone system (GSM, 1S-95)
3G - Third Generation mobile phone system (systems using WCDMA)
4G - Fourth Generation mobile phone system

alpha - Path loss exponent (rate of path loss change with distance)
ASK - Amplitude Shift Keying

AWGN - Additive White Gaussian Noise

b/s/Hz - Bits per second per hertz (unit of spectral efficiency)
BER - Bit Error Rate |

bps - Bits per second

BPSK - Binary Phase Shift Keying

BS - Base Station

CD - Compact Disc

CDMA - Code Division Multiple Access

CF - Crest Factor (peak to average power ratio of the RF envelope)
DAB - Digital Audio Broadcasting

dB - Decibel (ratio in log scale)

dBc - Decibel relative to main signal power sir

dBm - Decibel relative to 1 milliwatt

DC - Direct Current (0 Hz)

DDS - Direct Digital Synprojecter

DFT - Discrete Fourier Transform

DMT - Discrete Multi-Tone

DPSK - Differential Phase Shift Keying

DSBSC - Double Side Band Suppressed Carrier

DS-CDMA - Direct Sequence Code Division Multiple Access

DSP - Digital Signal Processing

DSSS - Direct Sequence Spread Spectrum

DVB ' - Digital Video Broadcasting

DVB-C - Digital Video Broadcasting — Cable

DVB-S - Digital Video Broadcasting — Satellite
DVB-T - Digital Video Broadcasting - Terrestrial



EBNR
FDM
FEC
FFT
FIR
FM
Fs
FSK
GA
GHz
GMSK
GSM

HDTV
HiperLAN2

Hz
ICI

IEEES802.11a -

IEEES802.11b -

IF
IFFT
IMD
1Q
ISI
ISM
IS-95
JCU
K
kbps
kHz
km

|

LO

Energy per Bit to Noise Ratio
Frequency Division Multiplexing
Forward Error Correction

Fast Fourier Transform

Finite Impulse Response (digital filter)
Frequency Modulation

Sample Frequency

Frequency Shift Keying

Genetic Algorithm

Gigahertz - 100 Hz

Gaussian Minimum Shift Keying
Global System for Mobile communications

High Definition Television

~ High Performance Radio Local Area Network, WLAN standard (Europe)

based on OFDM, with a maximum data rate of 54 Mbps. Similar to
IEEE802.11a

Hertz (cycles per second)

Inter-Carrier Interference

WLAN standard (U.S.) based on OFDM, with a maximum data rate of 54
Mbps. Similar to HiperLAN2

WLAN standard (U.S.) based on DSSS, with a maximum data rate of 11 Mbps
Intermediate Frequency '
Inverse Fast Fourier Transform

Inter-Modulation Distortion

Inphase Quadrature

Inter;Symbol Interference

Industrial Scientific Medical

Mobile phone standard using CDMA transmission method.

James Cook University

Kelvin

Kilo bits per second (103 bps)

Kilohertz - 103 Hz

Kilometer (103 m)

Lambda - RF wavelength

Local Oscillator



LOS

Mbps
MHz
MPEG
NF
OBO
OFDM
PAPR
PM
PRC
PRS
PSK
QAM
QOS
QPSK
RF
RMS
SFN
SHARC
SIR
SNR
SSB
SSPA
TDM
TDMA
TWTA
Mm
UMTS

W-CDMA
WLAN
WLL

Line Of Sight

Meter

Mega bits per second (106 bps)

Megahertz - 106Hz

Moving Picture Experts Group (Video compression standard)
Receiver Noise Figure

Output power Back Off

Orthogonal Frequency Division Multiplexing
Peak to Average Power Ratio

Phase Modulation

Peak Reduction Carriers

Pseudo Random Sequence

Phase Shift Keying

Quadrature Amplitude Modulation

Quality Of Service

Quadrature Phase Shift Keying

Radio Frequency

Root Mean Squared

Single Frequency Network

Super Harvard Architecture, Digital Signal Processor by Analog Devices)

Signal to Interference Ratio

Signal to Noise Ratio

Single Side Band

Solid State Power Amplifier

Time Division Multiplexing

Time Division Multiple Access

Traveling Wave Tube Amplifier

Micrometer (10-6 m) '

Universal Mobile Telecommunications System
Microsecond (10-6 s)

Watt (energy per unit time, one joule per second)
Wide-band Code Division Multiple Access
Wireless Local Area Network

Wireless Local Loop

Xi
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1. INTRODUCTION

During the last several years, wireless communication has not only created new businesses,
but also made a great change in our life style. Second generation (2G) mobile communication
systems based on digital signal processing techniques has been 'very successful for decades. It
leads to the development of third generation mobile systems. Third generation (3G) mobile
communication systems, wideband code-division multiple access (WCDMA), and
CDMA2000, it is better to be high performance and high bandwidth systems to carry high
data rate services. During the evolution from 2G to 3G, a variety of wireless systems such as
GPRS, Bluetooth, UWB, Wireless LAN (WLAN), and HiperLAN, have been developed.
These systems are designed independently, with an aim of different service types, data rates,
and users. Because these systems all have their own merits and shortcomings, there will be

no single system that is good enough to replace all the other technologies.

Nowadays, researchers, system vendors, and service providers are expressing growing
interest in future wireless communication systems that can support various service types and
various users demand. The important features of future wireless communication systems are
following: Ubiquitous; anywhere, anytime, with any device Broadband: sufficient data rate
to deliver various services Convergence: support of various service types, data rates and
users. Seamless: always best connected, global roaming across multiple wireless and mobile

networks.

Wireless communications is an emerging field, which has seen enormous growth in the last
several years. The huge uptake rate of mobile phone technology, Wireless Local Area
Networks (WLAN) and the exponential growth of the Internet have resulted in an increased
demand for new methods of obtaining high capacity wireless networks. Most WLAN
systems currently use the IEEE802.11b standard, which provides a maximum data rate of 11
Mbps [36]. WLAN standards such as IEEE802.11a [40] and HiperLAN2 [38], [39] are based
on OFDM technology and provide a much higher data rate of 54 Mbps. However systems of
the near future will require WLANSs with data rates of greater than 100 Mbps, and so there is
a need to further improve the spectral efficiency and data capacity of OFDM systems in

WLAN applications. For cellular mobile applications, we will see in the near future a



complete convergence of mobile phone  technology, cdmputing, Internet access, and
potentially many multimedia app]icatioris such as video and high quality audio. In fact, some
may argue that this convergence has already largely occurred, with the advent of being able
to éend and receive data using a notebook computer and a mobile phone. Although this is -
possible with current 2G (2nd Generation) Mobile phones, the data rates prqvided are very
low (9.6 kbps — 14.4 kbps) and the cost is high (typically $0.15 - $1.25 per minute) [24],
[25], limiting the usefulness of such a service. The goal of third and fourth generation mobile
networks is to provide users with a high data rate, and to provide a wider range of services,
such as voice communications, videophones, and high speed Internet access. The higher data
rate of future mobile networks will be achieved by increasing the amount of spectrum
allocated to the service and by improvements in the spectral efficiency. OFDM is a potential
candidate for the physical layer of fourth generation mobile systems. This project presents

performance analysis of OFDM-ROF system.

1.1 Third Generation (current) wireless systems

Third generation mobile systems such as the Universal Mobile Telecommunications System
(UMTS) [1], [2], [3], [4] and CDMA2000 [6] are introduced over the last years (2002
onwards) [5]. Third generation systems use WCDMA as the carrier modulation scheme [10].
This modulation scheme has a high multipath tolerance, flexible data rate, and allows a
greater cellular spectral efficiency than 2G systems. Third generation systems will provide a
significantly higher data rate (64 kbps — 2 Mbps) [1] than second-generation systems (9.6 —
14.4 kbps). The higher data rate of 3G systems will be able to support a wide range of
applications including Internet access, voice communications and mobile videophones. In
addition to this, a large number of new applications will emerge to utilize the permanent
network connectivity, such as wireless appliances, notebooks with built in mobile phones,
remote logging, wireless web cameras, car navigation systeins, and so forth. In fact most of
these applications will not be limited by the data rate provided by 3G systems, but by the cost
of the service. The demand for use of the radio spectrum is very high, with terrestrial niobile
phone'systems being just one of many applications varying for suitable bandwidth. These
applications require the system to operate reliably in non—line-of-éight environments with a
propagatwn distance of 0.5 - 30 km and at velocities up to 100 km/hr or mgher This

operatmg environment limits the maximum RF frequency to 5 GHz, as operatmg above this
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frequency results in excessive channel path loss, and excessive Doppler spread at high
velocity. This limits the spectrum available for mobile applications, making the value of the
radio spectrum extremely high. In Europe auctions of 3G licenses of the radio spectrum
began in 1999. In the United Kingdom, 90 MHz of bandwidth [8] was auctioned off for
£22.5 billion [9]. In Germany the result was similar, with 100 MHz of bandwidth raising $46
billion (US) [7]. This represents a value of around $450 Million (US) per MHz. The length of
these license agreements is .20 years [8] and so to obtain a reasonable rate of return of 8% on
investment, $105 Million (US) per MHz must be raised per year. It is therefore vitally
important that the spectral efficiency of the communication system is maximized, as this is

one of the main limitations in providing a low cost high data rate service.

1.2 Future Generation (4G) systems

Research has just recently begun on the development of 4th generation (4G) mobile
communication systems. The commercial rollout of these systems is likely to begin around
2008 - 2012, and will replace 3™ generation technology. Ultimately 4G networks should
encompass broadband wireless services, such as High Definition Television (HDTV) (4 - 20
Mbps) and computer network applications (1 - 100 Mbps). This will allow 4G networks to
replace many of the functions of WLAN syétems. However, to cover this application, cost of
service must be reduced significantly from 3G networks. The spectral efficiency of 3G
networks is too low to support high data rate services at low cost. As a consequence one of
the main focuses of 4G systems will be to significantly improve the spectral efficiency. In
addition to high data rates, future systems must support a higher Quality Of Service (QOS)
than current cellular systems, which are designed to achieve 90 - 95% coverage [11], i.e.
network connection can be obtained over 90 - 95% of the area of the cell. This will become
inadequate as more systems become dependent on wireless networking. As a result 4G
systems are likely to require a QOS closer to 98 + 99.5%. In order to achieve this level of
QOS it will require the communication system to be more flexible and adaptive. In many
applications it is more important to maintain network connectivity than the actual data rate
achieved. If the transmission path is very poor, e.g. in a building basement, then the data rate
has to drop to maintain the link. Thus the data rate might vary from as low as 1 kbps in

extreme conditions, to as hlgh as 20 Mbps for a good transmission path.



Applications

Service support

IP based Transport network
MMA
W-CDMA/IAN/ WiMAX/ BT UWB
Ad-hoc/ Home link

Fig.1.1 4G Architecture

Alternatively, for applications requiring the QOS can be improved by allocating additional
resources to users with a poor transmission path. A significant improvement in nonlinearity
effects will be required in order for 4G systems to provide true broadband access. This will
only be achieved by significant advances in multiple aspects of cellular network systems,
such as network structure, network management, smart antennas, RF modulation, user
allocation, and general resource allocation. This project will focus on the aspects of PAPR

issues and method of reduction, signal distortion, channel capacity and RoF transmission

issues.
&
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Fig.1.2.Wirlesss Generation systems[2]

1.3 Digital Audio and Video Broadcasting (DAB and DVB)

DAB was the first. commercial use of OFDM technology [19], [20]. Development of DAB
started in 1987 and services began in U.K and Sweden in 1995. DAB is a replacement for




FM audio broadcasting, by providing high quality digital audio and information services.
OFDM was used for DAB due to its multipath tolerance. Broadcast systems operate with
potentially very long transmission distances (20 - 100 km). As a result, multipath is a major
problem as it causes extensive ghosting of the transmission. This ghosting causes Inter-
Symbol Interference (ISI), blurring the time domain signal. For single carrier transmissions
the effects of ISI are normally mitigated using adaptive equalization. This process uses
adaptive filtering to approximate the impulse response of the radio channel. An inverse
channel response filter is then used to recombine the blurred copies of the symbol bits. This
process is however complex and slow due to the locking time of the adaptive equalizer.
Additionally it becomes increasing difficult to equalize signals that suffer ISI of more than a
couple of symbol periods. OFDM overcomes the effects of multipath by breaking the signal
into many narrow bandwidth carriers. This results in a low symbol rate reducing the amount
of ISI. In addition to this, a guard period is added to the start of each symbol, removing the
effects of ISI for multipath signals delayed less than the guard period. The high tolerance to
multipath makes OFDM more suited to high data transmissions in terrestrial environments

than single carrier transmissions.

Transmission Mode Parameters

Parameter Transmission Mode

I IT IIT v
Bandwidth 1.536 MHz 1.536 MHz 1.536 MHz 1.536 MHz
Modulation DQPSK DQPSK DQPSK DQPSK
Frequency Range <375 MHz <1.5GHz <3 GHz <1.5 GHz
(Mobile reception)
Number of subcarriers 1536 384 192 768
Symbol Duration 1000 ps 250 ps 125us 500 ps
Guard Duration 246 ps 62 us 31 ps 123 us
Total Symbol Duration 1246 ps 312 pus 156 ps 623us

Maximum Transmitter 96 km 24 km 12 km 48 km
Separation for SFN ) ‘

Table 1-1: system parameters for DAB.



DAB has four transmission modes. The transmission freqilency, receiver velocity and
required multipath tolerance all determine the most suitable transmission mode to use.
Doppler spread is caused by rapid change‘s in the channel response due to movement of the -
receiver through a multipath environment. It results in random frequency modulation of the
OFDM subcarriers, leading to signal degradation. The amount of Doppler spread is
proportional to the transmission frequency and the velocity of movement. The closer the
subcarriers are spaced together, the more susceptible the OFDM signal is to Doppler spread,
and so the different transmission modes in DAB allow trade off beiween the amount of
multipath protection (Iength of the guard period) and the Doppler spread tolerance. The high
multipath tolerance of OFDM allows the use of a Single Frequency Network (SFN), which
uses transmission repeaters to provide improved coverage, and spectrél efficiency. For
traditional FM broadcasting, neighboring cities must use different RF frequencies even for
the same radio station, to prevent multipath causes by rebroadcasting at the same frequency.
‘However, with DAB it is possible for the same signal to be broadcast-from every area
requiring coverage, eliminating the need for different frequencies to be used in neighboring
areas. The data throughput of DAB varies from 0.6 - 1.8 Mbps depending on the amount of
Forward Error Correction (FEC) applied. This data payload allows multiple channels to be
broadcast as part of the one transmission ensemble. The number of audio channels is variable
depending on the quality of the audio and the amount of FEC used to protect the signal. For
telephone quality audio (24 kbps) up to 64 audio channels can be provided, while for CD
quality audio (256 kb/s), with maximum protection, three channels are available. More
information on DAB can be found in [20] and [21].

The development of the Digital Video Broadcasting (DVB) standards was started in 1993
[14]. DVB is a transmission scheme based on the MPEG-2 standard, as a method for point to
multipoint delivery of high quality compressed digital audio and video. It is an enhanced
replacement of the analogue television broadcast standard, as DVB provides a flexible
transmission medium for delivery of video, audio and data services [17]. The DVB standards
specify the delivery mechanism for a wide range of applications, including satellite TV
(DVB-S), cable systems (DVB-C) and terrestrial transmissions (DVB-T) [15]. The physical
layér of each of these standards is optimized for the transmission channel being used.

Satellite broadcasts use a single carrier transmission, with QPSK modulation, which is
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optimized for this application as a single carrier allows for large Doppler shifts, and QPSK
allows for maximum energy efficiency [16]. This transmission method is however unsuitable
for terrestrial transmissions as multipath severely degrades the performance of high-speed
single carrier transmissions. For this reason, OFDM was used for the terrestrial transmission
standard for DVB. The physical layer of the DVB-T trahsmission is similar to DAB, in that
the OFDM transmission uses a large number of subcarriers to mitigate the effects of
multipath. DVB-T allows for two transmission modes depending on the number of
subcarriers used [18]. Table 1-2 shows the basic transmission parameters for these two

modes.

The major difference between DAB and DVB-T is the larger bandwidth used and the use of
higher modulation schemes to achieve a higher data throughput. The DVB-T allows for three
subcarrier modulation schemes: QPSK, 16-QAM (Quadrature Amplitude Modulation) and
64- QAM; and a range of guard period lengths and coding rates. This allows the robustness
of the transmission link to be traded at the expense of link capacity... DVB-T is a uni-
directional link due to its broadcast nature. Thus any choice in data rate verses robustness
affects all receivers. If the system goal is to achieve high reliability, the data rate must be
low; it is ready to meet the conditions of the worst receiver. This effect limits the usefulness
of the flexible nature of the standard. However if these same principles of a flexible
transmission rate are used in bi-directional communications, the data rate can be maximized
based on the current radio conditions. Additionally for multiuser applications, it can be

optimized for individual remote transceivers.

1.4 Hiperlan2 and IEEE802.11A

Development of the European Hiperlan standard was started in 1995, with the final standard
of HiperLAN2 being defined in June 1999. HiperLAN2 pushes the performance of WLAN
systems, allowing a data rate of up to 54 Mbps [37]. HiperLAN2 uses 48 data and 4 pilot
subcarriers in a 16 MHz channel, with 2 MHz on either side of the signal to allow out of band
roll off. User allocation is achieved by using TDM, and subcarriers are allocated using a
range of modulation schemes, from BPSK up to 64-QAM, depending on the link quality.
Forward Error Correction is used to compensate for frequency selective fading. IEEE802.11a

has the same physical layer as HiperLAN2 with the main difference between the standard



cofresponding to the higher-level network protocols used. HiperLAN2 is used extensively as
an example OFDM system in this project. Since the physical layer of HiperLAN2 is very
similar to the IEEE802.11a standard these examples are applicable to both standards

Standard 802.11b 802.11a HiperLAN2
Spectrum 2.4 GHz 5.2GHz 5.2GHz
Modulation Technique DSSS OFDM OFDM

~Max physical rate 11Mbps 54 Mbps 54 Mpbs

~Max data rate, layer 3 SMbps 32 Mbps 32 Mpbs
Medium access control CSMA/CA TDMA/TDD
Connectivity Conn.less Conn. Less Conn. Oriented

Table 1-2, Summary of characteristics of IEEE802.11b, IEEE802.11a and

HiperLAN2. Derived from [37]

Parameter ___Value

Channel Spacing 20 MHz
IFFT used for 20 MSPS 64
Data Subcarriers 48
Pilot Subcarriers 4
Carrier Spacing (F.) 312.5 kHz (=20 MHz/64)
Nominal Bandwidth 16.25 MHz (=312.5 kHz x 52)
Useful Symbol Period 3.2 psec (=1/F¢)

Guard Period 0.8 pusec
Modulation Schemes BPSK, QPSK, 16-QAM, 64-QAM
Coding Rate Y5, 2/3, % |

Table 1-3, Physical Layer for HiperLAN2 and IEEE802.11a. Derived from [39]




2. ORTHOGONAL FREQUENCY
DIVISION MULTIPLEXING (OFDM)

Orthogonal Frequency Division Multiplexing (OFDM) is an alternative wireless
modulation technology to CDMA. OFDM has the potential to surpass the capacity of CDMA
systems and provide the wireless access method for 4G systems. OFDM is a modulation
scheme that allows digital data to be efficiently and reliably transmitted over a radio channel,
even in multipath environments. OFDM transmits data by using a large number of narrow
bandwidth carriers. These carriers are regularly spaced in frequency, forming a block of
spectrum. The frequency spacing and time synchronization of the carriers is chosen in such a
way that the carriers are orthogonal, meaning that they do not cause interference to each
_dther. This is despite the carriers overlapping each other in the frequency domain. The name
‘OFDM’ is derived from the fact that the digital data is sent using many carriers, each of a
different frequency (Frequency Division Multiplexing) and these carriers are orthogonal to
each other, hence Orthogonal Frequency Division Multiplexing. The origins of OFDM
development started in the late 1950’s [30] with the introduction of Frequency Division
Multiplexing (FDM) for data communications. In 1966 Chang patented the structure of
OFDM [32] and published [31] the concept of using orthogonal overlapping multi-tone
signals for data communications. In 1971 the it is [33] introduced the idea of using a Discrete
Fourier Transform (DFT) for implementation of the generation and reception of OFDM
signals, eliminating the requirement for banks of analog subcarrier oscillators. This presented
an opportunity for an easy implementation of OFDM, especially with the use of Fast Fourier
Transforms (FFT), which are an efficient implementation of the DFT. This suggested that the
easiest implementation of OFDM is with the use of Digital Signal Processing (DSP), which
can implement FFT algorithms. It is only recently that the advances in integrated circuit
technology have made the implementation of OFDM cost effective. The reliance on DSP
prevented the wide spread use of OFDM during the early development of OFDM. It wasn’t
until the late 1980’s that work began on the development of OFDM for commercial use, with

the introduction of the Digital Audio Broadcasting (DAB) system.



2.1 Principles of OFDM

FOrthogonal Frequency Division Multiplexing (OFDM) is very similar to the well-known and
used technique of Frequency Division Multiplexing (FDM). OFDM uses the principles of _
FDM to allow multiple messages to be sent over a single radio channel. It is however in a

much more controlled manner, allowing an improved spectral efficiency.

A simple example of FDM is the use of different frequencies for each FM (Frequency
Modulation) radio stations. All stations transmit at the same time but do not interfere with
each other because they transmit using different carrier frequencies. Additionally they are
bandwidth limited and are spaced sufficiently far apart in frequency so that their transmitted
signals do not overlap in the frequency domain. At the receiver, each signal is individually
received by using a frequency tunable band pass filter to selectively remove all the signals
except for the station of interest. This filtered signal can then be demodulated to recover the

original transmitted information.

OFDM is different from FDM in several ways. In conventional broadcasting each radio
station transmits on a different frequency, effectively using FDM to maintain a separation
between the stations. There is however no coordination or synchronization between each of |
these stations. With an OFDM transmission such as DAB, the information signals from
multiple stations are combined into a single multiplexed stream of data. This data is then
transmitted using an OFDM ensemble that is made up from a dense packing of many
subcarriers. All the subcarriers within the OFDM signal are time and frequency synchronized
to each other, allowing the interference between subcarriers to be carefully controlled. These
multiple subcarriers overlap in the frequency domain, but do not cause Inter-Carrier
Interference (ICI) due to the orthogonal nature of the modulation. Typically with FDM the
transmission signals need to have a large frequency guard-band between channels to prevent
interference. This is the overall spectral efficiency. However with OFDM the orthogonal

packing of the subcarriers greatly reduces this guard band, improving the spectral efficiency.

All wireless communication systems use a modulation scheme to map the information signal
to a form that can be effectively transmitted over the communications channel. A wide range
of modulation schemes has been developed, with the most suitable one, depending on

whether the information signal is an analogue waveform or a digital signal. Some of the
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common analogue modulation schemes include Frequency Modulation (FM), Amplitude
Modulation (AM), Phase Modulation (PM), Single Side Band (SSB), Vestigial Side Band
(VSB), Double Side Band Suppressed Carrier (DSBSC) [41], [42]. Common single carrier
modulation schemes for.digital communications include Amplitude Shift Keying (ASK),
Frequency Shift Keying (FSK), Phase Shift Keying (PSK) and Quadfature Amplitude
Modulation (QAM) [41] - [43].

Each of the carriers in a FDM transmission can use an analogue or digital modulation
scheme. There is no synchronization between the transmission and so one station could
transmit using FM and another in digital using FSK. In a single OFDM transmission all the
subcarriers are synchronized to each other, restricting the transmission to digital modulation
schemes. OFDM is symbol based, and can be thought of as a large number of low bit rate
carriers transmitting in parallel. All these carriers transmit in unison using synchronized time
and frequency, forming a single block of spectrum. This is to ensure that the orthogonal
nature of the structure is maintained. Since these multiple carriers form a single OFDM
transmission, they are commonly' referred to as ‘subcarriers’, with the term of ‘carrier’

reserved for describing the RF carrier mixing the signal from base band.

2.1.1 Orthogonality

Signals are orthogonal if they are mutually independent of each other. Orthogonality is a
prbperty that allows multiple information signals to be transmitted perfectly over a common
channel and detected, without interference. Loss of orthogonality results in blurring between
these information signals and degradation in communications. In the frequency domain most
FDM systems are orthogonal as each of the separate transmission signals are It is all spaced
out in frequency preventing interference. Although these methods are orthogonal the term
OFDM has been reserved for a special form of FDM. The subcafriers in an OFDM signal are

spaced as close as is theoretically possible while maintain orthogonality between them.

OFDM achieves orthogonality in the frequency domain by allocating each of the separate
information signals onto different subcarriers. OFDM signals are made up from a sum of
sinusoids, with each corresponding to a subcarrier. The baseband frequency of each
subcarrier is chosen to be an integer multiple of the inverse of the symbol time, resulting in

all subcarriers having an integer number of cycles per symbol. As a consequence the
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subcarriers are orthogonal to each other. Figure 2-1 below shows the construction of an

OFDM signal with four subcarriers
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Figure 2-1, Time domain construction of an OFDM signal. (1a), (2a), (32) and (4a)

show individual subcarriers, with 1, 2, 3, and 4 cycles per symbol respectively. The phase on all these
subcarriers is zero. Note, that each subcarrier has an integer number of cycles per symbol, making them
cyclic. Adding a copy of the symbol to the end would result in a smooth join between symbols. (1b),
(2b), (3b) and (4b) show the FFT of the time waveforms in (la), (2a), and (3a) and (4a) respectively.
(4a) and (4b) shows the result for the summation of the 4 subcarriers.

Sets of functions are orthogonal to each other if they match the conditions in equation (2-1).
If any two different functions within the set are multiplied, and integrated over a symbol
period, the result is zero, for orthogonal functions. Another way of thinking of this is that, if
we look at a matched receiver for one of the orthogonal functions, a subcarrier in the case of
OFDM, then the receiver will only see the result for that function. The results from all other
functions in the set integrate to zero, and thus have no effect.
T Ci=j
Jo si@y O = {O iy
2-1)
Equation (2-2) shows a set of orthogonal sinusoids, which represent the subcarriers for an

unmodulated real OFDM signal.

sinQaif,H) 0<t<T k=12, ..M
50 = { .
0 . otherwise 2-2)
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where f, is the carrier spacing, M is the number of carriers, T is the symbol period. Since the

highest frequency component is Mfo the transmission bandwidth is also Mfo .

These subcarriers are orthogonal to each other because when we multiply the waveforms of
any two subcarriers and integrate over the symbol period the result is zero. Multiplying the
two sine waves together is the same as mixing these subcarriers. This results in sum and
difference frequency components, which will always be integer subcarrier frequencies, as the
frequency of the two mixing subcarriers has integer number of cycles. Since the system is
linear, we can integrate the result by taking the integral of each frequency component
separately then combining the results by adding the two sub-integrals. The two frequency
components after the mixing have an integer number of cycles over the period and so the
sub-integral of each component will be zero, as the integral of a sinusoid over an entire
period is zero. Both the sub-integrals are zeros and so the resulting addition of the two will
also be zero, thus it is established that the frequency components are orthogonal to each

other.
2.1.2 Frequency Domain Orthogonality

Another way to view the orthogonality property of OFDM signals is to look at its spectrum.
In the frequency domain each OFDM subcarrier has a sinc, sin(x)/x, frequency response, as
shown in Figure 2-2. This is a result of the symbol time corresponding to the inverse of the
carrier spacing. As far as the receiver is concerned each OFDM symbol transmitted for a
fixed time (Trrr) With no tapering at the ends of the symbol. This symbol time corresponds to
the inverse of the subcarrier spacing of I/Trrr Hz. This rectangular waveform in the time
domain results in a sinc frequency response in the frequency domain. The sinc shape has a
narrow main lobe, with many side-lobes that decay slowly with the magnitude of the
frequency difference away from the centre. Each carrier has a peak at the centre frequency

and nulls evenly spaced with a frequency gap equal to the carrier spacing.

The orthogonal nature of the transmission is a result of the peak of each subcarrier
corresponding to the nulls of all other subcarriers. When this signal is detected using a
Discrete Fourier Transform (DFT) the spectrum is not continuous as shown in Figure 2-2 (a),
but has discrete samples. The sampled spectrum is shown as ‘0’s in the figure. If the DFT is

time synchronized, the frequency samples of the DFT correspond to just the peaks of the
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subcarriers, thus the overlapping frequency region between subcarriers does not affect the
receiver. The measured peaks correspond to the nulls for all other subcarriers, resulting in

.orthogonality between the subcarriers.
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Figure 2-2, Frequency response of the subcarriers in a 5 tone OFDM signal.

(a) Shows the spectrum of each carrier, and the discrete frequency samples seen by
an OFDM receiver. Note, each carrier is sinc, sin(x)/x, in shape. (b) Shows the

overall combined response of the 5 subcarriers (thick black line). -
2.2 OFDM Generation and Reception

OFDM signals are typically generated digitally due to the difficulty in creating large
banks of phase lock oscillators and receivers in the analog domain. The transmitter
section converts digital data to be transmitted, into a mapping of subcarrier amplitude and
pliase. It then transforms this spectral representation of the data into the time domain
using an Inverse Discrete Fourier Transform (IDFT). The Inverse Fast Fourier Transform
(IFFT) performs the same operations as an IDFT, except that it is much more |
computationally efficiency, and so is used in all practical systems. In order to transmit the
OFDM signal the calculated time domain signal is then mixed up to the required
frequency. The receiver performs the reverse operation of the transmitter, mixing the RF
signal to base band for processing, then using a Fast Fourier Transform (FFT) to analyze
the signal in the frequency domain. The amplitude -and phase of the subcarriers is then |
picked out and converted back to digital data. The IFFT and the FFT are compiementary
function and the most appropriate term depends on whether the signal is being received
or generated. In cases where the signal is independent of this distinction then the term
FFT and IFFT is used interchangeably. | ‘ |

14



2.2.1 Serial to Parallel Conversion

‘Data to be transmitted is typically in the form of a serial data stream. In OFDM, each symbol
typically transmits 40 - 4000 bits, and so a serial to parallel conversion stage is needed to
convert the input serial bit stream to the data to be transmitted in each OFDM symbol. The
data allocated to each symbol depends on the modulation scheme used and the number of
sqbcarriers. For example, for a subcarrier modulation of 16-QAM each subcarrier carries 4
bits of data, and so for a transmission using 100 subcarriers the number of bits per symbol

would be 400.

For adaptive modulation schemes, the modulation scheme used on.each subcarrier can vary
and so the number of bits per subcarrier also varies. As a result the serial to parallel
conversion stage involves filling the data payload for each subcarrier. At the receiver the
reverse process takes place, with the data from the subcarriers being converted back to the

original serial data stream.

When an OFDM transmission occurs in a multipath radio environment, frequency selective
fading can result in groups of subcarriers being heavily attenuated, which in turn can result in
bit errors. These nulls in the frequency response of the channel can cause the information
sent in neighbouring carriers to be destroyed, resulting in a clustering of the bit errors in each
symbol. Most Forward Error Correction (FEC) schemes tend to work more effectively if the .
erfors are spread evenly, rather than in large clusters, and so to improve the performance
most systems employ data scrambling as part of the serial to parallel conversion stage. This is
implemented by randomizing the subcarrier allocation of each sequential data bit. At the
receiver the reverse scrambling is used to decode the signal. This restores the original
sequencing of the data bits, but spreads clusters of bit errors so that they are approximately
uniformly distributed in time. This randomization of the location of the bit errors improves

the performance of the FEC and the system as a whole.

2.2.2 Subcarrier Modulation

Once each subcarrier has been allocated bits for transmission, they are mapped using a
modulation scheme to a subcarrier amplitude and phase, which is represented by a complex
In-phase and Quadrature-phase (IQ) vector3. In 16-QAM, which maps 4 bits for each
symbol, each combination of the 4 bits of data corresponds to a unique IQ vector, shown as a
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dot on the figure. A large number of modulation schemes are available allowing the number
of bits transmitted per carrier per symbol to be varied. Subcarrier modulation can be
implemented using a lookup table, making it very efficient to implement.

In the receiver, mapping the received IQ vector back to the data word performs subcarrier
demodulation. During transmission, noise and distortion becomes added to the signal due to
thermal noise, signal power reduction and imperfect channel equalization. Figure below
shows an example of a received 16-QAM signal with a SNR of 18 dB. Each of the IQ points
is blurred in location due to the channel noise. For each received IQ vector the receiver has to
estimate the most likely original transmission vector. This is achieved by finding the
transmission vector that is closest to the received vector. Errors occur when the noise exceeds
half the spacing between the transmission IQ points, making it cross over a ‘decision

boundary.
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Figure 2-3, IQ plot for 16-QAM data with added noise.
2.2.3 Frequency to Time Domain Conversion

After the subcarrier modulation stage each of the data subcarriers is set to an aniplitude' and
phase based on the data being sent and the modulation scheme; all unused subcarriers are set
to zero. This sets up the OFDM signal in the frequency domain. An IFFT is then used to
convert this signal to the time domain, allowing it to be transmitted. Figure below shows the
IFFT section of the OFDM transmitter. In the frequency domain, before applying the IFFT,
each of the discrete samples of the IFFT corresponds to an individual subcarrier. Most of the
subcarriers are modulated with data. The outer subcarriers are unmodulated and set to zero
amplitude. These zero subcarriers provide a frequency guard band before the nyquist
frequency and effectively act as an interpolation of the signal and allows for a realis'tic roll

“off in the analog anti-aliasing reconstruction filters.

16



End Time

Fteq:ahcy - - A
S
1
<
—p o]
O g8 B
< RN . e L
—»| 27 B8 i 5
—¥ " gR B a | Q
—P N o
—Pp! . (=X
—p Output
Input 1 Base
Data : Band
@ | OFDM
| Guard signal
Zeros ' Period H
Symbol
Stert

Figure 2-4, OFDM generation, IFFT stage

2.2.4 RF Modulation

The oﬁtput of the OFDM modulator generates a base band signal, which must be mixed up to
the required transmission frequency. This can be implemented using analog techniques as
shown in Figure 2-5 or using a Digital Up Converter as shown in Figure 2-6. Both techniques .
perform the same operation, however the performance of the digital modulation will tend to
be more accurate due to improved matching between the processing of the I and Q channels,

and the phase accuracy of the digital IQ modulator.

v Anti-aliasing
| Lowpass IQ modulator

I

Complex
OFDM
Basr Band

Figure 2-5, RF modulation of complex base band OFDM signal, using analog techniques.
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Figure 2-6, RF modulation of complex base band OFDM signal, using digital techniques.

2.3 Guard Period

For a given system bandwidth the symbol rate for an OFDM signal is much lower than a -
single carrier transmission scheme. For example for a single carrier BPSK modulation, the
,s'ymbol rate corresponds to the bit rate of the transmission. However for OFDM the system
bandwidth is broken up into N, subcarriers, resulting in a symbol rate that is N, times lower
than the single carrier transmission. This low symbol rateb makes OFDM naturally resistant to

effects of Inter-Symbol Interference (ISI) caused by multipath prdpagation.

Multipath propagation is caused by the radio transmission signal reflecting off objects in the
propagation environment, such as walls, buildings, mountains, etc. These multiple signals
arrive at the receiver at different times due to the transmission distances being different. This

spreads the symbol boundaries causing energy leakage between them.

The effect of ISI on an OFDM signal can be further improved by the addition of a guard
period to the start of each symbol. This guard period is a cyclic copy that extends the length
of the symbol waveform. Each subcarrier, in the data section of the symbol, (i.e. the OFDM
symbol with no guard period added, which is equal to the length of the IFFT size used to
generate the signal) has an integer number of cycles. Because of this, placing copies of the
symbol end-to-end, results in a continuous signal, with no discontinuities at the joins. Thus
by copying the end of a symbol and appending this to the start results in a longer symbol

time. Figure 2-7 shows the insertion of a guard period.
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Figure 2-7, Addition of a guard period to an OFDM signal

The total length of the symbol is Ts=Tg + Trrr, Where T is the total length of the symbol in
samples, T is the length of the guard period in samples, and Ty is the size of the IFFT used
to generate the OFDM signal. In addition to protecting the OFDM from ISI, the guard period

also provides protection against time-offset errors in the receiver.
2.3.1 Protection against Time Offset

~ To decode the OFDM signal the receiver has to take the FFT of each received symbol, to
work out the phase and amplitude of the subcarriers. For an OFDM system that has the same
sample rate for both the transmitter and receiver, it must use the same FFT size at both the
receiver and transmitted signal in order to maintain subcarrier orthogonality. Each received
symbol has T + Trpr samples due to the added guard period. The receiver only needs Trpr
samples of the received symbol to decode the signal. The remaining Tz samples are
redundant and are not needed. For an ideal channel with no delay spread .The receiver can
pick any time offset, up to the length of the guard period, and still get the correct number of
samples, without crossing a symbol boundary. Because of the cyclic nature of the guard
period changing the time offset simply results in a phase rotation of all the subcarriers in the
signal. The amount of this phase rotation is proportional to the subcarrier frequency, with a
subcarrier at the nyquist frequency changing by 180C1for each sample time offset. Provided
the time offset is held constant from symbol to symbol, the phase rotation due to a time offset
can be removed out as part of the channel equalization. In multipath environments ISI
reduces the effective length of the guard period leading to a corresponding reduction in the

allowable time offset error.



2.3.2 Protection against IS

In an OFDM signal the amplitude and phase of the subcarrier must remain constant over the
period of the symbol in ordef for the subcarriers to maintain orthogonality. If they are not
constant it means that the spectral shape of the subcarriers will not have the correct sinc
shape, and thus the nulls will not be at the correct frequencies, resulting in Inter-Carrier
Interference. At the symbol boundary the amplitude and phase change suddenly to the new
value required for the next data symbol. In multipath environments ISI causes spreading of
the energy between the symbols, resulting in transient changes in the amplitude and phase of
the subcarrier at the start of the symbol. The length of these transient effects corresponds to
the delay spread of the radio channel. The transient signal is a result of each multipath
component arriving at slightly different times, changing the received subcarrier vector.
Figure 2-8 shows this effect. Adding a guard period allows time for the transient part of the
signal to decay, so that the FFT is taken from a steady state portion of the symbol. This
.eliminates the effect of ISI provided that the guard period is longer than the delay spread of
the radio channel. The remaining effects caused by the multipath, such as amplitude scaling

and phase rotation are corrected for by channel equalization.
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Figure 2-8, Function of the guard period for protecting against ISI.
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The guard period protects against transient effects due to multipath, removing the
_effects of ISI, provided it is longer than the channel delay spread. This example shows

the instantaneous phase of a single carrier for 3 symbols.

The addition of guard period removes most of the effects of ISI; however in prac'tice,v
multipath components tend to decay slowly with time, resulting in some ISI even when a

relatively long guard period is used.

In this case of an OFDM system in the presence of static multipath, the multipath impulse
response followed an exponential decay with a time constant of 8 samples, resulting in an
RMS delay spread of 3.5 samples. Each sample in the impulse response was complex and
Gaussian distributed. The RMS delay spread is a common parameter to estimate the spread
of the multipath energy in time, and used to estimate the level of ISI in single carrier
communications... A more appropriate measure is the time over which 99% of the total

accumulated impulse energy arrived, which in this was 16 samples.

The effective SNR of the demodulaied OFDM signal is a function of the channel SNR.
Effective SNR is used extensively though out this project as a measure of the performance of
the communications link. It is a measure of the signal to noise ratio as seen by the OFDM
receiver after demodulation, where the signal power is the magnitude of the wanted signal,
and the noise is the combined error in the received signal due to all the detrimental effects in
the system including channel noise, IMD, filtering, ISI, ICI, frequency errofs, time offset
errors, channel equalization errors, etc. The effective SNR provides a measure of the OFDM
performance, independent of the modulation scheme. Traditionally the BER is used to
measure the performance of a link; however in this project OFDM is considered the work
with a large number of modulation schemes making BER a poor method of measurement.
The BER of any particular modulation scheme can be estimated from the effective SNR by
finding the BER of the modulation scheme in an AWGN channel with a SNR equal to the
effective SNR In the case of multipath on the OFDM transmission, ideally the effective SNR
shéuld follow the channel SNR, however detrimental effects such as ISI lead to degraded
performance. It is can see from the results that as the length of the guard period is increased
the maximum effective SNR improves. For example, the effective SNR of the OFDM signal -
only reaches a maximum of 15 dB when the guard period length is 4 samples in length, but

reaches 25 dB when a guard period of 16 samples is used. This is a result of more of the ISI
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energy being removed by the ghard period. This shows that having a guard period (16
samples) that is more than four times the multipath RMS delay spread (3.5 samples) still
results in signiﬁcant ISI. The low effective SNR for when the guard period was a similar
length to the channel RMS delay spread is fine for robust modulation schemes such as BPSK -
and QPSK, but is insufficient for higher spectral efficiency modulation schemes such as 64-
QAM and 256-QAM. Traditionally the RMS delay spread has been used as a measure of ISI
and the allowable symbol rate in a multipath environment However if a higher speétral
efficiency is required a more appropriate measure is needed. To achieve very high spectral
efficiencies an effective SNR of greater than 35 dB must be able to be reached. In this case it
required a guard period of at least 64 samples in length. This length of the guard period
corresponds to the time it took for the impulse energy to decay to —35 dBc. Thus if It is
require a SNR of 25 dB then there is a guard period that is at least long enough to remove all
impulse reflections that are stronger than —25 dBc. When using a guard period of 64 samples,
with an IFFT size of 128, and 512, in the 128-point IFFT, 80 subcarriers It is re used while in
the 512-point, 320 subcarriers It is re used, making the bandwidth of both systems the same.
In order for the OFDM carriers to remain orthogonal to each other, the channel response
* must be approximately flat over the bandwidth of each subcarrier .By using 320 subcarriers
divides the channel response using finer subcarriers, and hence the variation of the channel
fading over their bandwidth of each subcarrier is more constant, improving the performance.
The effective SNR for the 128 IFFT size is not limited by.the gliard period, but instead by
poor channel equaliiation caused by an insufficient number of ‘subcarriers. For OFDM to
operate effectively, the frequency response must be approximately flat over the bandwidth of
a subcarrier. If insufficient subcarriers are used, then the frequency response changes too

rapidly, leading to a degraded performance.
2.3.3 Guard Period Overhead and Subcarrier Spacing

Adding a guard period lowers the symbol rate, however it does not affect the subcarrier
spacing seen by the receiver. The subcarrier spacing is determined by the sample rate and the

FFT size used to analyze the received signal.
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In the above Equation Af is the subcarrier spacing in Hz, Fs is the sample rate in Hz, and
NFFT is the size of the FFT. The guard period adds time overhead, decreasing the overall
spectral efficiency of the system.

2.4 Multiuser OFDM

DAB and DVB systems are only uni-directional from the base station to the users. Not much
work has been done on using OFDM for two-way communications or for multiuser
applications. These applications include wireless modems, Wireless Local Area Networks
(WLAN's), Wireless Local Loop (WLL), mobile phones, and mobile high speed internet.
This project aims to look at applying OFDM to such applications, and to look at the resulting
advantages and problems. This project also presents some new techniques that can be used to
improve broadcast and multiuser OFDM systems. This project presents the performance of
adaptive modulation and adaptive user allocation schemes in a multiuser OFDM system.
These techniques improve the spectral efficiency and QOS. Fattouche patented a method for
.implementing a wireless multiuser OFDM system in 1992, predating any published research
in this field. This system used half duplex Time Division Multiplexing (TDM) to allow
multiuser access, with the base stations and portable units taking turns to transmit. Carrier
modulation was fixed and used D8-PSK (Differential 8 Phase Shift Keying). The system was
bandwidth limited by using a raised cosine guard period. Fattouche is the founder WiLan
Inc., which is one of the few companies currently producing multiuser OFDM modems.
Williams and Prodan patented the use of multiuser OFDM in cable applications in 1995. This
introduced the use of a hybrid user allocation, using Frequency Division Multiplexing (FDM)
and TDM. In this system the users are allocated in time and frequency slots depending on the
data demand. This patent however, fails to address problem of obtaining and maintaining
accurate time and frequency synchronization between users, which is critical for maintaining
orthogonality between users. Cimini, Chuang, Sollenberger [98] outlined an Advanced
Cellular Internet Service using multiuser OFDM. The aim of this system was to provide
Internet access at a data rate of 1 — 2 Mbps. This system uses time synchronized base
stations, which are allocated time slots in a self-organizing fashion. These base station time
slots are then broken down in to time slots for users. In addition to TDM, users are allocated
subcarriers dynamically based on the channel Signal to Interference Ratio (SIR), to allbw

minimization of inter-cellular interference.
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Wahlqvist [35] described one possibie implementation of multiuser OFDM in a wireless
- environment, outlining a user allocation scheme where users are allocated small blocks of
- time and frequency. In this scheme, each transmission ‘block consists of a small group of ‘
subcarriers, (5 - 10) and a small number of symbols,’aboﬁt 11 in length. The aim of this
structure is to allocate time and frequency slots to utilize the high correlation between
neighbouring subcarriers, and the small channel variation between a small group of symbols.

This allows the block to be characterized with a simple pilot tone structure.
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3. RADIO-OVER-FIBER (RoF)

RoF techniques are attractive schemes for realizing seamless wireless networks since they
allow for the easy distribution of microwaves and millimeter waves over long distances along
optical fibers [44]-[46]. One of the many benefits of RoF techniques is that almost all of the
expensive wireléss parts can be centralized in a center station (CS). As a reéult, the system
can be easily maintained and small-sized remote antenna units (RAUs) can be built, allowing
RAUs to be installed in confined spaces such as underground cities and tunnels. By using
these advantages, RoF systems have already been introduced into seQeral cellular systems
using a 1-2-GHz band [47]-[50] including the personal digital cellular (PDC) system and the

code division multiple access (CDMA) system.

In recent years, popularity of the wireless local area network (WLAN) has been growing
rapidly because WLAN technology offers easy high-speed access to the Internet. As a result,
wireless local area network access points (WLAN APs) have been installed in many areas,
creating a number of operations and maintenance problems. For example, without the careful
management of channel allocation, serious radio interferences can be caused. Even when the
channel allocation is managed by an administrator, the existence of several different WLAN
standards such as IEEE802.11a [51], 11b [52], 11g, 11i, and 11e result in more complicated
transmission characteristics. It is proposed that the application of RoF techniques to WLAN

systems [53], [54] as a solution to these problems.

To introduce RoF techniques to higher frequency wireless systems such as a WLAN,
optical devices [laser diodes (LDs) and photo diodes (PDs)] with high-frequency responses
of more than 5 GHz are generally required. However, in consumer applications, reducing the

cost of these optical devices is essential.

3.1 ROF system

ROF is a technology by which microwave (electrical) signals afe distributed by means
of optical components and techniques. A RoF system consists of a Central Site (CS) and a
Remote Site (RS) connected by an optical fiber link or network. One of the major motivation

and system requirements for RoF technology is the use simple and cost- effective RS [45].
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The electrical signal distributed may be baseband data, modulated IF, or the actual modulated
'RF signal. The electrical signal is used to modulate the optical source. The resulting optical
- signal is then carried over the optical fiber link to the remote station. By delivering the radio
signals directly, the optical ﬁber link avoids the necessity to generate high frequency radio
carriers at the antenna site. Since antenna sites are usually remote from easy access, there is a
lot to gain from such an arrangement. However, the main advantage of RoF systems is the
ability to concentrate most of the expensive, high frequency equipment at a centralized

location, thereby making it possible to use simpler remote sites [46].
3.2 RoF and Modulation

For the future wireless access networks, microwave and millimeter-wave band radio over
fiber (RoF) systems can be applied combined with dense wavelength-division multiplexing
(DWDM) [44]-[50]. To improve optical spectral efﬁciencyr in transmission and reduce
chromatic dispersion impact on transmission, two subcarrier modulations (SCMs), i.e.,
single-sideband modulation (SSB) and tandem single-sideband (TSSB) modulations, It is
proposed and demonstrated [51]-[53]. The two SCMs beth can be realized by using optical
Mach-Zehnder modulators (MZMs), which have a cosine transfer function theoretically in
the electric field domain. In other words, MZMs have the nonlinear transfer function, leading.
to nonlinear distortion consisting of harmonic distortion (HD) and intermodulation distortion
(IMD) when radio frequency (RF) signals electrically drive an MZM. The IMDs can be
further increased when multiple RF signals or frequency division-multiplexed (FDM) signals
drive an MZM simultaneously (i.e., one wavelength carries multiple RF signals). Such
nonlinear distortions will considerably reduce receiver' sensitivity and dynamic range, and
thus, RoF system performance [46], [54]-[56]. For the SSB SCM, multiple RF or FDM
signal tones carried by one wavelength or optical carrier are located in either lower sideband
(LSB) or upper sideband (USB) of the optical carrier, whereas for the TSSB SCM, one half
of multiple RF signals or FDM signal tones are located in LSB and the others in USB of the
optical carrier. Therefore, the optical spectral efficiency with both SCMs can be the same in
DWDM ROoF systems. Intuitively, it should be expected that the two SCMs should result in
similar nonlinear distortion for a similar RoF system setup. However, it will Show that

nonlinear distortions in RoF systems using the SSB and TSSB VSCMs may be different,
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strongly depending on optical modulation index and frequency difference of two RF signals

as we see as in transmission fiber.

To achieve high-capacity wireless access networks, very dense WDM systems have to be
used, which can be combined with microcell and picocell wireless networks. Therefore, we |
mainly focus on the analysis of nonlinear distortion in DWDM RoF systems with optical
channel spacing of 12.5 GHz. However, our theory and analysis can be easily modified and
applied for DWDM channel spacing of 25 GHz. In addition, the impact of nonlinear
distortion was investigated only for DWDM RoF systems using SSB SCM with a small
modulation index [46]. However, a large modulation index is usually preferred in RoF
systems, but serious nonlinear distortion may be induced. A detailed investigation of

nonlinear distortion in RoF systems with TSSB and SSB SCMs has not been given so far.
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4. OFDM-ROF system

4.1 System Model
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Fig 4-0: OFDM -RoF System Model

4.2 System Description

Let AZ (A, Ar..., AN} denote an encoded data sequence to be transmitted for
one OFDM symbol with N sub-carriers, where Ay represents the complex data of the
kth sub-carrier. The complex baseband OFDM symbol (centered at zero frequency) is
expressed as |
- _1_'N'l 2o YDUS .
5(f) _:ﬁk};u&d" I, 0%t< Ts

6]
where T is the symbol period of the OFDM signal.
Consider the above OFDM symbol sampled at the sampling period. Ar=Tg /JN.
The discrete-time OFDM signal sampled at timé instant ¢ = nAt is then expressed

as
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where n=01,JN~1, and @ , is the frequency offset [24] given by

Q’J,né Mz

The frequency offset introduced here is mainly for analytical purpose; the offset
guarantees the power spectrum of the input base-band signal to' be conjugate
symmetric, which will simplify the derivation of the SDR of the clipped base band
OFDM signal discussed later in Section IV and the Appendix. When N is odd, of
course, a proper assignment of the subcarriers renders the offset unnecessary. In any
case, the offset is immaterial to our analysis of peak power, since it does not change

the amplitude of the complex envelope.

The parameter can be considered as an oversampling factor and the clipping
system with J = 1 is called the Nyquist-rate clipping, which is the case exclusively

discussed in [60].

Although we assume J an integer in the following for simplicity, the parameter J
need not be an integer, as long as JN is. Also in practice, JN should be chosen as a
power of two such that the fast Fourier transform (FFT) algorithm can be employed for

computational reduction.

Note that the above equation can be also expressed as

JN-1
C’WJ" \/_ Alezl‘:rk(n/JN)

f— “
where
| ,_{Ak, fork < N,
0, fork 2 N )

Equations (4) and (5) indicate that the continuous OFDM (without frequency
offset) can be approximated by using the JN point inverse discrete Fourier transform

(IDFT) of the zero padded sequence of length JN, i.e., -
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sy =P s : (6)

‘where
% & JTIDFT (JN, 4, o
and -
A A (4 A, AM;,M}.
' (J-1) N0’s ('8)

Throughout the project, the DFT and IDFT operations are defined as follows;
the nth output of the L-point DFT and IDFT of the complex-valued input
X = [Xo, X1, X] are givén, respectively, by

’ L-1 P
- DFRLA, & f ngc?"","’”". -
k—U o :

IDFTLZ), & \/_ ZX T2,

k=0 -

Also, the data Ay are assumed to be zero-mean random variables with reasonable
statistical independence such that the OFDM signal approaches a complex zero-mean

Gaussian process for 'large N.
4.2.1 Soft Envelope Limiter

Let r,e'®™ denote the input complex signal s, in polar coordinates. As a clipping
model of the base-band signal, it is consider the following soft envelope limiter; the nth

output sample is given by %, =F.e*" with

=gt 2 {jm o T e
. X, Y x ©)

where Ap,x is the maximum permissible amplitude over which the signal is clipped.

The clipping ratio v is defined as

A x

\/F;‘— | (10)

>

'r .

Strictly speaking, the use of channel coding may result in the statistical dependence
of the encoded data A,.
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Fig. 4-1. OFDM system with soft envelope limiter. (a) Transmitter. (b) The low-pass equivalent BPF.

where P;, is the average input power of the OFDM signal before clipping.

Obviously, the clipping process reduces the output power and let P, denote the
average output power after the soft envelope limiter. Now, assuming that the OFDM
signal is complex Gaussian, which may be valid in the case of OFDM signals with

large N, the amplitude Yy, is Rayleigh distributed and it can be easily shown that the
average output power is given by [60], [82].

Pou =(1-¢T) P, an
Following [60], for convenience of notation, It is define Y = 0 as a hard (constant)
envelope limiter and y = 00 as an ideal system without clipping. In fact, the amplitude

of the signal normalized by the rms average output power after the hard envelope

limiter is upper bounded as

lim _Bnl 1 lim — YVPy
ﬁU vV V ou;.r ')‘%U \ (1 e' ) P
_hm =1
y—)Uv 1-e™ (12)
* but, since, Zn—l] [&] /JN = Py .1t follows that
lim B | forn=0d,. V-1 1
70 p =1 forn=0,1,..,IJN- (13)

which justifies the output signal to have a constant envelope.
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4.2.2 Low-Pass Equivalent Bandpass Filter

~As a band-pass filter (BPF) for the removal of the out-of-band radiation caused by
the clipping, It is consider the following low-pass equivalent rectangular BPF. After
the soft envelope limiter and frequency shift, the signal is processed by the JN-point
DFT which yields the distorted data sequence of length JN

s ﬁ ~ -~
Ase {,AO A,... Au.l,AN, AJN-I
out-of-band -

where
A¢=DFTUN, {3,
(14)
is the distorted version of the original data A and. 3, = ¢ ¥/ 3n- Pruning the out-

‘of-band components, one may obtain the distorted version of the original data sequence of
length NA = { AO, A],..., AN-I}-

This sequence is modulated as usual by the N - point IDFT, expressed as (6) with
J=1,ie.
5. =€&?"" IDFT(NA ), (15)

The low-pass equivaleht BPF process described above is outlined in Fig. 1(b).
Implementing the clippihg system as above may completely eliminate the out-of-band
radiation caused’ by the clipping regardless of the oversampling factor J. Thus, the
spectral requirement of this system becomes the same as that of an unclipped OFDM
system, provided that the HPA is operated with a linéar region. Also, the entire BPF
process .becomes meaningless and thus can be omitted for the Nyquist-rate clipping
system (J = 1), in which case one simply has §;, = 3,. The output powér of the clipped

OFDM signals after the BPF is given by

S
DE[IAkI’] o : "

=

AL

W
L1}

where E[.] denotes the expectation operation.
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The average output power after the BPF is generally lower than the output power

before the BPF, i.e., ?’a,, < P, and the equality holds if and only if J =1 or y = O0.
Thus, it is define a reduction ratio of the total power by the BPF as ’

ne>

B

£1

p T E[M]

P, "
T 2 ]
- (17)
After the ideal LPF and D/A conversion, the band-limited signal is expressed as
8() = LPF [§,] (18)

where LPF[.] denotes the ideal low-pass filtering (including D/A conversion) of the
discrete samples. Finally, the complex baseband signal is upconverted and amplified by the
HPA.
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Fig 4-2. Channel model.
~ 4.2.3 Channel and Receiver Model

It is consider the conventional DFT-based receiver for detection of the OFDM
signal. At the receiver, the received analog signal is low-pass filtered and sampled at
the Nyquist rate and the samples are processed by the N-point DFT to retrieve the
original data. In the following, the perfect synchronization and thc perfect
carrier recovery is assumed. It is also assumed that the clipped signal after filtering is

~ linearly amplified.



The sampled signal at the receivef is expressed as
Zn =h ® s+ @, forn=01,..,N-1 . | (19)

where h, and w, are complex channel impulse response and zero-mean complex

Gaussian noise, respectively, and ® denotes the convolution.
For an AWGN channel, the received data of the kth subcarrier is given by

A, = DFT (N,{e79""Z,}), = Ay + Wy

(20)

where W, is the AWGN term that falls on the kth subcarrier.
For a fading channel, the received data can be modeled as A
Ax = H Ay + Wy . - (21)

where Hy is a channel coefficient of the kth subcarrier. With a sufficient guard interval
- of OFDM signals, the effect of the intersymbol interference (ISI) caused by the
dispersive fading channel can be neglécted. In this project, It is assume that the symboI—
wise (i.e., subcarrier-wise) channel inter leaver (both in frequency and time domain) isA
ideal such that the channel is characterized as memorylesé and the fading is slow and
Rayleigh [83].1t is also assume that Hy is known to the receiver a priori, i.e., the
perfect channel state information (CSI) is available. Consequently, at the channel
decoder the Hy are modeled as real-valued and statistically independent Rayleigh
random variableé t84] and the index k is dropped from Hy in the following.‘ The

received data to be processed by the channel decoder can now be expressed as -

Ay = HA, + Wy | (22)
where H is an independent and identically distributed (i.i.d.) Rayleigh random variable
which is known at the receiver (perfect CSI). The channel model considered

throughout the project for the evaluation of performance degradation is shown in Fig.4- 2.

The parameters in the figure such as e and Dy are defined in Section IV.
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5. PEAK TO AVERAGE POWER RATIO
AND INSTANTANEOUS POWER

For wireless applications, efficient power arhpliﬁcation is required to provide adequate area
coverage and to minimize battery consumption. The conventional solutions to the PAPR
problem are to use a linear amplifier or to back-off the operating point of a nonlinear
amplifier; both approaches resulting in a significant power efficiency penalty. Several
alternative solutions have been proposed to reduce the PAPR. The sirhplest of these
approaches is to deliberately clip the OFDM signal before amplification [67-68], which gives
a good PAPR but at the expense of some performance degradation. Another uses nonlinear
block coding [99], where the desired data sequence is embedded in a larger sequence and
only a subset of all the possible sequences are used, specifically, those with low peak pbwers.
Using this approach, a 3-dB PAPR can be achieved with only a small bandwidth penalty. As
originally described, to implement this coding scheme, large look-up tables are required at
the transmitter and the receiver, limiting its usefulness to applications with a small number of
subchannels, progress has been made towards coding schemes that reduce the PAPR, can be
implemented in a systematic form, and have some error correcting capabilities [100].
Nevertheless, these methods are difficult to extend to systems with more than a few
subchannels and the coding gains are small for reasonable levels of redundancy. Another,
two promising techniques for improving the statistics of the PAPR of an OFDM signal are
the Selective Mapping approach(SLM) and the Partial Transmit Sequence(PTS) approach
[ 91],[101] . Both introduce additional complexity but provide improved PAPR statistics for
the OFDM signal with little cost in efficiency. '

5.1 Peak-to-Average Power Ratio (PAPR)

The PAPR of the complex base-band OFDM signals is defined as

p A max BOF _ may EPAS]

= ust-cT,?  DSt=T, :
w : @w . (23)

The above expression requires the knowledge of P.,, ie., the average power after

the BPF, defined in (16), which has to be calculated
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An alternative definition is

|LPF[sn]|
PA 0%, - (24)

where P is the average power of a given sample OFDM symbol defined as
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Note the difference of the average power between (16) and (25).While the average
power of (16) is constant; the above value in (25) is a random variable due to the fact
that the A, are random variables. However, these two definitions of the PAPR may

converge for large [85].
5.2 Instantaneous Power

In addition to the PAPR of the clipped OFDM signal, It is also evaluate the
instantaneous power of the clipped and band-limited OFDM signal normalized by the

average power, i.e. Lo A ol P,, Without clipping, since s(f) is a complex

Gaussian random process by assumption, {(t) is chi-square distributed with one
degree of freedom. Consequently, the complementary cumulative distributio_n function
(cdf) of {(t) is given by the exponential function, i.e., Pr [{(t) > Co] = e for any
gi§en time instan'tA t. On the other hand, the statistical distribution of the instantaneous

power of the clipped and band-limited OFDM signal considered in this project depends
on the time instant f, where 0<t<T, TAT(/N, being the Nyquist interval of the

signal, due to the fact that the clipped and band-limited OFDM signal becomes cyclo- |
stationary with period T [85].

5.3 Methods of reducing PAPR
5.3.1Deliberate Clipping

In this method [96] the number of subcarriers is 512 and each sub carrier is modulated by

quadrature phase shift keying (QPSK).
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The resultant complementary cdf [96] is shown in Fig 5-1 in the case of y= 0 and 1.0.
Also shown in the figure is the analytical approximation of the complementary cdf of
the PAPR without clipping obtained from [86]. It is observed that even though the
Nyquist-rate clipping considerably reduces the PAPR compared to that without
clipping, the clipping with oversampling yields significantly lower PAPR than that
without oversampling. In particular, the difference between the PAPR of J=16 and
that of J = 1 is as large as about 2-3 dB, which is quite noticeable. Thus, the
results of [96] suggest that the over-sampling of the OFDM signal prior to the
clipping may be effective in reducing the PAPR of thé band-limited OFDM signals.

With the same setup, the complementary cdf of the instantaneous power
of the hard-envelope-limited OFDM signal normalized by the average power is
obtained with various over-sampling factor J. It is choose the time instant ¢ = 7/2, since
the most signiﬁc;ant fluctuation of the complex envelope caused by the LPF may be
observed in the middle of the clipped discrete samples. The result is shown in Fig 5-2.
As a reference, the instantaneous power of the OFDM signal without clipping is also
plotted. Analogous to the case of the PAPR, a noticeable regrowth of the instantaneous

power is observed in the case of the Nyquist-rate clipping.
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Fig. 5-1 Comparison of the complementary cdf of the PAPR of the clipped and band-
limited OFDM signals with oversampling factor J = 1, 2, and 16 (N =512, QPSK). [96]
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Fig. 5-2 Comparison of the complementary cdf of the instantaneous power of hard-
envelope-limited and band-limited OFDM signals with J = 1, 2, and 16(N = 512,
OPSK) at the time instant t = T=2. [ 96] | ‘

The Nyquist-rate clipping results in such high peak power re-growth
because of the clipped samples §; become statistically independent, while the samples of
the clipped signal with oversampling generally have statistical dependence such that
the clipped continuous signal is reconstructed. Also, with the help of Gaussian
approximation, the mathematical description of the Nyquist-rate 'clipping is available due to
the statistical independence of the samples and thus the distribution of the instantaneous
power is also analytically tractable, even though it may not be given in a simple closed-form
expression. In [85], [87], a tight lower bound of the complementary cdf of the instantaneous
power is derived, which can be numerically calculated. The distributioh of the instantaneous

power for this case is referred to [84], [87].
5.3.2 Selective Mapping

In the SLM approach [90], M statistically independent sequences are generated from the same
information and that sequence with the lowest PAPR is chosen for transmission. In the SLM
implementation shown in fig below, M transmit sequences are produced by multiplying the
information sequence by M random sequences of length N. If the CCDF of the original
sequence is Pr (PAP >PAP,), then, the CCDF of the best of the M sequences will be [Pr
(PAP>PAP,) IM. Thus, in theory, the probability of the PAP exceeding some threshold can
be made as small as possible at the expense of added complexity (i.e., additional IFFTs).

2R




1 Select L

IFFT |~ Sequence
Dua ]| Sertal % with

Pacalicl R PAP for
e Tx
—'?—~ IFFT [—*]
T
Fig 5-3 SLM approach

To recover the data, the receiver must know which "multiplying" sequence has been used;

this can be transmitted as side information
5.3.3 Partial Transmit Sequences

In the PTS approach [91], the input data block is partitioned into disjoint subblocks or
"clusters which are combined to minimize the PAP. Define the data block, {X, n=0, I, ..., N-
1), as a vector, X=[Xo0 XI ... X N -, I T. Then, partition X into M disjoint sets, represented
by the vectors {X,m =1,2,... ,M), such that

Here, it is assumed that the clusters consist of a contiguous set of subcarriers and are of equal

size. The objective of the PTS approach is to form a weighted combination of the M clusters,

M
X' = Yb,X,

m=l
where {bm,m=1,2, ..., M ] are weighting factors i,m,d are assumed to be pure rotations. After
transforming to the time domain, the above equation becomes
M
Xx'= ¥ b,x,
ne=1
The vector x, called the partial transmit seguenets, is the IFFT of X, The phase factors are
then chosen to minimize the PAP of X'. As for the SLM technique, in the PTS approach, the

receiver must have knowledge about the generation process of the transmitted OFDM signal.
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The phase factors must then be transmitted as side information resulting in some loss of
efficiency. Alternatively, differential encoding can be employed across the subcarriers within
a cluster; in this case, the overhead is a single reference subcarrier‘ per cluster Itis showxi in
[91] that, using 128 subcarriers with four clusters and phase factors limited to the set {+1 ,kj};
the 1% PAP can be reduced by more than 3 dB.

An important adilantagé of this technique, and of the SLM approach, is that it applies to an
arbitrary number of subcarriers and to any size signal constellation. In [90], | using 128
subcarriers and M=4, with values chosen from the set, it is shown that the 1% PAP (i.e., the
PAP exceeds this value for less than 1% of the OFDM blocks) can be reduced by more than
2 dB. It is advantageous to choose sequences with values limited to the set (&I, &j}, since

phase shifts by multiples of n/2 can be implemented without any multiplications. -
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6. SIGNAL DISTORTION RATIO
AND CHANNEL CAPACITY

The effect of the clipping on OFDM signal in terms of degradation in SDR and channel
capacity are based on the assumption that the OFDM signal samples 3y are characterized as a

discrete complex stationary Gaussian process.
6.1 Signal-to-Distortion Ratio (SDR)

Suppose that the Gaussian process S, is input to the channel with memoryless
nonlinearity. Applying the special case of Price’s theorem for Gaussian inputs [73],

known as Bussgang’s theorem, one can write the output as [82]

Sp=o0s,+d, forn=0,1,...,JN-1 (26)

where the distortion term d, is uncorrelated with S, and the attenuation factor o< is

calculated for the soft envelope limiter as [60], [82]

_HGS] | Blne@] _ g + Y

sl k)
Consequently, the data at the kth subcarrier after the JN -point DFT is written as

X Xerfe(y). ©7)

Ay = DFT(UN,(52) )

_1 ﬂfj J, 2 m(k £TN)
e VPR g n y
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=q e Spe
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+ e-jw-f.nd e—j?n(kl.mpn
YN ; i ,
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Dy

(28)
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where Dy is the complex distortion term falls on the kth subcarrier. The Dy can be seen as a
sum of | random ~ variables that
~ are not necessarily statistically independent. However, as a consequence of the central
limit theorem that may hold for large classes of even depehdent variables [89], It is
empirically assume D, as Gaussian in the sequel, which is the common assump.tion-
when N is large [71], [75]-[79]. The Gaussian distribution corresponds to, in effect,
the worst kind of additive noise in view of channel capacity and thus
assuming the distortion terms Gaussian independent of the input signal may serve as a
lower bound in terms of the channel capacity. Note, however, that results

show that with good accuracy the distortion terms approach Gaussian for relatively large N.

Strictly speaking, even under the assumption that the Dy are Gaussian, the Dy are
statistically dependent in general. In this project, however, It is treat each sub-carrier as
an independent channel and on this basis all the modulation-detection processes are
carried out as is often the case with the practical OFDM systems. That is, we do not
consider the joint detection of the distortion terms Dy at the receiver for possible
performahce improvement. The channel interleaving and de-interleaving may also eliminate
the statistical dependence of the distortion terms. Thus, the
channel capacity will be calculated assuming the statistical independence between

sub-carriers.

Now the SDR of the ™ sub-carrier is given by

Elladf] _ , Puy

: 29
E[|Df] Pax @

SDRk =

where Pjnx 8 EfJaf1 is the average power of the K™ subcarrier before clipping and

Py 4 E[ID/] is the average power of D; which can be obtained by deriving the
power spectral density(PSD) of the distortion component. In order to incorporate the

hard envelope limiter as a special case, we rewrite-SDRy as

Py

o2 P P

o tmk g b 4
SDRc= Py Py 7 Par (30)

P out : P out
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where a normalized attenuation factor K, is defined as [60]

2

Pout 1—3_72 (31)

Note that for the hard envelope limiter, Ky is given by its limit lim,, Ky = w4, while
for an ideal channel limy., Ky = W/1..

6.2 Channel Signal-to-Noise Ratio

We define the channel SNR as a ratio of the average power of the
modulated signal (i.e., useful signal plus distortion) to the average power of Gaussian

noise over the effective bandwidth both measured at the receiver input, i.e.,

a Iaav = Pcut
SNR, & P B P (32)

where Pm,and P,ise are the average power of the output signal [defined in (16)] and

the AWGN at the receiver (i.e., after the rectangular filter), respectively. The

reduction ratio £, defined in (17), is expressed using (29)—(31) as

N-1 P '
A=Ky 1+ Z: P, SDR, - (33)

If all the sub-carriers have equal power, i.e., Pi,x= Pi/N for all k, then (33) reduces to
|
B=Ky {1 37D SDR;;‘}
which is a function of the sum of SDR;".
6.2.1 Channel Capacity over an AWGN Channel

Now It is derive the channel capacitys of the clipped OFDM signals under the
assumption that the distortion terms are uncorrelated additive Gaussian random
variables. Our definition of the channel capacity is in bits per sub-carrier, focusing on

degradation in the required SNR. compared to an ideal system without clipping.
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Recall that from (20) and (28) the received kth signal after the DFT is given by the '

sum of the attenuated signal plus the additive noise
/ik'= (XAk + Zx A ) (35)

where Z, = Dy + W,. Since the distortion component Dy is assumed complex Gaussian
with zero mean, the additive noise Zy can be characterized as a zero-mean complex

Gaussian random variable with variance E[|Z] = E[DJ1 + E[Wifl, statistically

independent of the input signal.

Given the input power of the kth sub-carrier Pj,x and without any constraint on the
distribution of the signal constellation, the channel capacity of the kth subcarrier over

an AWGN channel is expressed as

Gu= gax 4 &) = h(A) - 1(Z) =loga(1 + SNDR,) P

where I(X;Y) is the mutual information between X and Y and h(X) denotes the

differential entropy of the complex-valued signal . The signal-to-noise-plus-
distortion ratio (SNDR)of the k™ subcarrier is given by
 ElleAf]
SNDRy = =57 —on
¥ E[IDe+ W]
_oEAl]
E[| D) + BTl
_ PP
== 7.
P noise
dxt T
(37)
of which the inverse is
“Pix , Poose
1o —— 4
SNDR;" = PPy PNPa
b o »
=SDRy" + SNR. NPy (38)



1 N-1
C=— __max G
N 3 Pry=Pa 1;::

N-1
1
=% X E logx (1 + SNDRy) :
2 Puy=Pin =0 bits/subcarrier (39)

Since the received signal can be modeled as a sum of a linearly attenuated signal
and the Gaussian noise plus Gaussian distortion, without any constraint on the input
signal except the average input power P;,, the average channel capacity per subcarrier
(i.e., per complex dimension) will be given by (39), Equation (39) could be maximized via
the water-filling principle Since Py is a0 function of all the Py, it appears that the solution
that maximizes (39) may not be given in a simple closed form. In [85, Ch. 7], the
maximization is performed by the iterative algorithm and it is shown that the gain in channel
capacity achieved by the water-filling is practically negligible, compared to the case with the
Ve‘qually distributed allocation of the input power.

Thus, in what follows, we assume that the input power of each subcarrier is equally

 distributed for simplicity. The capacity (39) then reduces to

z

C= -ll;f log; (1+SNDRy) bits/subcarrier. (40)
£ .

]
o

The inverse of SNDRy is now given by

SNDR,! = SDR," + B (41)
where B is a constant expressed as
B=SNRC" £ _snr,! {1 +lh},jl SDR;I} 42)
Ky N 3o
due to the constraint that the power allocation of each subcarrier is equal, i.e.,

P;,x = Pi/N for all k. Equation (40) is a function of the SNR and the SDRy which can
be calculated from (D19) in the Appendix.
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In the case of the Nyquist-rate clipping (the clipping without oversampling), i.e.,
J = 1, the distortion term is equally distributed within the entire bandwidth and the
- SDR can be given in the following closgd-form expression [60]:

Ky

SDRy ==, for k=0,1,..., N 1 ' @3)

and thus (41) further reduces to [60]

| . 1-Ky+SNR
SNDR™ =SNDR; " = y — 44)
Ky
Therefore in this case the channel capacity is given by
C =log, (1 + SNDR) .
( 14 SNR{ ) . o |
= log, 1= Kr+ SNRZ bits/subcarrier - 45)

6.2.2. Channel Capacity over a Rayleigh Fading Channel

With an ideal interleaving of the channel, the received signal at the decoder can be

expressed from (22) and (28) as

Ay = H(@Ay + D) + Wy = H(A)+ZL - 46)
where z{a yp, +Ww,. Again, we assume that the input power of vthe subcarrier

is equally distributed and Z'; is an additive Gaussian noise independent of the input
signal. With ideal symbol-wise interleaving and perfect CSI, the channel capacity over a

Rayleigh fading channel is given by [84, p. 361]

C = E[C(H)] = ] ~ C(H)f(H)dH 47
) 0
Where
' 1 N-1
CH)=5 Y 1og, ( 1+ SNDR(H)) | (48)
k=0 :
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.
and flH) = 2Hc™ is a Rayleigh probability density function(pdf) normalized such
that E[H*] = 1. The SNDR of the k™ subcarrier is given as a function of H by

E{|HoAf)
El|HD, + Wf]

SNDR,(H) =

__ EH|HaAf]
E[HDf) + Bl

_ o Otzpin,k
H°Pyy + Pacsd N (49)

of which the inverse is

' 1 P d.k + Proise

y g e
=SDR," + SNR." FZnr (50)

- Here, SNR, corresponds to the average channel SNR. Since the power allocation of each

subcarrier is assumed equal, (50) reduces to

SNDRy(H)" = SDR" + Ela. B (51)
Carrying out the integration of (47) yields
{ ksnn;;lu) 1( B ) ‘
(an)N = SDR;! + 1.
—ePSPR EI(BS'DRk)} (2)
where E,(x) is the exponential integral defined as

E@x) = —dz x>0
'[ (53)

In the case of the Nyquist-rate clipping, (52) reduces to
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e ()
- In2 : SNRc

(kS NRe) 1 )}
€ | . El(———-—(l_ K"?').SNR? 54)

6.2.3. Channel Capacity with Input Constraint

It is of practical interest to investigate the channel capacity when the input has a
constraint on the signal constellation. In the following, It is consider the rectangular
M-ary quadrature amplitude modulation (M -QAM) (6r QPSK When M = 4). The
additive noise terms Z' are assumed to be Gaussian, independent of the input signal
(i.e., the worst-case bound). The conditional average mutual information given the

channel coefficient H is then expressed as

2

1

C=5 " 1 A

Pc"
1}
o

1 N-.-1
=¥ Z {h(AkIH) k(AklAk H)} (55)

where A(X|Y) is the conditional differential entropy of X given Y. For M-QAM, the

conditional average mutual information is given by

~ 1
(A A =loga M —-F | —_——
(A Ax|H) = log2 {1 082 Al D) ] 56)

where the expectation is over Ay, Ay, and also H for a fading channel and f{X|Y) is the
conditional pdf of X given Y. Let the S;, i =1, 2,...M, denote the complex-valued
constellation of the input signal Ay and assume that all the input constellations are equally
probable. In equation (57) fiAAx = S;, H) is a two-dimensional Gaussian pdf centered at S;
with variance given by E[|A[/ISNDRy(H)" |

1 1 ~
—————— 1 = Wiz
£ [log2 ﬂAkIAk:H) :I =1 0 ].-oa ﬂAk S Ak’ B & f(Ak =SilAk:m a4

M REA=SE .
25 [P [7 g =siflog =~f=}( Ak

1—1 (57
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Unfortunately, a closed form or convenient expression for numerical calculation has not been
found for the above equation and thus It is resort to the Monte Carlo method [94]. It is now
show the channel capacity of the clipped OFDM signals for various parameters of particular
interest. In the calculation, the following three cases are considered: the channel capacity
without input constraint (i.e., Gaussian input), with QPSK, and rectangular 16-QAM inputs.
The number of subcarriers is assumed to be 512, but this number may not show noticeable
difference in terms of channel capacity, as long as Gaussian approximation of the OFDM

signals holds.
6.2.4. Channel Capacity without Input Constraint

The paper[96] shows the channel capacity of the clipped OFDM signéls without input
constraint over AWGN and ideally interleaved Rayleigh fading channels. It is observed that
the clipping severely bounds the achievable channel capacity. For example, for the case of
the hard-envelope limiter (y = 0), the figure indicates that it is not theoretically possible to

achieve error-free performance with an information data rate of 3 bits per subcarrier.
6.2.5. Channel Capacity with Input Constraint and Required Channel SNR

Also it[96] shows that the channel capacity when each subcarrier is modulated by QPSK and
16-QAM, respectively, with y = 0 and 1.0. It clearly shows that with Y = 0 and QPSK
signaling it is impossible to achieve error-free performance of information data rate 2 bits per
subcarrier, no matter how much one may increase the channel SNR. Nevertheless, the figure
also indicates that the capacity of 1 bit per subcarrier can be achieved with QPSK and

optimal rate 1/2 channel coding.

The question is how much the degradation would become in terms of the required channel
SNR for a given targeted channel capacity. The required channel SNR in order to achieve an

information data rate of 1 bit per subcarrier with QPSK signaling is shown with respect to the

PROPERTY OF
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clipping ratio v.It is observed that, with , the y = 0 increase in the fequired channel SNR is

within 1.5 dB for J = 16, while it becomes more than 2.5 dB for J = 1.

It is' concluded that, for QPSK signaling, the distortion may not lead to severe performance |
degradation, provided that a good »channel coding is employed; however, the clipping ratio
should be carefully chosen if one uses a signaling of higher order such as 16- QAM for
higher bandwidth efficiency, since the performance becomes much more sensitive as the

clipping ratio decreases, even with optimal channel coding.
6.2.6. BER Evaluation

It is further justified the argument of channel capacity with the help of near optimal turbo
codes [80]. The parameters chosen are as follows. The numbers of subcarriers are 512 and
each subcarrier is modulated by QPSK. Thus, each OFDM symbol is able to carry 1024 bits.
The interleaver size of the turbo codes is 16378 and both the trellises of the two identical
component convolutional codes, each having memory of 4, are terminated and each parity bit
of the convolutional code is punctured such that the overall coding rate is approximately 1/2
[80].Consequently, the total length of the code word is 7L = 2 X 16378 + 4 X 3 = 32768 and
the coding rate is R = 16378/TL = 1/2. The code word is divided into 32 sets of length 1024
and each set is transmitted as one OFDM symbol with 512 subcarriers. At the decoder, the
distortion is treated simply as an additive Gaussian noise. The maximum a posteriori (MAP)
decoding based on the BCJR algorithm [38] requires the knowledge of the variance of the
additive noise .It is assumed that the decoder has the knowledge of the variance averaged

over all the subcarriers.

The bit-error performance of the turbo codes over an ideal channel is within 1 dB of the
channel capacity at bit error rate (BER) 10” . The figure below show the performance within

1 dB of the corresponding channel capacity at BER 107,
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Fig. 6-1. BER performance of the clipped OFDM systems with turbo codes. The vertical lines
indicate the required minimum channel SNR values in order to achieve the corresponding channel

capacity. [96]
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7. RADIO OVER FIBER TRANSMISSION

The waveforms of the optical pulses are influenced by attenuation, dispersion and nonlinear
effect. In the RoF-OFDM [95] system because of short distance of fiber, the majorb
concerning factors are dispersion and nonlinear effect. Gaussian pulses are generated by laser
propagate in the optical fibers along the z axis; the variety of the intensity can be described

by Schrodinger equation [92], [93]_:

34 o 82 3>
_+—A+,61 1 o4 _ 1 4

5= =igdff4

S T T BT, =
2 8: 6 of » ] (1)

Where, i denote the imaginary unit. A(z,T) denotes the amplitude of optical pulses, z is the
fiber length, T is the time parameter based on the reference system of group velocity of the
central wavelength. }:nzwocheff is the nonlinear coefﬁc:1ent A is the effectlve mode area.

In the following analysis, assume A(z,T) is the normalized amplitude.

According to the Split-step Fourier Method,[93] It is obtained

Rl | @

Where, 13 is the differential function that represents the dispersion and N absorption of

linear medium, and in the nonlinear function:

A_;_ d ‘ Of , o
D_ 8’1'2 '63 8T3 ‘ 3)
N= ijaP - | @

The Split-step Fourier Method divides the fiber to many parts. Assume the total length of the
fiber is L, for each part, the length is h. The dispersion and nonlinear effect can be considered

séparatély in the small part. That is, from z to z+h, first consider the nonlinear effect, and
ignore the dispersion and loss, so in (2), D = 0; then, consider the dispersion and loss only,

which means l(\I = 0in (2). So it is obtained as: .




Az + h,T) = exp(hD) exp(hV) A (. T) (5)

A
For exp (hD ) in the Fourier domain:

exp(hD)U(z T) = Fr" explhDGw)A(z T)Fr (UG T)) (6)

Where Fr is Fourier transform; ) (im) is obtained from (4) that represents the differential

coefficient 0 / oT with i®,  is the frequency in the Fourier Domain. With the Fast Fourier

Transform Method, it is faster to solve(6)
7.1 Optical Transmission Performances of OFDM-64QAM

The figure 7-2 shows the measurement and calculation results of the OFDM-64QAM [57].1t
shows the measurement and calculation results of the carrier-to-noise ratio (CNR), ACLR,
and relative constellation error versus the OMI in the downlink where the optical received
Power is Pr = -2.6 dBm. The CNR is calculated by

CNR(m,Pr)

(mnPric)’ Zof2 ]
(RIN ‘(' Prf o)’ + 2g'n Pr+In*)' B+ Zo

m=mJf

= lﬂlog[

(6]

where m is the OMI, m, is the electrical modulation index of the input signal to LD, « = 5dB
is the relative loss of the PD at the signal frequency, = dB is the relative loss of the LD at
the signal frequency, Pr is the optical received power, 7 = 0.9A/W is the photodiode
responsivity, RIN = -150dB/Hz is the relative intensity noise of the LD, g is the electron
charge, In = 12 pA / /Hz is the total equivalent input current noise of the preamplifier with
the PD,B = 18 MHz is the signal bahdwidth, and Z, is the characteristic impedance.

As the figure 7-1 shows, all the requirements for CNR, ACLR, and the relative constellation
error are satisfied in the OMI range from 3.5% to 30%. In addition, the minimum optical
received power, which is the minimum limit of optical received power satisfying both the

required relative constellation error and CNR, is -14 dBm. The results of the ACLR and CNR

are used in this study
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Fig.7-1. Frequency responses of narrow-band DFB LD and p-i-n PD used in the experiments. (a) DFB LD. (b)
p-i-n PD (in this figure, START freq.: 3 MHz, STOP freq.: 6 GHz, v-axis: 2 dB/div).[97]
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TABLE II :Main characteristics of narrow-band DFB LD

Responsivity

and of PIN PD
DFB-LD
Wavelength 1.55um
Relative Intensity Noise -150dB/Hz
The output powder of the third order intercept point -14 dBm
(@optiéal received power — 0dBm
Optical output power 4.5 mW
(@bias current -55mA)
Threshold current 12 mA
p-i-n PD
0.9 A/W
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Fig. 7-2(b) shows the measurement results of the PER and relative constellation error versus

the OMI in the uplink where the packet size in the PER measurement is 1023 octets.[97]

As shown in this figure, the required PER of less than 0.1 is satisfied in the OMI range from

0.42% to 30%."
This OMI
range

corrésponds to
a dynamic
range of 37
dB, which
satisfies = the

35-dB

specification.
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Fig. 7-3. Measurement characteristics of OFDM-64QAM. (a) ACLR, CNR, and re_lative constellation error in
downlink. (b) Relative constellation error and PER in uplink. [97]

7.2 Optical Transmission Performances of COMPLIMENTARY CODE KEYING (CCK)

Fig. 7-4 shows the measurément results for CCK. Fig. 7-4(a) shows the measurement results
of the spectral products and the EVM in the downlink, where the spectral products are the
peak powers of the sidelobe in the frequency ranges: 1) from f, + 11 MHz to f, + 22 MHz,
where f. is the center frequency of the modulated’signal and 2) higher than f; + 22MHz.

As shown in Fig. 7-4(a), the requirements for transmitting spectral mask and the EVM are
satisfied under the following OMI conditions.

1) In the OMI from 6.1% to 80%, the required transmit spectrum mask of less than -50
dBc, which is specified from f, + 11 MHz to f; + 22 MHz,is satisfied.

2) In the OMI from 0.62% to 101.5%, the required transmit spectrum mask of less than -
30 dBc, which is specified in the frequency of higher than f, + 22 MHz, is satisfied.

3)In OMIs of more than 0.1%, the required EVM of less than 35% is satisfied.
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Fig. 7-4 Measurement characteristics of CCK. (a) Spectral products and EVM in downlink. (b) EVM and PER
in uplink.[97]
- From these OMI ranges, all requirements for the downlink are satisfied in the OMI ranges of
6.1%-80%.
Fig. 7-4(b) shows the measurement results of the PER and EVM versus the OMI in the
uplink where the packet size in the PER measurement is 1022 octets. As shown in the figure,

the required PER of less than 0.08 is satisfied under the OMI of more than 0.08%. This OMI

range corresponds to a dynamic range of more than 70 dB, which satisfies the 66-dB

specifications.
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In the lower range of the OMI, both the spectral products and EVM are dominated by noise.
In the higher range of the OMI, although the spectral products are degraded by nonlinear
" distortion of the DFB LD, the EVM is not degraded. This is attributed to the fact that the
CCK scheme is phase modulated and the signal amplitude dces not. haVe_ any role in -

transmitting data.
7.3 Optical Transmission performances of Multichannel WLAN signals

Here, it is evaluated the optical transmission performances of multichannel WLAN signals

using the measurement results [97] of the single-channel transmission.

Firstly, It is presented the analysis method of multichannel transmission performances taking
into consideration the spectral distribution of a modulated signai. Next, the analysis method
is validated with the measurements of the dynamic range in the optical tranémisSiOn of four:
channel WLAN signals. Finally, the dynamic ranges of up to seven-channel WLAN signals
‘a're calculated in both the uplink and downlink. In addition, the cell size and minimum optical

received power are estimated in the uplink and downlink, respectiVely.

7.3.1 Composite Distortion

In the optical transmissicn of multichannel signals, nonlinearity of an LD creates composite
distortion products that have a gfeat irripact transmission quality, especially on the desired-to
undesired signal power ratio (DUR). In a multichannel WLAN system, the composite
distortion products should be evaluated while taking into consideration the spectral
distribution of a modulated signal because these signals cause the spectral broadening of a
third-order distortion, which then degrades the signal qualities in adjacent channels. In
addition, second-order distortion products are out-of-band because the transmission bands are
from 2400 to 2483_.5 MHz and from 5150 to 5250 MHz. Therefore, It is concentrate on third-

order distortion products.

It is now introduce the analysisy method of third-order distortion products into the evaiuation
of multichannel transmission performances. In the analysis, It is calculate the coniposite
third-order distortions for modulated signals. Speciﬁcally, the spectral distribution of a
moduiated signal is incorporated into the conventional calculation method of the ccmposite

triple beats (CTB) for unmodulated carriers.
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Fig.7-5 shows diagrams of the analysis method. As shown in Fig. 7-5(a), the CTB created by

the optical transmission of multi-tone unmodulated carriers are calculated. As shown in Fig.
7-5(b), the spectral distribution of a third-order distortion created by a modulated signal
transmission is calculated. By using the calculation results of both the CTB and the spectral

distribution, the composite third-order distortions in the desired signal channel are calculated
as shown in Fig. 7-5(c).

Firstly, it is assume that the input signal to an RoF link v;, consists of N unmodulated carriers
N

U = Zan cos(2mmt + gn)

=1 2

where a, is the peak amplitude at frequency f, The transfer function of a RoF link can be

modeled by a Taylor-series expansion
Vou = Ko+ K1Un + Kb B + KU+ ... 3)
‘where v,y is the output signal of a RoF link and K, is an nth-order coefficients.

The relative amplitude of third-order inter-modulation to carrier is calculated on the

assumption that the phase of each accumulated beat is random as follows:

| 1 :
=\ (ZKaasaJak) / Kiay

ik

Input signal
amplitude

Led

fn-l j;l fml

Composite
third-order distortion

(a) ® (©)

Fig. 7-5. [97] Calculation method for composite third-order distortion products of multichannel modulated signals. (a)
CTBs from multitone carriers are calculated. (b) Spectral distribution of a third-order distortion from a modulated signal
is calculated. (c) From (a) and (b), composite third-order distortion products of multichannel modulated signals are

calculated.
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where a, = amax'A ap, Qmay is the maximum amplitude amohg input carriers, a, is the signal'
amplitude of the input car.riervat number n, Aa, is the relative amplitude of t0 amax and i,j,k are -
the number of input carriers that satisfy f; + f; £ fi = f. Thus, the CTB generated by the
unmodulated carriers at a frequency of f,, is given by |
CTBy(fum) = 10 log [d(f,)’

= IM3 .« + 10 log [Cy (o, m)] — 20 log(Aa,) 4)

where |
m = {my,...My.1, My, Mpyq,..., My}

3K34.]

' IM3 =201log [4 T Amx

Crthm) = 1 (Aaibapan)’
’ Tigk

( iy )2
3
JJ,k M S

M3« is a third-order intermodulation of two-tone carriers with an amplitude of apay,

\O“f‘

Cn(f»m) is a composite number taking into consideration the amplitude of each unmodulated
carrier, m, is the OMI of he input carrier at number n, and m,,,, is the maximum OMI among

input carriers.

Next, It is to calculate the spectral distribution of a third-order distortion, which is created by
the transmission of a modulated signal. The Fourier-series expansion of a modulated signal
with bandwidth B is

M2

ant,’ cos(21gf £) '
p__zg:ﬂz A | ©)

where am, = / Am(,) &, & =f,~,.. = B/M am, is the amplitude of the elementary
component at frequency ];,Ani()‘l,) is the spectral distribution of the modulated signal, and M
is the number of elementary components. The third-order distortion has three times the

bandwidth of a modulated signal, and it is expressed as
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3Mi2
Vs = Z dmy cos(2xft)

| s=3MR )
where dms = |/ Dm(fs)Af, &f =f —f,, = B/M, dms is the amplitude of the elementary
component at frequency f;, and Dm(f;) is the spectral distribution of the third-order distortion.
The elementary components of third-order distortion are the intermodulation products with
respect to each elementary component of the modulated signal. Thus, the amplitude of the
third-order distortion of the elementary component dm; is calculated in the same way as (4),

ie

2
am, = \‘ Z (211— .} amp.amq.amr)

par
-Par '
q | M2 M2 |
dm=3%1 3 > any () ang ~f+ ) A
p=-M72 q=-M2R2 .
| ®)
; 2
‘ 1 B2 B2 . ,
()= |3Ka | [ [ Amh)- Am(fy)- Amifi = fp+ ) dlp
~B/2-B/2 (10)

By substituting f; = f, + fo+ f; into (8), the amplitude dms is (9), shown at the bottom of the
following page. In order to obtain the spectral distribution of the third-order distortion Dm(f;)
the frequency spaces of each elementary component is converged to zero ( Af — 0, M — o),

- as shown in (10) at the bottom of the following page.

The power ratio of distortion in the desired signal channel to the total distortion is calculated

by

B2 3B/2
Bo= | Dm(f;)dfs | Dm(f;)df:
. —..B/,:Z —3>B/[2 : (1 1 a)

The power ratio of distortion in an adjacent channel to the total distortion is calculated by
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fn-}-L—fn’i‘B; CEeL 3B/2

By= / Dm(fs) ay's / Dm({f,) df;-

' fagr—fn—Bi2 | —33/2 | (11b).
| fn;l-fu+B/‘2 3B |
Bo= / Dm( fo)ydfs / / pm(fg df,.
L fama—fa-Bi2 4 -.=3Bf2 (11¢)

- If the spectfal distribution of the moduiated signal Am(f,) is constant for in-band and is zero
for out-of-band, (11a)—(11c) can be simply expressed as

fo=2
ﬂ+=6’(f“, g f) .

It is then to calculate the third-order distortions in a multichahnel transmission of modulated
signal .using (5) and (12). By modulating the carriers, the spéctrum of the CTB CTBy (f,,,m),
in which power is concentrated at a frequency of f,, is broadened over the adjacent channels.
The composite third-order distortions in the desired signal channel, which are created by
modulated signals, afe the summation of both the composite third-order distortions centered
at the desired signal channel Bo -d(f,)* and the leakage of the composite ihird-ordcr
distortions centered at adjacent channels P_ -d(f; + 1‘)2 and B, -d(f,. )% Thus, the relative

- power of the composite third-order distortion in the desired signal channel is given as

QIBMOD(qum) : ; }’ : : : : o
=10log[Bo- d(f,,,)2+ﬂ_- d(far1? + By - d(fat)?]
= IM3yx + mlog [CNOP (fat1, m)] —20log(Agn) o 13)

where
CMOP (f.m) = A - CN (o) + B+ CN (ot ) + By - CN (fo1,10)

Ja is the center frequency of the desired channel, is the f, .  is the center frequency of the

higher adjacent channel, and is f; _, is the center frequency of the lower adjacent channel.

The DUR for the desired channel is
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DURK(fp,m)

- M'OD( 1980, N ]
= 10log [10—A——m o) | 105 ’]

10 +1 10

= 1log { ack/ [10F - GYP(/y, )

+10- 54}
— 20log (—4"-‘—"—-) — 101og { 10758 - GNOP(f,,, m)
TIEL
+10- =%}
(14)

where

CNR(f,) = CNRmax + 20 log (Aa,)

m, is the OMI of the desired signal and mp, is the maximum OMI among input signals.
IM3,,x and CNR,,, are calculated by the measured performances of a single-channel

transmission
IM3n2x = ACLR preasure — 10 10g (Bugj)
+ 40 108 (Mipax/Mimeasure) (15)
CNR,ux = CNReasure + 20108 (Mppax / Mneasure ) ' | (16)

where fg = f, = B assuming that the channel space f,,; fy of and channel space of
fo fo are the same, ACLR peasure and CNRessure and are the measured ACLR and CNR at the

OMI of Mpeasure iN 2 s'ingle-channel transmission.

By substituting the measured ACLR and CNR for (15) and (16), the DUR for multichannel
WLAN signals can be calculated by (14); Thus, we can estimate the DUR of multichannel
transmission only measuﬁng the CNR and ACLR of single channel transmission. Therefdre,

the analysis method is useful for the practical design of a multichannel WLAN system.
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Fig. 7-6. Calculation results of the DUR for the four-channel multiplexed signals in the uplink.
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Fig. 7-7. Experimental set up for the measurement of the dynamic range in four-channel WLAN signal

transmission.

Fig. 7-6 shows the calculation results of the relative signal level 20 log(m, / mmpay) versus the
DUR in the optical transmission of four-channel signals. It is calculated using the measured
ACLR ACLR jpeasure and the measured CNR CNR,easure in the experimental setup shown in

Fig. 7-7 while assuming the following conditions.
1) The frequency of each signal is 2432, 2472, 5190, and 5230 MHz.
2) The desired signal frequency f,is 5230 MHz.
3) These signal levels are set taking into consideration the worst case.

Specifically, the OMI of the undesired signai, which is any signal, except for the desired

_signal, are fixed at the maximum OMI



As Fig. 7-6 shows, the DUR is degraded with both the reduction of the relative signal level,

which causes CNR degradation, and the increase of mp,x, Which causes CTB degradation.

1.E+H00
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'
i
= 15dB i
‘ '
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o
1
]
]
:
o

1.B'02 bttt bl il e ““'!“ Sl LLLLE

0.1 1 10 100

OMI of desired signal , n1» (%)

Fig. 7-8. Measurement results of PER versus OMI at n,, of 8.9%.

From the calculations of the DUR, the dynamic range for the desired signal is evaluated. The
OFDM-64QAM signal, the required DUR that realizes the PER = 0.1, is 26.7 dB. Therefore,
the dynamic range is given by the OMI range satisfying that the DUR is more than 26.7 dB

as follows:
Dynamic Range = 20 log [m}"**/m}™] (17)

where mnmis the maximum OMI of the desired signal, which corresponds to mMmax, and mn"his
the minimum OMI of the desired signal, which is the minimum OMI satisfying DUR(f,,m).
>26.7

In this case, the dynamic range is 15.5 dB in the condition of M. =6 %.

7.3.2 Measurement Analysis

To verify the availability of the analysis method[97] outlined above, It is found that the
dynamic range of the optical transmission of four-channel WLAN signals. Fig. 7-7 shows the
experimental setup. In the experiment, output signals from the p-i-n PD are down-converted
to IF signals and the desired signal is then extracted. The four-channel signals are two CCK
signals within the frequency of between 2432-2472 MHz, and two OFDM-64QAM signals
within the frequency of between 5190-5230 MHz. These signal powers are set taking into
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consideration the worst case in the uplink; i.e., the OMI of each undesired signal is fixed at

maximum OMI m,,,

In the experiments, the DUR cannot be measured because the desired signal exists.
Therefore, the PER is measured to evaluate the dynamic range. Fig. 7-8 shoWs( the
measurement results[97] of the PER versus the OMI of the desired sighal m, when the
maximum OMI is set to my,,, = 8.9%. As shown in this figure, the required PER of less than
0.1 is achieved in an OMI of more than 1.6%. Therefore, the OMI range satisfies the

requirements from 1.6% to 8.9%, and it corresponds to the dynamic range of 15 dB.

In a similar way, the dynamic ranges within the conditions of several muy,, are measured. The
measurement and calculated results using the analysis method are shown in Fig. 10, where
the dynamic range is calculated by (17). In the calculation, the measured ACLR and CNR in
the experimental setup shown in Fig. 8 are used as the value of the parameters of ACLRmeaS“,;
and . The measurement fesults positively reflect the éélculation results. A reminder is that the
DUR depénds on the maximum OMI m,,,. In the lower range of m,,,, the DUR is degraded
by noise. In the higher range of mp, the DUR is degraded by composite third-order

distortions.

. 30 “ACIR__. --32dBc |
s ~ CNR_, .= 560B
251  (@Mypegae=30%, 5230MHZ)

Faony) T . L : -

28] OPTIMUM :

S 207 Minag ' . -

- TN R o ‘[, e experiments |

bo, [ : - e EEE . . Lo

£ 15 — calculation

g N

g 10

S

>

a--5SfF/

~ maximum OMI, 7 max (%)
Fig. 7-9. Comparison of ineasurement results and calculated results in four-channel WLAN signal
transmission.

From these results, it is clear that the optimum value of the maximum OMI, which achieves

the maximum dynamic range.mggTIMﬁM, exists. In this case, it is hg,QﬁT_IMUM%. Therefore,
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setting the maximum OMI m,, to the optimum value ,,QETIMUM is important to ensure a

~maximum dynamic range in the uplink. In other words, if the maximum OMI niyax is set

higher or lower than the optimum value ,,QPTIMUM, the dynamic range is lowered due to the

effects of noise and distortion, respectively.
7.3.3 Evaluation

Using the analysis method, It is found that in optical transmission performances of
multichannel WLAN signals, both the uplink and downlink, the dynamic range of the desired
signal versus the number of multiplex channels can be calculated using the performances of
measured single-channel transmissions. Next, It is evaluate cell size in the uplink and the
optical power budget in the downlink. In the analysis, It is focus on the performance of the
OFDM-64QAM channel because it requires higher performance than the CCK channel; the
cell size and minimum optical received power is also restricted by the performance of the

OFDM-64QAM channel.

Fig. 7-10 shows the analysis conditions of this calculation. In the calculation, the
performance of the ACLR and CNR shown in Fig. 4 are used as the value of the parameters
ACLR ea0ure and CNR jeasure- The transmission performances of both the uplink and downlink

are calculated while assuming the following conditions.

IEEES0L11a
|| (OFDM-64QAM)

IEEES02.41b

178 8190 K210

ki '
-- 4 MHz
2432 2481 2472 S17e 5190 5210 3130

#3 47 44 H5 # #6#2
\ Order of maultiplexing J/

Fig. 7-10 Analysis condition of the multichannel transmission performance in both the uplink and downlink.
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Fig. 7-11. Calculation results of OMI range versus number of inultiplex.

1) Input signals are seven—channel WLAN signals that are three CCK signals in the 2.4-
. GHz band and four OFDM64QAM signals in the 5. 2-GHz band.

2) The desired signal frequency is 5190 MHz, which is the lla-channel.

3) The order of multiplexing is as shown in Fig.7-10 '(e.g., in the four-channel

transmission, the multiplexed channels are from 1) to 4).

4) The condition of the input multichannel signal is different from the uplink and
downlink. ' ' |

The uplink condition is the worst condition,; i.e., the OMI of each undesired signal is fixed at

the optimum value of the maximum OMI mQETIMUM, For the downlink, the OMI of all

signals are the same as the OMI of the desired signal m,

Specifically, in the uplink, the OMI is set at

mmm < My, < mMAX — "ﬁnmmm .
_ for desired si gnal (vanab]e)
m= OP'I‘IMUM ;

-~for undemred 51gnals (coastant)
In the downlink, the OMI is set at

m = mM< m, < mM*X for all signals (variable) .
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Fig. 7-11 shows the calculation results of the OMI range of the desired signal that satisfies
‘the requirements for an uplink and a downlink, where the requirements are DURN(f,,m) >
26.7 for the uplink and both DUR(f;,m) = 26.7 and CNR > 40 dB for the downlink. The
maximum OMI m)** of the desired signal is given as the maximum OMI satisfying the
above-mentioned requirements, and the minimum OMI m}™is given as the minimum OMI
satisfying the requirements As Fig. 7-11 shows, m}X degrades with an increasing number of
multiplex channels due to the increase of composite third-order distortion CTBN®(f,,m) and
my'Nis almost constant because, in the lower OMI range, the composite third-order

distortion CTBX®(7,,m) is negligible and the dominant factor is the CNR.

Cell diameter
40 ; {m)
3 100
= Min, oplical
2 received power
) (dBm)
e
il -14
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g —C 10
> Dowtt-link |
o lo = ‘.x‘ i '8
5- | 6
I3 3 b3 i i ;
0 1 2 3 4 5 6 7

Fig. 7-12 Calculation results of dynamic range, cell diameter, and minimum optical received power.

Fig. 7-12 shows the dynamic range of the input signal versus the number of multiplex
channels in both the uplink and downlink. As Fig.7-12 shows, by increasing the number of
multiplex channels from one to seven, the dynamic range is degraded from 37 to 17.7 dB in
the uplink, and from 21.6 to 13.8 dB in the downlink. The degradation in the uplink is much
‘higher than that in the downlink. This is attributed to the fact that the amounts of composite
third-order distortions generated by other channel signals are very different between the

~ uplink and downlink.

From the results of the dynamic range above, it is evaluated several system parameters for a
multichannel WLAN system. In the uplink, cell size, which is dominated by a dynamic
range, is evaluated with free-space propagation model. In the downlink, all input signal levels

to the LD are typically the same and constant—therefore, a wide dynamic range for the input
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signal is not required. For this reason, an optical power budget is evaluated with the -

allocation of the dynamic range shown in Fig. 7-11.

The minimum optical received power Pry;, which dominate the optiéal power budget is

given by solving the following equation for APr
CNR (Prlsh, APr) - CNR (Prlih) = ADR
: Prmh: Pf!lg& APr (18)

where prich = 14 dBm is the minimum optical received power for a single channel
transmission, APr is the relative optical received power of Pry, to Prich , and ADR is the

relative dynamic range of the multichannel to the single channel.

The evaluation results of cell size in the uplink and the minimum optical received power in
the downlink are shown in the right vertical axis of Fig. 7-12. In the evaluation for the uplink,
the cell diameter for a single-channel 11a signal are assumed as 100 m according to the free-
space propagation loss under cbnditions of both the minimum received power of 65 dBm
and the transmit power of 16 dBm [65]. From the result shown in Fig.7¥12, the cell diameter

in seven-channel transmission becomes 10.8 m.

In the evaluation of the downlink, It is assume ihat the OMI of all signals are set to my ™~
shown in Fig. 7-11, for maximizing the optical power budget, and that the minimum optical
received power for a single-channel 11a signal is 14 dBm from the experimental results in
Section ITI-A. From the result shown in Fig. 7-12, the minimum optical received power in
seven-channel transmissibn is 10 dBm. Assuming that the optical sendingApower is 6 dBm,
the optical power budget then becomes 16 dB where the optical transmission distance is 3
km, the optical fiber loss is 0.35 dB/km, the optical connector loss is 0.5 dB/piece X 2 pieces, |
and the 2" -branch splitter loss is N X 3.5 dB, which shows that the downlink signal can be
distributed to 16 RAUs.

From these results, the bidirectional optical transmissions of seven-channel WLAN signals
can be realized by setting the OMI as the optimum condition. In the uplink, the maximum
OMI of each signal should be limited at m)"** shown in Fig. 7-11, which is 3.9%. In the
downlink, the OMI of each signal should be set at my"x shown in Fig. 7-11, which is 12.1%.




8. CONCLUSION

In this project, we studied the performance of the OFDM-RoF system for the future
wireless system design through the issues which may affect its performance. It has been

observed that,

¢ Deliberate clipping may not be an efficient method to reduce the PAPR problem
of OFDM because it gives a good PAPR only at the expense of some performance
degradation. Clipping process introduces severe distortion that may result in
irreducible bit error for the uncoded system and the use of channel coding may

alleviate this degradation

¢ Clipping may not be a major source of issues regarding performance degradation,
provided powerful channel coding is applied to the system with a constellation of

relatively low order such as QPSK, the degradation in SNR may be small.

e SLM technique, and of the PTS approach, is more advantageous as it applies to an
arbitrary number of subcarriers and to any size signa1 constellation. It is found that
using 128 subcarriers and M=4, with values chosen from the set , it is shown that
the 1% PAP (i.e., the PAP exceeds this value for less than 1% of the OFDM
blocks) can be reduced by more than 2 dB .

e SLM and PTS are complex as SLM approach requires the use of M full-length
(i,e., N-point) IFFTs at the transmitter. While the PTS approach uses a similar
number of N-point IFFTs, if the transforms can taice advantage of the fact that a
large fraction of the input values are zero, the additional complexity can be kept to
a minimum. Nevertheless, in the PTS approach, an optimization is required at the
transmitter to best combine the partial transmit sequences. In its most direct form,
this process requires the PAPR to be computed at every step of the optimization
algorithm, necessitating numerous trials to achieve the optimum. It is found that

about 2000 trials are required to get within 0.1 dB of the optimum .
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e DUR is degraded with both the reduction of the relative signal level, which causes
CNR degradation, and the increase of m,y, which causes CTB degradation.. For
the OFDM-64QAM signal the required DUR that realizes the PER = 0.1, is 26.7
dB. Therefore, the dynamic range is given by the OMI range sahsfymg that the
DUR is more than 26.7 dB

. Dynamic Range 20 log [mM**/m}"™] can be evaluated from DUR

e WLAN system with a cell diameter of 10 m, the bidirectional optical
transmissions of seven-channel WLAN signals can be realized by properly setting
the OMI, which is up to 3.9% in the uplink and 12.1% in the down link.

The key issues to be considered by designers of OFDM-ROF systems: _

e According to the system requirements such as the channel coding, the number of
subcarriers, transmitter complexity (e.g., the size of IDFT) and the maximum
permissible PAPR for a given probability, the clipping ratio should be carefully
designed.

e A clear relationship between the number of multiplex channels and system
parameters for a multichannel WLAN system are required while focusing on the
performance of the OFDM-ROF system.

~ This study can be further enhanced by analyzing the measurement values and distortion

effects.
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