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ABSTRACT

Indexing of American Football Video
Using MPEG-7 descriptors and MFCC features

©Syed G. Quadri 2004

Master of Applied Science
Department of Electrical and Computer Engineering
Ryerson University

In this work, an application system is proposed to classify American Football Video
shots. The application uses MPEG-7 motion and audio descriptors along with Mel
Frequency Cepstrum Coefficient features to classify the video shots into 4 categories,
namely: Pass plays, Run plays, Field Goal/Extra Point plays and Kickoff/Punt plays.

Fisher’s Linear Discriminant Analysis is used to classify the 4 events, using a leave-
one-out classification technique in order to minimize the sample set bias. For a
database of 200 video shots taken from four different games, an overall system per-
formance of 92.5% was recorded. In comparison to other American Football indexing
systems, the proposed system performs 8% to 12% better.

We have also proposed an algorithm that uses MPEG-7 motion activity descriptors
and mean of the motion vector magnitudes, in a collaborative manner to detect the
starting point of play events within video shots. The algorithm can detect starting
points of the play with 83% accuracy.

v
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Chapter 1

Introduction

1.1 General need for Indexing

HE increase in digital information has created a vital need for development
T of new techniques that can provide efficient access to information. Recently
one of the areas for active research has been Indexing and Retrieval strategies in
order to facilitate the access to the vast amount of information. Traditionally textual
annotations are used for indexing of digital media, which is an extremely manual
process and is prone to subjective bias. In contrast to textual annotations, there are
indexing techniques based on content. These systems are known as content based
indexing and retrieval systems (CBIR). Users can use query by example or query by
sketch to retrieve the information from a multimedia database.

The CBIR systems can form the query based on low level features and retrieve
multimedia objects of similar features. However, we as users are more interested in
semantics. Low level features are an integral part of any query system, but mostly
we are not interested in retrieving information with similar shape, color or texture.
We relate objects to its meaning, therefore a modern indexing and retrieval system
must provide meaningful or semantically coherent search results.

Appropriate semantic indexing of multimedia is a difficult task due to two main
factors. First there is large amount of information present in all types of different
modalities, such as audio, image and text. Secondly there are many different levels

at which the information can contain semantic information. Additionally there are
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issues with what to index and what not to index, as different users will search for
different information and will have very differeut criteria definitions.

Design and development of an effective video indexing and retrieval sysiem based
on the content of the video poses some interesting challenges. Most people often
think of video as a sequence of images, but in reality it is a medium with multiple
media. Videos integrate the media presented by the images, graphics, text and audio.
Therefore in order to index a video stream requires multiple strategies and a number
of processing steps to deal with all the diverse media present. Thus video requires the
content to be analyzed at a number of levels, namely lexical, syntactical and semantic.
This could potentially mean that video first needs to be segmented into shots, the
closed captioned text in the video stream has to be detected and recognized, the audio
information needs to be extracted and interpreted, speech recognition may have to be
used, visual information needs to be analyzed based on content and finally the shot
needs to be annotated semantically [1].

In order to tackle the various issues of indexing a multimedia object, MPLL de-
fined a standard known as ”Multimedia Description Framework” or MPEG-7 with
the primery goal of defining a scheme to describe a multimedia document by means
of its content and the relationship between the different content sets within a mul-
timedia document. MPEG-7 only standardized the description of content and not
the algorithms utilized for feature extraction and application development. Therefore
MPEG-7 can be used to develop new fast and efficient indexing and retrieval systems
by utilizing the descriptors defined by the standard. These descriptors can be used
to index a multimedia document at various levels, thus providing semantic retrieval

tools.

1.2 Focus of this work

In this thesis a video indexing system is designed to automatically annotate National
Football League (NFL) video shots. Every sport has many actions associated with

it. But only a few fundamental events can describe the core of the game. The whole
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game is built on these fundamental events, For example in basketball we can ideutify
jummp shots, free throws and turnovers as the three fundamental semantic eveuts
(FSE). Likewise in American football (NFL) we have proposed three FSE; naely
pass plays, running plays aud special team plays.

In the ADVENT project technical report [2], the authors generalize the coucept
of FSE by calling it Recurrent Visual Scinantics (RVS). They define RVS as the
repetitive appearance of olements that are visually similar and have comnnon level of
weauing within a specific context, The domain in which RVS events most commonly
ocewr are, tews video and sports video.

These RVS events or FSE point to the fact that for effective semantic indexing
of multimedia conteut, we need to huild a Kuowledge Base of domain specific events
which has the RVS events at the core. In the thesis we propose a knowledge base
for NI'L video shots. Figure 1.1 details the proposed NFL Knowledge Base as a

hierarchical graph.

Knowledge Base

Non-Scoring

2pt Extra Lield
Convert Point Goal

I Defense l I Offense

\, Running Passing Special

Play Play Teams
N— A/

Fundarnental Semantc Fvents

Figure 1.1: Kuowledge Base of American Foothall

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The graph shown in Figure 1.1, is designed in such a way that the outermost nodes
carry highest level of semantic value. The deeper the node, the more specific semantic
information it carries. For example the events of touchdown and field goals carry the
most specific semantic value while the events like scoring or non-scoring carry semantic
value at a very high level. Much rescarch hias been done in identification of scoring vs
non-scoring semauntics [3]. In addition. some researchers have built systems to identify
touchdowns, field goals and point after attempts [4]. The focus of this research has
been to identify the RVS cvents such as pass. run or kick.

In the research conunnnity a lot of sports indexing technigues have been explored.
Most of the indexing schemes rely on extracting low level visual and audio features
which are passed to complex classifiers for identification. Since the finalization of
the MPEG-7 standard some of the research activity has focused on using MPEG-
7 descriptors as features for indexing news and sports video. For example in [3]
MPEG-7 motion and audio features are utilized to summarize news video and sports
video which included basehall, tennis and golf. Not mueh work has been done in
the American Football domain. The work done in this domain mainly focuses on
retrieval of scoring events from the sports video by extracting low level features such
as audio, motion and closed caption text. In one of the works by Terry Caclli [6].
spoken commentary along with player movement is utilized to detect different types
of formations. All the works conducted in this domain have relied significantly on rule
based classification schemes. This work will focus on utilizing MPEG-7 descriptors
in order to index NFL video shots using a simple linecar classifier.

One of the key issues with indexing of RVS events within a sports domain frame-
work, is the localization of the start and end points of the event within a large
collection of videos. The localization of the event helps in reducing the analysis win-
dow size and also by eliminating factors effecting the features which are not directly
related to the action itsclf. In this work. I have proposed, MPEG-7 motion descriptor

based technique to find the starting point of plays from NFL video shots.
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1.3 Organization of thesis
The remainder of this thesis consists of 5 chapters which are organized as follows:

Chapter 2: MPEG-7 Concepts and Descriptors, contains an overview of the MPEG-
7 standard and a brief overview of audio and visual descriptors. It also contains a

detailed explanation of the motion and audio descriptors that are utilized in this

work.

Chapter 3: Proposed Indering System, contains the overview of the proposed in-
dexing system designed to index NFL video shots. Chapter 3 reviews other sports

indexing techniques and provides the background for the proposed research activities.

Chapter 4: Play start Detection, details the proposed algorithm for localization of
RVS action events within NFL video shots. It also presents the results of the algorithm

and compares some other event localization efforts in the research community.

Chapter 5: NFL video shot Indexing System, details the proposed indexing system
using MPEG-7 motion, audio descriptors and Mel Frequency Cepstrum Coefficients

(MFCC). It summarizes the results of first using the features independently, and then
by combining them together.

Chapter 6: Conclusions and Future Work, summarizes the results and discusses the
advantages of using motion and audio descriptors. Some consideration is provided on

how to enhance the work in the future.
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Chapter 2

MPEG-7 Concepts and Descriptors

2.1 MPEG-7 Overview

PEG-7 is a standard developed by the Moving Picture Experts Group (MPEG)
M via the standardization organizations of ISO/IEC. The formal name of the
MPEG-7 standard is ” Multimedia Content Description Interface” and is organized in
8 parts [7]. Parts 1 through 5 define the core of MPEG-7 technology, while parts 6
to 8 provide supporting information to the standard. This standard differs from its
predecessors, such that the previous standards were concerned with the représenta—
tion of the content while the objective of MPEG-7 is to standardize the information
about the content. Thus MPEG-7 defines Descriptors and Description Schemes to
represent the information in the multimedia document.

In MPEG-7 the descriptors represent all types of multimedia documents, such
as Images, Graphics, 3D models, audio and video. It does not depend on how the
multimedia document is created, coded or stored. Figure 2.1 shows the scope of the

MPEG-7 standard.

The MPEG-7 standard consists of three main parts [8].

o Description Tools: Descriptors and Description Schemes make up the De-
scription Tools. The Descriptors define the syntax and semantics of a feature,
while the description scheme defines the relationship between descriptors and

other description schemes.
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e Description Definition Language (DDL): DDL defines the syntax of De-
seription Tools in textual format. In MPEG-7 DDL is based on XML Schema

Language. A detailed introduction on DDL cau be found in Chapter 4 of [9]

e System Tools: These tools are used for management, synchronization, storage
and transiission of descriptions. In MPEG-7 systew tools support deseriptions

in both textual aud binary formats.

Detailed introduction on any of the above parts can be found in [9]. Next seetion
will provide more details on the deseriptors that were utilized in the scope of this

work.

2.2 MPEG-7 Descriptors
2.2.1 Visual Descriptors

These deseriptors deseribe the basie multimedia document conteut based on visual
information only. For example, in an image object. the content can be described
based ou the shape. texture and color media. Object motion and camera motion
along with the above mentioned features can be used to deseribe video media. The
main objective of the visual descriptors is to assist user applications in identification,
categorization and filtering of images and videos.

The visual deseriptors can be divided into general and domain specific deseriptors.
Geuneral visnal descriptors are made up of shape, color, texture and motion featnres.

There is only one domain specific deseriptor; the face descriptor. A brief sunniary

Description -
generation .

Descrigtion
-consuription

Bl Description B

w8

e

écope of MPEG-7

~
[N

Figure 2.1: Scope of MPEG-7 Standard
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of the gencral visual descriptors is given below. The details of only the motion
descriptors is included in the document as currently they are the ouly ones being

utilized by the proposcd system.

e Color Descriptors: In image and video applications, color is the most com-
monly used feature. It is easily extracted and is some what immune to rotation,
translation and viewing angle changes. There are seven (7) color desceriptors
defined by MPEG-7 as listed below:

1. Color Space Descriptor

2. Color Quantization Deseriptor

3. Dowminant Color Descriptor

4. Scalable Coolor Descriptor

5. Group of Frames/Group of Pictures Descriptor
6. Color Strueture Descriptor

7. Color Layout Descriptor

¢ Texture Descriptors: Texture defines the spatial distribution of patterns in
an image. There is no universal definition of texture, but patterns in a region
of an fmage can create an appearance of texture. In MPEG-7 three (3) texture
deseriptors are defined. as listed below:

1. Homogenous Texture Descriptor
2. Texture Browsing Descriptor
3. Edge Histogram Descriptor

e Shape Descriptors: Shape is an important feature in image and video re-

trieval and ohject identification systems. Humans tend to associate semantics

with the shape of objects. In MPEG-7 three (3) shape descriptors are defined

as listed below:

1. Region-based Shape Descriptor
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2. Contour-based Shape Descriptor

3. 3-D Spectrum Shape Descriptor

¢ Motion Descriptors: Many different types of motion occur in a video seg-
ment. There is motion associated with objects with in the pictures and motion
due to camera movements. In MPEG-7 four (4) descriptors are defined, as listed

below, which cover all types of motion:
1. Camera Motion Descriptor
2. Motion Trajectory Descriptor
3. Motion Activity Descriptor

4. Parametric Motion Descriptor

Motion Activity Descriptors

The objective of the motion activity descriptor is to quantify the overall activity or
pace of action in a video segment. We tend to perceive sports video segments as fast
moving compared to news video segments. The activity descriptor is easily extracted
from compressed domain, utilizing the encoded motion vectors. The descriptor utilizes
the statistical properties of the motion vector magnitudes to measure intensity of

motion activity. Following is the summary of attributes associated with the descriptor.

¢ Intensity of Activity: This attribute contains the global intensity of motion

activity on a scale of 1 to 5. A high value indicates high activity.

e Direction of Activity: This attributes expresses the dominant direction in the
video segment. This attribute classifies the direction into eight equally spaced

directions as shown in Figure 2.2.

¢ Spatial distribution of activity: This attribute specifies the number and
size of high activity regions within a frame. The attribute gives an indication

whether the activity is spread across many regions or one large region.
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[

Figure 2.2: Direction of Activity

¢ Temporal distribution of activity: This attribute contains information re-
garding the duration of motion activity in a video segment. It specifies if the

activity is confined to one part of the video or sustained throughout the segment.

The intensity of motion activity attribute is most commonly associated with the
motion activity descriptor. The other three descriptors, dominant direction, spatial
distribution and temporal distribution are optional attributes. In this work we will

utilize both the intensity of motion and dominant direction attributes of the motion

activity descriptor.

2.2.2 Awudio Descriptors

In the standard, audio descriptors can be divided into two categories. One based
on low level audio features designed for general use, while the other designed for
application specific tasks. In the standard the generic audio tools are also known
as Audio Description Framework. A detailed summary of the Audio description
framework is given in the next sub section. Following is a brief summary of the low

level and high level audio descriptors and description schemes.

e Low Level Audio Descriptors: There are eighteen (18) low level spectral
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11

and temporal audio descriptors defined in the standard. These descriptors can

be categorized into the following seven groups:

1. Basic Descriptors

2. Basic Spectral Descriptors

3. Basic Signal parameter Descriptors
4. Temporal timbral Descriptors

5. Spectral timbral Descriptors

6. Spectral basis Descriptors

7. Silence Segment Descriptor

Figure 2.3 shows the summary of the groups along with the audio descriptors

in the respective categories {8].

e o Timbral Spectral I
Timbral Temporal i%%‘ HanncnnicSpeclmlCenlroid D ) ;Jf‘;?f’.%

SRSy ;

i LogAttackTime D HarmonicSpectralDeviation D [,
hiad HarmonicS pectralSpread D B

HarmonicSpectral Variation D
SpectralCentroid D

Basic Spectral

AudioSpectrumEnveiope D A
il AudioSpectrumCentroid D Spectral Basis
: ;i? AudieSpectrumSpread D AudioSpectrum Basis D
_’1‘"{ AudioS pectrumFlatness D. AudioSpectrumProjection D

Signal parameters

AudioWaveform D AundicHarmordeily D
AudicPowea D §J AundioFundamentalFrequency D
193

oot 4,
vl 502 Seemep——————
e R o

Skt s SRIAN ARG R A TR SR e

Figure 2.3: Summary of Low level Audio Descriptors
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¢ High level Audio Descriptions: There are four description schemes defined
in the standard for application specific tasks. The list of the descriptors is as

follows:

1. General sound recognition and indexing tools
2. Spoken Content description tools
3. Musical instrument timbre description tool

4. Melody description tool

Audio Description Framework

Audio description framework consists of eighteen (18) low level descriptors. The
objective of the framework is to define a wide range of features that can be readily used
to build general audio based applications. A brief summary of the audio descriptors
in the framework is given below. Details on how to compute these descriptors is not
included here, but Section 5.2.2 provides details on computing the descriptors utilized

in this work.

1. Audio Waveform: This descriptor provides information about the envelope of
the signal. It contains the minimum and maximum values of the signal within

a specified window.

2. Audio Power: This descriptor provides information about the power of the
signal. It describes the instantaneous power of the samples in the specified

window.

3. Audio Spectrum Envelope: This descriptor provides information about
spectral resolution of the logarithmic bands. The resolution can be controlled
between 1/16 of an octave to 8 octaves. The descriptor can be computed by

the Fast Fourier Transform of the specified window.

4. Audio Spectrum Centroid: This descriptor contains information about the

distribution of the power spectrum. The descriptor can be regarded as an
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approximation of the perceptual sharpness of the signal. It is calculated by
adding all the energy within the frequency bins and dividing it by the total

energy in the audio frame.

5. Audio Spectrum Spread: This descriptor contains information about the
shape of the power spectrum. It indicates if the spectral content is concentrated
at the centroid or if it is distributed across a range of the spectrum. It also
has the property of discriminating between noise like and tonal sounds. It is
calculated by taking the second moment of the log-frequency power spectrum

of the signal.

6. Audio Spectrum Flatness: This descriptor contains information about the
tonal components in each band of the signal. It is calculated by taking the
ratio of the geometric mean over the arithmetic mean of spectral power within

a band.

7. Audio Fundamental Frequency: This descriptor contains information re-
garding the musical pitch and periodic content of speech signals. Since calcu-
lation of fundamental frequency is not an exact science, the standard does not

specify how the descriptor is calculated.

8. Audio Harmonicity: This descriptor contains information about the har-
monic nature of signal spectrum. It contains two measures: the first, called the
Harmonic Ratio, gives a measure of the proportion of harmonic components in
the spectrum. The other measure called the Upper Limit of Harmonicity spec-

ifies the point in the spectrum beyond which no harmonic content is present.

9. Log Attack Time: This descriptor defines the time it takes a signal within
a window to start and reach a sustained level or a maximum. The time is
represented in logarithmic scale. This descriptor can be used to differentiate

between a suddenly rising sound and a smoothly increasing sound.

10. Temporal Centroid: This descriptor calcnlates a time based centroid of the

signal envelope for a particular segment. This descriptor provides time resolu-
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13.

14.

15.

16.

17.

18.

14

tion of the signal energy, in other words it provides information about the signal

energy and where it is focused in time domain.

Harmonic Spectral Centroid: This descriptor is calculated by taking the
amplitude weighted means of the harmonic peaks in a power spectrum. This
descriptor is similar to other centroid descriptors, but most commonly used for

musical tones.

Harmonic Spectral Deviation: This descriptor is defined as the spectral

deviation from a spectral envelope.

Harmonic Spectral Spread: This descriptor is calculated by taking the

power weighted RMS deviation from the Harmonic Spectral Centroid.

Harmonic Spectral Variation: This descriptor defines the spectral variation
between adjacent frames. It provides the normalized correlation between the

amplitudes of two subsequent frames.

Spectral Centroid: This descriptor is calculated by taking the power weighted
average of the frequency in a linear power spectrum. This descriptor is similar
to Audio spectrum centroid, but most commonly used for musical instrument

signals.

Audio Spectrum Basis: This descriptor is calculated by taking a series of
basis function derived from the Singular Value Decomposition (SVD) of a nor-

malized power spectrum.

Audio Spectrum Projection: This descriptor represents the projections of

the basis function calculated with the Audio Spectrum Basis descriptor.

Silence Segment: This descriptor indicates if the audio segment has significant
sound or not. It can also include an indicator for different level of silence based

on a threshold.
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The low level descriptors defined in the Audio Description Framework are very
; useful for building high level audio description tools. For the purpose of this work 3
i low level basic spectral descriptors were used, as we were only interested in getting
the general sound characterisfics from the video shots. The descriptors used are as

follows:
e Audio Spectrum Envelope
e Audio Spectrum Centroid

e Audio Spectrum Flatness

2.3 Applications of MPEG-7

Due to the enormous growth in the production of digital content, there is now a
critical need for sophisticated applications to manage the content. These applica-
tions must be able to provide extremely efficient methods of managing, searching and
retrieving the digital content. MPEG-7 has taken the step in providing a standard
format for describing the content in order for different types of applications to use
the descriptions to produce fast and effective retrieval of multimedia data.

MPEG-7 provides a vast array of descriptors so that digital archives, databases
and libraries can be queried using not only text but also queries made of spoken
words, images, melodies and video. Following are a few examples of the applications

that have been developed using MPEG-7.

1. Article Based News Browser: The application is developed to group reiated
news articles. As detailed in [10] the application provides the users with four
key frames which summarize the events. These key frames are anchor key frame,

episode key frame, news icon and synthesized text.

2. Music Browser: This application provides users to search a music database
based on sound, music similarities as well as keyword search capabilities. This

application is detailed in [11]
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3. Query by Humming: In this application the user hums a tune for retrieval
from a database [12]. The application takes into consideration the general
shape of melody from note to note, that is if the note is higher or lower than

the previous note.

4. Real-time video identification: In this application the video clips are ana-
lyzed in real-time in order to identify broadcasted content. Details can be found

in [13]

In this thesis we are developing an application utilizing MPEG-7 descriptors of
motion and audio for sports domain. The application will provide user with an
interface from which they can choose a clip of interest and retrieve similar clips that

have been annotated with high level semantics.
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Chapter 3

Proposed Indexing System

3.1 Introduction

N the entertainment and sports industry of today, video is extensively used. In
Isports it is being utilized to train athletes, scout for new talent, prepare strategy
for the opposing teams and also for self-analysis. In the entertainment industry,
video or. demand is becoming very common. People are not looking for programming
designed by some studio producer, but they are asking for programming depending
on their mood and surrounding environment. Broadcasters are providing video for
entertainment not only over the television but also over the Internet. Video is more
a part of the spoits and entertainment industry than most people ever imagined.
As the technology advances and bandwidth constraints become less of an issue, the
demand for video will only increase.

The design of any video indexing and retrieval system relies on the specific users
of the system. Different users put different demands on the system based on their
needs. For exampie in the sports video domain, currently two types of video logging
approaches exist. First is the production logging, where the producer annotates live
feeds or recorded footage to be used shortly, as an example the sports highlights pro-
gram. Second is the posterity logging, where librarians add detailed and standardized
annotation to archived material [14]. This is used by statisticians and other people

involved witl. the industry.

Effective video indexing requires a multi-modal approach, the modes being visual,

17
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auditory and textual. Efficient algorithms need to be devised so that either the most
effective modality is selected or multiple modalities are used in collaborative fashion
[15]. Not only do we need to fuse the modalities to effectively index a video based on
context but we also need to include domain specific information to provide higher-
level semantic annotation. The domain knowledge can be used in both the indexing

and querying aspects of the system [18].

3.2 Review of Sports Indexing Systems

Popularity of sports and general interest of people in sports means that in every part
of the world sports video is being recorded and annotated for future use. Indexing and
annotation are mostly done manually. Recently a lot of research has been conducted
on automating the process of indexing and annotating the video streams. Nearly all
the major sports have been used to test the indexing and retrieval systems. But the
vast majority of the systems designed rely on visua! information to index the sports
video. Only a few systems use both the audio and visual information. And some
utilize visual, textual and audio information to segment particular events within a
sports video. In this section we review some of the sports indexing systems.

One of the major projects working in generating semantic sports video annotations
is the ASSAVID project. As detailed in [17], this project focuses on developing a
system that can categorize different types of sports and provide users with an interface
to query events in a particular sport.

A summary of recent sports indexing systems is given below. These systems
utilize low level features to index semantics in a particular sport. As evident from
the research activity, an indexing system has been developed for nearly every popular

sport in the western world.

Basketball
In the paper by Zhou et al. [18], basketball game is classified using a rule-based ap-

proach. The rules were calculated using an inductive decision tree learning approach
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applied to low level image features such as motion, color and edge. The system was

used to classify the basketball video into 9 major events shown in Table 3.1;

Events
left /right Offense
left /right Fast break
left/right Dunk
left /right Score
Close up

Features
dominant direction
motion magnitude

Color
Edge

Table 3.1: Summary table of features used and semantic events retrieved in Basketball

Tennis

In the paper by Miyamori and Iisaku [19], particular tennis events are classified
using visual models of the court and the players. First the court and net lines are
extracted using a court model and Hough transforms. Then player position is ex-
tracted and tracked. Then ball position is tracked using special prediction modes.
Lastly player behavior is identified using player shape changes. The system was used

to classify the 5 events shown in Table 3.2;

Features Events

court edges and net

forehand stroke

player position

backhand stroke

ball pasition

forehand volley

player behavior

backhand volley

service

Table 3.2: Summary table of features used and semantic events retrieved in Tennis

In the paper by Lu and Tan [20], color features are first used to segment the video
and then camera motion is used to identify the volleyball or tennis serve events by

different teams/players.
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Formula 1 Racing

In the paper by Petkovic et al.[21], some of the events that occur repeatedly
during a race are classified by using audio and visual features. Bayesian Network
and Dynamic Bayesian Networks are used to classify events like fly out, passing and

starts. Table 3.3 summarizes the features and events;

Features Events
Short term energy | starts
Pitch passing
MFCC fly outs
Pause rate
color
shape
motion

Table 3.3: Summary table of features used and semantic events retrieved in F1 racing

Track and Field

In the paper by Wu et al. [22], track and field events are classified using a three
layer inference scheme. Initially low level features like global motion, color and texture
are extracted and used by the system to segment the clips into semantic units. Then
semantic concepts are extracted using learning RBF neural networks and decision tree

classifier. Finally, a rule based finite state machine is designed for event inference.

Table 3.4 summarizes the features and events;

Features Events
Global Motion High Jump
Color Long Jump
Texture Javelin
Weight throwing
Dash

Table 3.4: Summary table of features used and semantic events retrieved in track and field

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



21

Soccer

In the paper by Assfalg et al. [23], two models are devised. The first model relies
on motion features only while the second model also uses the location of players on
the field. Hidden Markov model is used to classify the shots into 3 events. The

features and events are summarized in Table 3.5.

Features Events
Motion Penalty

Player position { Free kick
Corner

Table 3.5: Summary table of features used and semantic events retrieved in soccer

Baseball

In the paper by Han, Chang and Gong [24], baseball highlights are classified into
views, which are then used in a Hidden Markhov Model to detect 4 types of play
events. The features extracted are primarily based on camera motion, color of grass
or field, edge detection for player height and texture analysis of the field and shape

analysis of the field. Table 3.6 summarizes the features and the classified views and

events;

Features Events
Camera Motjon Home run
Player height Catch

Shape Hit
Texture Infield play
Color

Table 3.6: Summary table of features used and semantic events retrieved in baseball

In the paper by Han, Hua, Xu and Gong [25], an entropy based model is used to
classify events in baseball. Closed caption text, audio features such as Mel cepstral

coeflicients and visual features such as color distribution, edge distribution, camera
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motion and player tracking are used as features. Table 3.7 summarizes the features

extracted and events classified by the authors.

Features Fvents
Camera Motion | Home run
Player tracking | Outfield hit

Edge Outfield out
Color Infield hit
MFCC Infield out
Closed Caption { Strike out
Texture Walk

Table 3.7: Summary table of features used and semantic events retrieved in baseball

Football

In the paper by Miyauchi [26], audio, textual and visual information is used to
classify American football video. Touchdowns and field goals are detected. The
paper is an extension of previous work where only textual and visual information was
utilized. In this paper the audio energy of a particular shot is also extracted and it is
shown that the precision rate of the system is increased by adding this feature. Table

3.8 summarizes the features extracted and events classified by the authors.

Features Events
Closed Caption text Touch down
Short term audio signal energy | Extra Point
Dominant Color Field Goal

Table 3.8: Summary table of features used and semantic events retrieved in football

In the paper by Lazarescu [6], American football games are classified into events
using the natural language commentary from the game, the geometrical information
about the play and the domain knowledge. Only five formations are classified with

results shown for four. Table 3.9 summarizes the features and events classified.
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Features Events
Natural Language Commentary Pro formation
Player tracking I formation
Single back formation
Goal line formation
Far formation

Table 3.9: Summary table of features used and semantic events retrieved in football

As evident from the above review of previous works, the area of sports video
indexing is a very active research area. Nearly every sport has been investigated
and a wide variety of features have been utilized to classify semantic events. The
next section will provide details on the motivating factors for developing an indexing
system in American football domain and also highlight the contribution made in this

thesis.

3.3 Motivation and Contribution of the proposed
system

The concept of "On Demand” entertainment and programming is fast becoming a
reality with the popularity of digital TV channels. Now nearly every professional
sports league and team in North America has a digital channel boasting of on demand
programming and statistics. But the reality is that it takes nearly three to four hours
in post production work to prepare the highlights for a game. For example, on NFL
Sunday Ticket you get Highlights-On-Demand on Monday morning for the games
played on Sunday. In order to minimize the delay between the live broadcast to ”On
Demand” programming we need technological advancements that can analyze the
contents of the broadcast and derive the semantics from the input. These semantics
can be made available to the users for querying in order to create a true ”On Demand”
experience.

The primary motivation is to develop an indexing system for American football

that could be easily implemented in a hardware device, thus providing ” On Demand”

23

Ranrndiicad with narmiccinn nf tha ennuricht nwnar  Frirthar renradiintinn nrnhihited withnnt narmiceinn



24

indexing to the users. In order to accomplish this goal we had to utilize data that
was readily available and also use features that did not require complex computations
but were able to discriminate between the different plays effectively.

Keeping these objectives in mind, we decided on using motion vectors, which
are already encoded in the MPEG bitstream. Thus only partial decoding of the
bitstream is required to extract the motion vector information. From the discussion in
Section 3.2 we can see that motion is a popular feature utilized in the sports indexing
community. This is due to the fact that the sports domain consists of Recurrent
Visual Semantic (RVS) events. For RVS events the color and texture information
usually stays the same but motion varies. Thus motion carries a wide variety of
information that can be utilized to discriminate between the different RVS events.

We also utilized audio information from the MPEG files. The audio track can be
easily de-multiplexed from the MPEG bitstream without much computation, as most
of the MPEG computational complexity is in the encoding of the image frames. The
audio processing has long been established and is mature in the research community.
The audio features provide complimentary support to the motion features, as using
only audio information to discriminate between RVS events is very difficult if simple
classification techniques are to be utilized.

Also seen from the section on review of sports indexing techniques, most of the
indexing schemes utilize some sort of domain knowledge to fine tune the system for a
particular sport. In the paper by [6], the authors propose a domain knowledge system
based on sets and subsets concepts in the game. In this thesis we are also proposing
an American football knowledge base, but it differs from the one proposed, such that
fundamental set proposed in this work consists of RVS events and not concepts of the
game.

In addition this thesis work focuses on utilizing existing standard MPEG-7 de-
scriptors as the basic features in order to index events in American football. Some
of the researchers such as Divakaran [5], have proposed applications for generation of
summary highlights in sports domain, but no one has yet to our knowledge used the

MPEG-7 descriptors to index RVS events in the American football domain.
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3.4 Proposed System Overview

The proposed system consists of three stages. The first stage is responsible for lo-
calization of action within the video shots. The second stage extracts the MPEG-7
descriptors and the andio Mel Frequency Cepstrum features. These features ave then
passed to the third stage, the classification stage. The system is detailed in Figure

3.1.

MPEG-1 Audio Wav file MFCC
De-Muitiplexer Fealure Matrix
—]
| " Audio .
ppp— Descriptor bi Linear X
- Extractor iscriminan
Motion Activity | T2y Start Classifier
Detector
Extractor
Localization Phase Motion L
Descriptors
Extractor Classification Phase

Feature Modeling
Phase

Figure 3.1: Proposed Systein overview
g 1 Y

3.4.1 Stage 1: Localization Phase

The primary motivation of designing this stage was to reduce the analysis window size
aud sccondly to remove the features that do not directly contribute to the action. The
issue of localization of action in the sports domain is extremely important. In many
sports like golf, American foothall, tennis, bowling and baschall, the players coine to
a certain position before starting the play. Then the play is followed by a delay before
the next action takes place. This gap between the plays contain information that is

not directly related to the semantics of the game.
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Figure 3.2 shows the details of the first phase. This pliase can be considered as

the pre-processing stage of the indexing systens.

Java MPEGH1 MPEG-7 Play Start
Motion Vector Description Detector >
Extractor Engine Engine

Frame
Number

Figure 3.2: Play localization phase overview

First the wotion vectors from the MPEG-1 video shots are passed through an
MPEG-7 engiue to extract the motion activity descriptors. This stage calculates
the mean and standard deviation of the intensity of motion activity for cach frame.
These two components of MPEG-7 motion activity descriptor are then passed to the

detection engine.

3.4.2 Stage 2: Feature Modeling Phase

The feature extraction and modeling phase is the heart of every indexing and retrieval
systems. At this phase most of the important decisions are made regarding the
features that can optimize the performance of the system. In this stage the features
are also normalized in order to minimize the bias.

In the proposed system, three types of features are extracted from two groups of
modalities. The first group is based on the audio content of the video shots. The
second group is hased on the visual content or more specifically, the motion content

of the video shots.
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Audio Features

Every sport has a language associated with it. This specific language is used by
most of the commentators to describe the action. In American football there are
many different events that take place, each play has its own specific words and its
own rhythm, which are mostly spoken by the commentators to desceribe the play. In
theory most of the simil'c.u types of plays will have similar sounding words spoken
by the commentator. Therefore we want to extract the general sound characteristics
from the andio information and use this to classifv the video shots into different

categories.

The first set of features were extracted by getting three (3) spectral MPEG-7

audio descriptors. The descriptors used were:
1. Audio spectrum envelope
2. Audio spectrum ceutroid

3. Audio spectrum fatness

These descriptors were chosen since cach one defines a specific property of the an-
dio signal. The first descriptor. audio spectrum cnvelope, represents the log-frequency
nature of the audio signal. The second descriptor, andio spectrum centroid, represents
the sharpuess of the audio signal and the last descriptor, andio speetrum flatness, rop-
resents the tonal component in the audio signal. Therefore these three deseriptors in

combination provides details about the spectral characteristies of the andio sigual.

Figure 3.3 shows the details of feature extraction for the first set of features, First
the de-multiplexed audio file is passed to the MPEG-7 engine to extract the above
mentioned audio deseriptors, which are then normalized and quantized into 10 bins.

This provides us with 30 features related to the spectral audio descriptors.
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Figure 3.3: Audio feature modeling phase
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Feature
Vector

The second set of features consist of Mel Frequency cepstrum Coefficients (MFCC).

Due to the fact that most of the video shots contain a lot of crowd noise. and we

want to extract the perceived rhythm and sound of the spoken content, we needed

a feature that can model the human hearing and also works well under noisy condi-

tions. MFCC has been used extensively in the speech recognition systems as it tries

to emphasize the frequencies that are more perceptive to the human car. Figure 3.4

shows the details of MFCC extraction.
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Figure 3.4: MFCC extraction process

First the audio file is pre-processed in order to remove the silent segments. Then
13 MFCC coefficients are extracted for each segment. Each of the segments have 50%
overlap and thus there is lot of redundancy between adjacent MFCGC values. This can

be seen in the Figure 3.5. The blue colour represents low values and the red colours
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represent high values. In order to reduce the dimension of the matrix, the MFCC

values are passed to a feature reduction stage.

MFCC Coefficients

10 B

40 T B0 60
# of audio Frames

Figure 3.5: MFCC feature redundancy

The MFCC feabures are reduced to a 12 x 64 matrix. The first MFCC feature
in every audio frame represents the average energy of the audio frame, therefore this
feature 1s discarded. The other 12 coefficients are retained for each saginent. 64 is

the number of segments remaining after redundant feature reduction.

Motion Features

Motion plays an integral part in many sports indexing and retrieval systems. In this
stage the MPEG-7 motion descriptor of motion activity is extracted with an optional
descriptor of dominant direction of motion. Figure 3.6 shows the details of the feature

extraction of motion.
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Feature
Vector

First the MPEG-1 motion vectors are passed to an MPEG-7 cugine which ex-

tracts the statistical properties of mwean and standard deviation. It also caleulates

tlhie dominant direction of wotion. The inteusity of motion activity deseriptor and

the dominant direction descriptor are quantized into a two dimensional matrix as

shown in Figure 3.7.

The intensity of motion descriptor is quantized into 12 bins while the dowinant

direction descriptor is quantized into & bins. This gave us a 12 x 8 matrix feature

which simultaneously represents the wotion intensity and direction of motion in a

video shot.
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Intensity. of Motian Activity bins

Drinant Direction bin.
Figure 3.7: Motion feature quantization

Another set of motion features is extracted by calculating the mean and stan-
dard deviation of the magnitude of motion vectors with in a specified window. First
the highest peak of the magnitude is detected and then the adjacent motion vector

magnitudes are included in the window. This provides us with 2 more features.

3.4.3 Stage 3: Classification Phase

The primary objective in designing this phase was to utilize classification schemes that
were simple and efficient. A decision had to be made on what type of classification
scheme can achieve the goals of this phase. First the decision was made to utilize a
supervised classification scheme, as unsupervised classification scheme use iterative
algorithms which can be computationally expensive in a large data set. Secondly a
decision was made to utilize linear classifiers rather than non-linear classifiers. The
reason for this was to evaluate the performance of the system by using a simple
classification scheme first and then evaluate the need to utilize more complex classifiers

such as Neural Networks or Radial Basis Functions.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



33

Lincar Discriminant Aunalysis (LDA) generally refers to techniques that output a
discriminant funetion that take linear inputs. In a specific sense LDA also commouly
refers to techniques in which a fransformation is done in order to wmaximize between-
class separability and minimize with-in class variability.

LDA works on the feature set with no prior assuinptions about the nature of the
data set. It tries to compute a weight vector w. which when multiplied by the input
feature vector & would generate diseriminant functions g;(x). For C classes problem
we define C diseriminant functions gy (@)...9c(2). The feature vector & is assigued to
a class whose diseriminant funcetion is the largest value of @, as given by the following
equation,

gi{x) = max,g;{x) . (3.1)

LDA lias been a proven classification schewe, Thercfore in order to perform the
classification in the proposed system we utilized software package SPSS. Figure 3.8

shows the details of the classification phase.

Audio

Feature \ Feature .| Classification |_ Feature
Selection |  Engine DB

Motion /

Features

Figure 3.8: Classification phase overview
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The first part of the classification phase performs feature selection using a scatter
matrix of within class spread and between-class spread. The criteria maximized is
given by Equation 3.2.

Tr{S#Szs}, (3.2)

where Sy is the within class spread and Sp is between-class spread and T'r is the
trace function.

After feature selection, the features are classified using Fisher’s criterion for LDA.
This generates discriminant functions for each class and the selected features are

classified in a class that has the highest discrimination value.

3.5 Test Database of American Football Video Shots

The test database was created by recording some of the National Football League
games broadcasted during the 2003-2004 season. The games were recorded from all
the four major networks, namely: ABC, CBS, ESPN and FOX. The recorded video
was manually cut into shots containing all the details of a game. The shots were
indexed into three categories namely: pass plays, run plays and kicking plays.

The database consists of 200 video shots with durations varying from 5 seconds
to about 25 seconds. In the database there are 88 pass plays, 67 run plays and 45
kicking plays. A total of 8 different teams were used to create the database from 4
different networks. This variety in the database ensured that the sample space of our

work was diverse and included different types of production styles.
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Chapter 4

Semantic Localization

4.1 Imtroduction

HE concept of segmentation or localization of objects within a multimedia doc-

T ument has been an area of active research for quite some time. For example

" speech recognition relies on good localization of phonemes in order to perform simi-

larity matching. Object segmentation in images has been implemented in MPEG-4,

which has the option of coding the entire video frame or arbitrary objects within a
frame.

Segmentation of objects from multimedia documents can be done in both the
temporal domain or the spatial domain. Speech recognition is an example of temporal
segmentation while segmentation of objects from images is an example of spatial
segmentation. Likewise object tracking within a video is a combination of temporal
and spatial segmentation.

The philosophy behind segmentation is to extract meaningful information from
the multimedia object. The segmented object must contain semantic information so
that it can be easily mapped into human perception. For example, we localize words
from spoken content, since humans can relate to words and not to the signal energy.
We segment objects like sun, tree or house from the images and not color or texture.

Building on the above mentioned philosophy, our objective was to localize play
events from American football video shots. This localization will provide us with a

semantic unit which can then be classified into a specific category. In this chapter, we
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will review some of the related works within a sports video context. Then, we propose

a novel algorithm to segment plays, followed by the experimental results detailing the
performance of this algorithm. '

4.2 Related Works

Sport events have very well defined structures. They have a set of rules that must be
followed in order for the game to be played properly. This definite structure provides
a variety of clues which can be used to segment the sports video. Therefore most of
the segmentation and localization algorithms within.the sports domain rely heavily
on specific sport knowledge base. _

In the paper by Nitta et al. [29], they proposed a scheme to localize semantic
events by using closed caption (CC) text. The objective was to create semantic story
events by evaluating CC text for keywords. The authors first segment the (CC)
text based on pauses between dialogue or speaker changes. These segments are then
input into a Bayesian network to evaluate the probability of the segment containing
semantic information about American football.

In the paper [30], Li and Sezan proposed a sports highlight generation scheme.
The authors first segment video in two categories, namely: play and non-play events.
The play events are detected by using low level features such as color, texture, motion
and player shape and movement. Based on these features two models are developed
to categorize the video segments. The first is a rule bésed inference model and the
second is the probabilistic inference model based on HMM. The authors experimented

this scheme with baseball, football and sumo wrestling.

4.3 Proposed Algorithm

Many sports such as golf, baseball, bowling and American football have a requirement
that the team or players must be in a distinctive position before each play. In golf
the player positions himself by the ball in order to hit it in a certain direction. In

baseball the batter awaits for the pitcher to go through its motions and deliver the

36

Renroduced with narmisginon of the convriaht ownear. Further renraduction nrohihitad withot it narmissinn.



37

pitch. Likewise in American football the two teams first line up face to face before
the ball is snapped to begin the play.

The comrmon theme among all these sports is the perceived motion activity, before
and after the play starts. This distinetion in the motion activity is utilized in the
proposed algorithm in order to divide the video into non-play event segments and

play event segments, as seen in Figure 4.1.
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TFigure 4.1: Mean of Motion Vectors for different types of plays

The primary objective of the algorithm is to detect the key frame that can be used
as the starting point of the play event in the shot. The end point of the play event is
not extracted, as in most American football video shots containing play events, the
shot usually terminates at the end of the play. Therefore, the algorithm is designed to
detect the instance where motion activity in the video shot is sustained at a certain
level.

In order to extract the intensity of motion descriptor, MPEG-1 video motion

vectors are used. Only the motion vectors from the P frames are analyzed in order to
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speed up the processing time. In MPEG-7 the motion activity descriptor represents
the standard deviation of motion vector magnitudes within a frame. This is given by

the following equation.

. \/Z{V(MAGMV - va)z
Omy = N )

where M AG v is the magnitude of motion vector with coordinates (z,v), and is

(4.1)

calculated by MAGuMv = V2 + ¥2. lmy is the mean of the motion vectors and is
defined as:

SN MAGyy
N b

where N is the number of macro-blocks that have a motion vector coded in the

Loy = (4.2)

MPEG-1 stream. The number N varies from frame to frame as not all the macro-
blocks are coded with a motion vector. The two features (ym,, and o) are used
collaboratively in the algorithm to detect the start point of the play. Figure 4.2 shows
the plot of the mean and standard deviation of the magnitudes of motion vectors in

a video shot.

An analysis with 20 video shots selected from each category was conducted to
estimate the thresholds for the mean and standard deviation of motion vectors. From
the analysis it was found that at the starting point of the play the mean was consis-
tently within a range of 3 and 4.5, while the standard deviation of the motion vectors
in the frame ranged from 1.2 till 4.2. This large variation between the standard devi-
ation was due to the fact that in some video shots the play started as the camera was
zooming in. Therefore based on the results from the above analysis, the threshold
for mean was set at 4. In the MPEG-7 standard the motion activity descriptor goes
from level 1 to level 2 when the standard deviation of the motion vector magnitude
reaches 3.9. Therefore in our algorithm the standard deviation threshold corresponds

to this change in level.
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Figure 4.2: Mean and Standard deviation of Motion Vectors

Figure 4.3 shows the fow chart of the proposed algorithm to estimate the frame
which represents the starting point of the play event. The steps of the algorithm are

explained below:

Stepl: Find a P frame with a mean value of 4 or higher

¢ Step2: Determine the gradient of the mean values within a window (3 or 4

adjacent frames)

e Step3: If gradients are all positive mark the frame as possible starting point,

else go back to Step 1.

o Stepd: If the intensity of motion descriptor has a value of 2 or higher, return

frane number as the starting point

» Step5: If the intensity of motion descriptor has a value of 1, determine the

i
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gradient of the standard deviation values within a window (3 or 4 adjacent

{rames)

» Step6: If the gradients are all positive reburn the frame number as the starting

point, else go back to step 1.

Return Frame No
As starting point

Step 1

Return Frame No
As slarling point

Figure 4.3: Tlow chart of proposed algorithm

Ranrndiined with narmiccinn of tha nnnurinht nwnar  Fiirthar ranradiictinn nrahihitad withant narmiccinn



41
4.4 Play start detection results

The above algorithm was tested on the American foothall video shot database which
consists of 200 video shots taken from 4 different games and 4 different networks, as
detailed in Section 3.5. In order to measure the performance of the algorithm, we had
to establish the ground truth about the starting poiut of the play event within each
videa shot. To establish the ground truth an observer manually indexed the frame
number within a video shot which best represented the start point of the play evens.

Comparison of results was done by calculating the diffierence between the ground
truth frame number and the frame number estimated by the algorithm. Figure 4.4,

shows the deviation of the estimated [rame numbers from the ground truth.

»

“Qriginal = Estimated

Figure 4.4: Deviation of estimated stacting point from ground truth

It was noticed that we needed to develop some type of strategy to represent the

results, since having a deviation chart only showed quantifiable results. The results
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still needed to be evaluated in terms of what this deviation means in actual time.
That is, we needed to evaluate if the algorithm is estimating a starting point too
early or if it is estimating the starting point after a certain amount of delay.

Since MPEG-1 video has a frame rate of 30 [rames/sec, building a histogram
whose bin size was 30 frames would give a general idea of how apart the estimated
frame numbers were from the ground truth in fime domain. Figure 4.5, shows the
performance of the algorithm using a window size of 3.‘ The figure details what
percentage of estimated frame numbers relate to early and delayed detection of the
play event. From the figure we can see that the algorithm is able to detect 83% of

the slarting point within 1 second of the ground truth starting point.

n time domain, window =3

. Numbe,r of shots

Figure 4.5: Performance of proposed algorithm in time domain
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An experiment was also done by varying the window size to 4. Figure 4.6 shows
the deviation between the estimated frame number and the ground truth. With the
window size of 4, we are looking for the motion activity to be sustained for a longer
period as compared to with window size of 3. Therefore, the algorithm will detect the
starting point after a little delay. Thus in Figure 4.7 we see a lot more video shots in

the range of +1 second and +8 second.

Ground truth vs Estimate
Window size = 4

nd

4

q‘:‘r

D o .

N ..mmmw

1080 Bhoty

Origingl s Estimaled

Figure 4.6: Deviation of estimated starting point from ground truth

4.5 Conclusions

In this chapter an algorithm was proposed to localize the play event within a video
shot. MPEG-7 intensity of motion descriptor along with the mean of motion vector
magnitudes was used to detect the starting point of the play. Keeping with our

objective of fast and simple, we cevised the algorithm that worked by analyzing
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es in time domain, window = 4

“'Number of shots 60~

40+

20+

Figure 4.7: Performance of proposed algorithm in time domain

the mean and standard deviation of the motion vectors within a video shot. The
algorithm relied on domain knowledge, that is in American football before the play
starts the two teams face each other and stay in a particular position for a period of
time. Thus providing low intensity motion just before the start of the play.

The algorithim detected the starting points of the play with 83% accuracy, that
is 166 of the 200 video shots in the database had the starting points detected within
+1 seconds of the orviginal starting point. The accuracy of the algorithm can be
increased to 86.5% by increasing the window size from 3 frames to 4 frames. But this
change in window size has its own side effect. By increasing the window size we are
looking for motion activity being sustained for a longer period of time. The trade ofl
is that we get more shots that are detected after the play has started. In some of the

cases the play starts without much motion activity happening in the surroundings.
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In these cases, the starting point estimated by the algorithm is delayed a few seconds
compared to the actual play start.
Table 4.1 shows a comparison of the performance of the algorithm utilizing the

different window sizes.

Time index | WinSize=3 | WinSize=4 | Difference(3 vs 4)
-8 1 0 -1
-7 2 3 +1
-6 3 2 -1
-5 : 3 1 -2
-4 4 2 -2
-3 3 2 -1
-2 12 6 -6
-1 17 3 -9
0 115 117 +2
1 34 48 +14
2 6 8 +2
3 0 1 +1
4 0 0 0
5 0 1 +1
6 0 1 —+1

Table 4.1: Comparison table of pla,y detection performance using window size 3 vs 4

As seen from Table 4.1 columns 2 and 3, with a window size of 3 frames we have
only 6 shots that are detected after the first second and all of them were detected
within 2 seconds of the play start. But with a window éize of 4, there are 11 shots
that are detectéd after the first second, and one shot is detected 6 seconds after the
play{start. In the design of the system we used window size of 3, as most of the shots
are detected within a couple of seconds of the play starting point. A 6 second delay
is too much, as some critical feature information will be lost during this duration.

The robustness of the algorithm cé.n be estimated by the fact that four different
broadcasting station were used to construct the database, thus incorporating diverse
styles of production and camera movements. Therefore it can be concluded that this
algorithm can also be utilized for other sports in which the players take a specific

position before starting a play.
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Chapter 5

Indexing of American football

5.1 Introduction

One of the biggest application areas for MPEG-7 is multimedia indexing and re-
trieval. The feature formulation and classification strategy forms the essence of all
indexing and retrieval applications. The standard does not specify how the features
are extracted or how the the standard descriptors are used in a classification scheme.
MPEG-7 creates a standard description made up of low level features, such that ap-
Aplications can be developed without regard to how the features were extracted. The
applications take the standard descriptors and combine them with other descriptors
in order to create a feature space which can be used to index and query the related
database.

" As evident from the review of works done in Section 3.2, indexing of sports video
into semantic events requires a complicated strategy. It requires multi-modal features
as well as domain knowledge in order to build an effective indé;dng system. Since the
introduction of the MPEG-T7 standard, there has been significant research effort put
in developing applications based on MPEG-7 descriptors.

In Section 2.3, we presented a variety of commercial that utilize the standard
descriptors. But to this date there has been only a few applications that utilize
MPEG-7 descriptors for sports video indexing and retrieval. The application we are
proposing is a first in the American football domain, which utilizes MPEG-7 motion

and audio descriptors along with MFCC features.

46
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Section 5.2 details the descriptors and features utilized to create the feature space
of the proposed application system. Section 5.3 details the classification results ob-
tained by utilizing a LDA technique. Section 5.4 presents the conclusions and obser-

vations on the proposed system.

5.2 Feature Extraction

From the review of sports indexing applications detailed in Section 3.2, we can see
that audio and motion play an important rele in providing discriminant features for
sports domain video indexing and retrieval. In the case of American football, visual or
motion features play a significantly dominant role in discriminating between different
types of plays as shown in Figure 5.1. Therefore first we evaluate the efficacy of
using motion descriptors for an American football video indexing system and then we

evaluate the changes in system performance by adding audio descriptors and MFCC
features.

Comparison of motion vector magnitude in different plays
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5.2.1 MPEG-7 Motion Descriptors Feature Mapping

The motivation behind using the motion descriptors was due to the fact that in
American football the global motion between different types of plays provides a variety
of clues. In order to understand fully the difference in motion between the plays, first

we require a detailed explanation of general motion involved in the plays:

« Pass Plays: During a pass play first the motion is lateral in order to track the
movements of a quarterback who is going to throw the ball. Then it is followed
by rapid zoom out and followed by a lateral movement to follow the throw. At
the end of the play the motion is fracking the player to whom the ball was
thrown. Therefore, the movements for a pass play involve first low intensity
lateral movement followed by high intensity zoom out and lateral movement
and then in the end low intensity lateral movement. Figure 5.2 shows some of

the key frames from a pass play.

Figure 5.2: Key Frames of Pass Play

¢ Run Plays: During a run play first the motion is lateral as the runner gets
the ball. Then the camera zooms in, to track the movements of the ball carrier.

This zoom in provides the perception of high intensity motion. At the end

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



49

the camera tracks laterally the movements of the ball carrier. Therefore, the
movements of a run play involve first low intensity lateral movement, followed
by short high intensity lateral movement and in the end low intensity lateral

movement. Figure 5.3 shows some of the key frames from a run play.

Figure 5.3: Key Frames of Run Play

« Kicking Play: In the kicking play category, there are two different types of
kicks that take place. Bach one has a completely different type of motion

associated with it. The two types of kicking plays are detailed as follows:

— Kickoff/Punt (i/P): In this category of kicking play, the kicker starts
with kicking the ball high in the air. This motion causes the camera to
rapidly zoom out to capture the kicked ball. After the kick the camera
zooms into the player who has the ball and tracks the movements of the
ball carrier. Therefore this play has movements that involve frst high
intensity motion of zooming out and zooming in with horizontal direction
movement, followed by low intensity inotion laterally. Figure 5.4 shows

some of the key frames from a kickoff/punt play.
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Figure 5.4: Key Frames of Kickoff/Punt Play

— Field goal/Extra point (FG/XP): [n this category of kicking play, the
ball is long snapped (short under hand throw) to a holder who sets the
ball up to be kicked by a kicker. The majority of the movement is low
intensity with most of it coming after the kick when the camera is tracking
the kicked ball as it sails towards the goal post. Therefore the majority
of motion in this category is vertical and low intensity. Figure 5.5 shows

some of the key frames from a field goal/ extra point play.

The global motion of camera, the intensity of motion and the direction of motion
provide valuable discriminating information regarding different types of plays. In this
work we build the motion based feature set by utilizing intensity of motion descriptor
and dominant direction descriptor of MPEG-7. The motivation behind using the two
descriptor in combination comes from analyzing the explanation of different plays as
formulated above.

The magnitude of motion vectors was calculated by extracting the encoded motion
vector given by coordinates (z,y) from the macro blocks within P frames of the

MPEG-1 video strecam. The magnitude is given by the following equation:

MAG v = \/.’132 + 'y?‘ . (51)
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Figure 5.5: Key Frames of Field Goal/Extra Point Play

According to MPEG-7 description the standard deviation of the magnitudes of
motion vectors formulates the intensity of motion descriptor. The descriptor takes
on the value of 1 through 5, 1 meaning low intensity and 5 meaning high intensity.
For the purpose of this work, the standard deviation of the magnitudes of motion
vectors is quantized into 12 levels. Experiments showed that by using only 5 levels,
the discrimination between plays was significanily lower. Thus to provide better
resolution of motion activity, the magnitude of motion vectors were gquantized into 12
levels.

Similarly the direction of each of the motion vectors encoded in the macro blocks
of P frames of the MPEG-1 video stream was calculated. The direction of the motion

vector is calculated by using the following equation:
) — y ¢
Oy = archan(—z—) . (5.2)

According to MPEG-7 description the dominant direction descriptor is calculated
by quantizing the angles of the motion vectors into 8 levels as shown in Figure 2.2,
For the purpose of this work, the same 8 quantization levels were used to define the

dominant direction descriptor.
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The fact that the intensity of motion descriptor and dominant direction descriptor
cannof, provide sufficient discrimivating features if utilized independently, we decided
to create a 2D feature map of intensity of motion descriptor and dominant direction
descriptor. This 2D map consistad of 12 levels for intensity and 8 levels for direction,
as defined above. Figure 5.6 shows the feabure map doveloped based on the two
motion activity descriptors for a video shot. In the feature map the blue colour

corresponds fo low values and the red colour corresponds to high values.

Intensity of Maotion Activity bins

3

Derninant Direction bins

Figure 5.6: Motion feature map

The motivation behind this was to create a feature that was modeled by taking
both the intensity and direction of motion into consideration; thus discriminating
between high intensity motion in upward direction versus high intensity motion in

the lateral direction.
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The motion feature map provides a unique representation of only 96 dimension for
both intensity of motion and direction of motion within a video shot. This compact
representation can be used as input to a classifier to test the efficacy of motion

descriptors in discriminating between American football plays.

5.2.2 MPEG-7 Audio Descriptors Feature Mapping

The motivation behind using audio descriptors is that most sports have a certain vo-
cabulary associated with each event. Almost all the announcers will utilize some of the
vocabulary to deseribe sim:ﬂar events. Therefore we wanted a compact representation
of audio characteristics to describe the general tone and pitch of the announcer. The
purpose was not to recognize all the spoken words, but only to analyze the similarity
in the spoken sound between similar events.

As mentioned in Section 3.4.2.1, we used three MPEG-7 audio descriptors namely, |
Audio Spectrum Envelope, Audio Spectrum Centroid and Audio Spectrum Flatness.
Figure 5.7 shows the input audio signal and the output of the three descriptors.

Details on the extraction method of the audio descriptors is given below:

e Audio Spectrum Envelope (ASE): This descriptor represents the power
spectrum of an audio signal. It is computed by calculating the Fourier transform
of the audio signal which is windowed using a Hamming window with an overlap
of 50% between adjacent audio frames or windows. The size of the Hamming
window is taken to be 10ms. This descriptor is calculated using the following

equations as given in [31]:
S, k) = Z¥=s(n -+ LM Yuw(n) exp(—5 (o)) (5.9)

where IV is the size of the short time fourier transform S(, k), & is the frequency
bin index, { is the time audio frame index, w(n) is the analysis window function
of length lw and M is the hop size. The short time fourier transform S(I, k)

needs to be normalized by a factor of N in order to preserve Parseval’s Theorem
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Figure 5.7: (a) Original audio signal; (b) Audio Spectrum Envelope descriptor output;
1/4 octave resolution; (¢) Audio Spectrum Centroid descriptor output; (d) Audio Spectrum
Flatness descriptor output

and since ASE represents only the power spectrum, therefore we can estimate

the ASE descriptor as follows:

ASE(, k) = -a{f—msa,lc)ﬁ , (5.4)

where o is the window normalization factor. T'he number of frequency bins can

be varied hased on the octave resolution required. One bin is reserved for power
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" between 0 Hz and 62.5 Hz, while another one is reserved for power between 8
kHz and Nyquist rate. With 1/8 of octave resolution the frequencies in the
middle are divided into 8 bins, thus providing a spectrum envelope consisting

of 10 bins. Figure 5.7(b) shows Audio Spectrum Envelope description with 1/4

of octave resolution.

e Audio Spectrum Centroid (ASC): This descriptor represents the center of
gravity of the power spectrum. That is, it shows the dominant frequencies in
the power spectrum. This is calculated by adding the energy in each frequency
bin by the total energy in :the frame as given by the following equation:

K—17,
ascl) =S
where k is the frequency bins index. The ASC for each frame was then normal-

(5.5)

ized between the values of 0 and 1, after which they were quantized into 10 bins
in order to provide compact representation of the MPEG-7 descriptor. Figure
5.7(c) shows the ASC description. The figure shows that the audio signal has

mainly low frequencies as the centroid is mainly below 1 kHz.

e Audio Spectrum Flatness (ASF): This descriptor represents the overall
tonal component in the power spectrum of the audio signal. It is calculated

" by calculating the geometric mean of the audio frame and dividing it by the
arithmetic mean of the audio frame as shown by the equation

(X ASE(, k) v

Lo ASE(E)

where k is the frequency bins index and N is the size of the short time fourier

ASF(l) =

(5.6)

transform window. Figure 5.7(d) shows the Audio Spectrum Flatness of an

audio signal. The spectrum is then normalized and quantized into 10 bins.

5.2.3 MFCC Feature Mapping

Mel Frequency Cepstrum Coefficients (MFCC) have been widely used within the

speech recognition community as a basic spectral feature set that provides robust

classification of sound.
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Due to the fact that most of the video shots contain a lot of crowd noise, a.nd we
want to extract the perceived rhythm and sound of the spoken content, we needed a
feature that can model the human hearing and also works well under noisy conditions.
Mel Frequency cepstrum has been used extensively in the speech recognition systems
as it tries to emphasize the frequencies that are more easily perceived by the human
ear.

The Mel scale first defined in [27] and revised in [28], was developed to model the
pitch of a sound. Pitch is a non linear combinationlo‘i‘? both frequéncy and intensity:
The Mel scale tried to put in perspective the relationship between pitch of the sound
and its intensity. Therefore the Ipitch of 1000 Mels was half the intensity of the pitch
at 2000 Mels. That is the Mel scale measures pitch in an absolute scale. The following

equation shows the relationship between frequency and pitch.

o(f) = 4491.7
"~ 14 exp(7.1702 — 1.9824 1og(f))

where f denotes frequency in Hertz and v denotes pitch in mels. Figure 5.8 shows

~30.360, (5.7)

the Mel scale from which the above equation was derived by curve fitting.

The MFCC features are extracted by first de-multiplexing the audio stream from
the MPEG-1 video. This audio stream is then input into the a MFCC feature ex-
traction system, which first performs pre-processing on the raw audio data. After
the pre-processing step the MFC Coefficients are extracted and finally the coefficient

matrix is passed through a feature reduction or compaction step. This sub system is

shown in Figure 5.9.
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Figure 5.9: MFCC feature extraction sub system

MFCC Feature Mapping - Audio preprocessing

The objective of this stage is to remove any silent segments from the raw audio data.
This is done in order to model the MFCC features for only the voiced segments of

the audio signal. Following steps were taken to remove unvoiced segments from the

audio data:

e Window audio signal in 25ms frames with 25% overlap between adjacent frames
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e Compute the mean of each window

o Remove frames where mean is less than a threshold

MFCC Feature Mapping - Coefiicient calculation

In this step of MFCC feature modeling the Mel frequency coefficients are extracted
using the algorithm proposed in [32]. Following are the step followed to extract the

coeflicients for a IV sample audio signal given by s = sp, ..., Sy—1:

¢ Pre-Emphasis: This is a high pass filtering operation in order to compensate
for the spectral tilt. In time domain this is performed by subtracting the original
signal at a particular time instant from the signal in the previous time instant
which is scaled by a constant. This constant is usually taken to be between 0.9

and 1. This step in time domain is given by the following equation:
s =8 —as— for 09<a<l, (5.8)
where the constant o was taken to be 0.95.

¢ Blocking and Windowing: In this step the input signal is divided into frames
of equal length. Each frame is made to overlap the previous audio frame. The
overlap portion can vary between the ranges of 20% to 50%. The selection of the
frame length is dependent on the specific use, but in most speech recognition
applications the frame size is 10-40ms long. The individual frames are then
windowed using a windowing function in order to reduce the spectral artifacts
and also to smoothen the discontinuities in the signal edges. Usually a Hamming
or Hanning type window function is used to perform this step. In this work we

used an overlap window of 50% and Hamming window function given by the

following equation:

Yij = Yijw; forj=0,....W—1, andi=0,...,M —1; (5.9)
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Here y is the frame window, w is the Hamming window function as given by
the equation below. M is the total number of frames in the audio signal and W
is the size of the window:

2mq
W-1

w; = 0.54 — 0.46 cos( ) forj=0,....,W-—1; (5.10)

¢ Frequency domain transformation: In this step each frame is transformed
in the frequency domain using the Fourier Transform. The transformation into
the frequency domain results in a signal with both real and complex parts. If
only the power spe:ctrum is to be utilized -then the magnitude square of the
Fourier coefficients are used. Therefore the -output at this stage is the power
spectrum coefficients based on the length of the transform for each frame. This

is given by the following equation:
z; = |fft(y:)|? fori=0,..,M—1; (5.11)

o Mel Filter Bank: The Mel filter bank is designed to capture lower frequencies
and emphasize the iﬁforrhation in the speech signél at these ﬁequencies. Most
of the important and useful information in a Speech signal is present in the lower
end of the spectrum. The ﬁltér banks are constructed of triangular shaped filters
and are ﬁlaae to ox?erlap such that the lower ‘frequen‘cy of the filter corresponds
to the center frequency of the prévious filter and the hig}}__frequgpgy. of the filter
corresponds to the >center frequenc.;yvof‘ _{ci;e_ next ﬁltgl;, The ﬁltersibelow 1 kHz
are spaced linearly and the filters above 1 kHz aije spaced by increasing the
distance'i.lxt‘imes after each filter: Usually the range of frequency covered by
the filter bank lies bevtw_een’ 20 Hz till half the sampl_ing frequency of the signal.
Figure 5.10 shows the arrangement of the Mel scale filter banks.

When the power spectrum of the frequency coefficients is passed through the
filter bank, the output is the inner product of the filter with the power spectrum
coefficients. This provid.es the energy coefficients of each filter for every audio

frame.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



60

: i PR S B L . 2 A [ ) 1 .
o &g - 1008 1800 . RO 250G 3000 35D 4000 .
. . Fraquenicyin He. Do :

Figure 5.18: Mel filter bank

o Log of energy coeflicients: DBy passing the signal through the Mel scale
filter bank the coefficients are modeled according to human auditory system
of pitch perception. In a very crude fashion the intensity-loudness relationship
of the humane auditory system can be modeled by taking the log of the filter
coeflicients. This is done as shown in the equation below:

1 U=l
Py = log(z; ké% sihg) » (5.12)
where it = 0,...,M — 1; and § =0,..., K — 1. U is the number of audio frames
in the signal. A; is the normalized energy of each frame and is given by the
following equation: .
A= fis (5.13)
k=0

¢ Inverse frequency domain transformation: This step is performed to re-
duce the dimension of the coefficients and also to de-correlate the coefficients.
Since only the power spectrum was used as input to the filter banks, the inverse

frequency transformation only has real part. Because of the cosine transforma-

tion property most of the signal energy is compacted in the first few coefficients.
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Thus only a Arst few coefficients are selected for the feature vector of each frame.
Usually in speech recognition systems 9 to 13 coeflicients are used. In this work
we took the first 13 coefficients, the frst coefficient was discarded as it contains

the energy information of each frame.

MFECC Feature Mapping - Coefficient compaction

Since video shots for different plays varied in size, dimensions of the coefficient matrix
were not uniform. Longer video shots had more audio frames compared to shorter
video shots. Therefore to make the matrix dimension uniform we had to apply a
matrix compaction strategy. Also there was redundancy between the coefficients of
the adjacent frames, as seen in Figure 5.11. In the figure blue colour represents low

values and the red colours represent high values.

MFCC Coefficients

020 30 40 R 60
# of audio Frames

Figure 5.11: MFCC feature redundancy
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In order to make the matrix uniform and reduce redundancy, we decided to fix
the number of audio frames. Euclidean distance between adjacent audio frames was
calculated and a threshold was calculated empirically that would compact the coef-
ficient matrix size into 64 segments. An experiment was conducted to find out the
number of segments that would provide optimal results. In the experimenf, segment
sizes of 32,64;128 and 956 were used and the classification results showed that taking
64 segments provided best results. Thus this provided us with 12 x 64 feature matrix

or a 768 dimension feature vector.

5.3 American Football RVS Event Classification
5.3.1 Linear Discriminant Analysis

As stated in Section 3.4.3, to perform classification of the feature set we utilized LDA,
specifically Fisher’s LDA [33]. In general for a multi-class problem, Fisher’s LDA tries
to choose those vectors a; of the feature matrix A that will maximize the equation:
aj Spay
TSWaz

(5.14)

subgect to the orthogonahty constramt .':13'8‘413.Z = 5” In the equation Sy is the
'wfchln class spread and S B 1s between-class spread
That 1s to say that the Wlth—m class covarxa.nce matnx in the transformed space
is an 1dent1ty matr:x Th; ﬁrst vector a; is the Flsher s lmea.r discriminant and the
second vector az is orthogona,l to ap and 50 on.

The charactenstms of Flsher s LDA can. be stated as follows [33]:

o For C riumber of classes a'transformation is done to a space of C-1 dimension.
» The transformation is Ckc')mp'utéd with 1o pnor aésumptions about the distribu-

tion of the data set.

¢ Discrimination can be conducted by utilizing reduced dimension set of the fea-

ture set
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¢ For complex non linear clessifiers, LDA can be used as a post processing step.

In order to calculate the transformation matrix which can be used to calculate

the discriminant function of different classes, the following steps are used:

e First the mean of thé features for each class is calculated and for the t* class

is represented by u;. Then the mean of the overall data set is calculated and is

represented by m.

Then 5 the covariance matrix of each class is calculated using the following

equation:

L= (5 ~ ps) (s - )" 5 (5.15)

The between class scatter matrix Sp is calculated using the following equation:

c . '
Sp=>Y %(m —m)(m; —m)7; (5.16)

t=1

Then the with-in class scatter matrix is calculated using;:

. C n; e

i=1

The solution that maximized the with-in class scatter and the between class is

found by calculating the eigenvectors as given by:
SpA =SwAA, (5.18)

where A is the matrix whose columns are transformed vectors a; and A is the

diagonal matrix of eigenvalues.

e The eigenvectors corresponding to the highest eigenvalue are used for feature

extraction.

The discriminant functions are devised by multiplying the new feature vector
with the original vectors and finding the constant that will maximize the separability

between classes, as given by the following equation.

g =ajx+ao,  (5.19)

where ag is the constant and g; is the discriminant function of the #h class.
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5.3.2 MPEG-7 Motion descriptor based classification

In order to evaluate the efficacy of using MPEG-7 motion descriptors for indexing
of American football plays, the 98 dimensional motion feature vector was used to
classify 4 events from the football game. The classification was done on a database
of 200 video shots taken from 4 different games, as detailed in Section 3.5.

Table 5.1 shows the classification results obtained by using MPEG-7 motion de-
scriptor feature model. This feature model consisted of a 96 dimensional feature map
of motion magnitude and direction as well as 2 dimensional feature of mean and

standard deviation of frames with the highest motion activity.

Play Category Classification accuracy
Pass Plays 79.5%
Run Plays 92.5%
FG/Extra Point Plays 87.5%
Kickoff/Punt Plays 65.5%

Table 5.1: Classification Summary Table using MPEG-7 motion descriptor features

The overall classification accuracy of the system is 82.5%. As seen from Table
5.1 we get best classification results for running plays and the worst results for kick-
off/punt plays. The kickoff/punt play category is classified only 65.5% correctly with
most of the missed classifications falling in the pass play category. Table 5.2 shows

the confusion matrix of the four category classification.

Classified category

Actual category | Pass { Run | FG/XP | K/P
Pass | 70 | 13 0 3
Run 5 62 0 0
. ' FG/Extra point | 0 1 14 1
‘ Kickoff/Punt 10 0 0 19

Table 5.2: Confusion matrix between categories using MPEG-7 motion descriptor features
for classification
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Most of the confusion is between passing play category and kickoff/punt category.
This can be due to the fact that the kickoff/punt category has the ball catching and

running actions as well as the kicking action.

5.3.3 MPEG-7 Audio descriptor based classification

The MPEG-7 audio descriptor feature vector was extracted to complement the motion
descriptor features. Before we evaluate the fusion of motion and audio descriptors, we
first evaluate the pro and cons of using audio descriptors only for event classification.

Table 5.3 shows the ciassiﬁcation results obtained by using MPEG-7 audio de-
scriptor feature model on a database of 200 video shots as detailed in Section 3.5.
This feature model consisted of a 10 dimension feature vector of audio spectrum en-
velope descriptor, a 10 dimension feature vector of audio spectrum centroid and a 10

dimension feature vector of audio spectrum flatness.

Play Category Classification accuracy
Pass Plays 65.9%
Run Plays 32.8%
FG/Extra Point Plays 0.0%
Kickoff/Punt Plays 55.2%

Table 5.3: Classification Summary Table using MPEG-7 audio descriptor features

We can see that the cléssiﬁcation rate is \}ery low compared t0 the motion descrip-
tor classification. The overall classification accuracy of 48.0% was achieved using only
MPEG-7 audio descriptor feature vector. This feature vector tried to classify play
events into four categories based on general spectral characteristics of the audio sig-
nal. It can be seen from Table 5.3 that the category of Field goal and Extra points
had all the shots.miss classified. This could be attributed to fact that during these
plays the commentators only comment if the attempt to score was good or not. In
some cases the commentators are talking 'about the previous plays, till the kick was
made and by the time they mention the outcome of the play, the video is cut into

another shot. Table 5.4 shows the confusion matrix of play classification.
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Classified category

Actual category | Pass | Run | FG/XP | K/P
Pass 58 22 0 8
Run 40 22 0 5
FG/Extra point | 10 6 0 0
Kickoff/Punt 13 0 0 16

Table 5.4: Confusion matrix between categories using MPEG-7 audio descriptor features
for classification ' ‘

It can be seen from the confusion matrix in Table 5.4 that the audio descriptor
features do not contain much discriminating power to categorize the play events, as
most of the plays are classified into the first category of pass plays. But the last
category of kickoff/punt plays achieved much better results than any other category.
Therefore this feature can potentially be combined with motion descriptor features

to improve the classification acc‘ura‘cy of the kick/punt category.

5.3.4 MFCC feature based classification

The MPEG-7 audio descriptor feature was purely a spectral feature, representing the
various spectral characteristics of the audio signal. Thus we require another audio
feature that has been proven to be robust in the speech recognition and general sound
recognition classification prbblems. MFCC have been established to provide a feature
set that can be used for general sound recognition.

Here we first evaluate the efficacy of using the MFCC features only before com-
bining them with the MPEG-7 motion and audio descriptor features. Table 5.5 shows

the classification results of using 12 x 64 feature matrix of MFCC features.

The overall classification acéuracy is 57.5%. But using these features helps dis-
criminate between the pass plays and run playé much better than only using MPEG-7
audio descriptors. These features are not very good in classifying the kickoff)punt cat-
égory. Therefore using these features in combination with MPEG-7 audio descriptors

will help in achieving better classification accuracy.
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5.3.5 Multi Modal feature based classification

Here we compare the efficacy of combining the MPEG-7 motion descriptor features
with MPEG-7 audio descriptor features and also the MFCC feature set. Table 5.6

summarizes the results of classification by combining the multi-modalities.

From Table 5.6 we can see the increase in classification accuracy by combining
multi-modal features. In the case of combining the MPEG-7 audio with MFCC
features we see an overall increase of 10%, while combining the audio features with
motion descriptor features ;;hows an increase of 5%. Combining all three features
produce an overall classification result of 92.5%

All the results that were presented in this work are based on using Fisher’'s LDA
classification technique. The database contained 200 video shots and in order to
minimize the bias of the sample set we implemented leave-one-out classification. With
this method one sample from the database sample set is removed and used as the test
set. The classifier is trained with the rest of the samples. This process is repeated
with each sample in the database. This process ensures that classification scheme
does not contain bias due to sample set size. [34].

Feature selection was also performed using the Wilk’s Lambda criterion in order
to optimize the feature space. The dimension of our feature space is large and some of
the features may not enhance discrimination between classes. Therefore in the feature
selection phase the features that provide redundancy and deteriorate the performance

of the overall classification accuracy are taken out of the equation.

Play Category Classification accuracy
Pass Plays "~ 68.2%
Run Plays 62.7%
FG/Extra Point Plays 43.8%
Kickoff/Punt Plays 20.7%

Table 5.5: Classification Summary Table using MFCC features
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5.4 Conclusions

‘The primary design objective of the video indexing system was to utilize features and
classification échemes that are fast, effective and simple to implement on hardware.
The secondary objective was to evaluate the contribution of different multi-modal
features. Also taken into consideration was the fact that domain knowledge plays an
important part in the fine tuning of the system.

As mentioned before, the knowledge base model that we have proposed contains 3
categories of RVS events, namely run plays, pass plays and kicking plays. The kicking
plays category is further sub divided into two categories namely, Field Goal/ Extra
point and Kickoff / Punt. The reason for dividing thém is the totally different type

~ of motion each play category exhibits.

In this Chapter we have proposed and implemented an indexing system that uti-
lizes MPEG-7 motion descriptors features, MPEG-7 audio descriptor features and
MFCC features to classify American football plays into 4 categories mentioned above.
The system first extract the features and then uses LDA to classify them.

In this Chapter we have shown the efficacy of using MPEG-7 motion descriptor
features, MPEG-7 audio descriptor features and MFCC feature sets. We have also
shown the classification results when the feature sets are used in a combination.

We have established that motion features best discriminate between the plays
with an accuracy rate of 83%. But using only motion features cannot resolve the
classification confusion between pass play category and kickoff/punt category.

We also established that some MPEG-7 audio descriptor features provide good

Play MPEG-7 audio | MPEG-7 motion { MPEG-7 motion § MPEG-7 motion

Category MFCC . . audio MFCC audio + MFCC
Pass 70.5% 85.2% 85.2% 94.3%
Run 59.7% 91.0% 92.5% 89.6%
FG/XP 75.0% 87.5% 87.5% 93.8%
K/P 69.0% 82.8% 82.8% 93.1%
Overall 67.0% 87.0% 87.5% - 92.5%

Table 5.6: Classification Summary Table using multi-modal features
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discrimination between kickoff/punt categbry and the other categories. Therefore we
established that combining MPEG-7 audio features with MPEG-7 motion descriptors
provides better classification accuracy. Table 5.6 shows that using MPEG-7 motion
and audio in combination we can improve the classification accuracy from 82.5% to
87.0%. Most of the improvement is in the kickoff/punt category where the classifica-
tion accuracy jumped from 65.5% to 82.8%.

We can conclude from our implementation of the system that using MPEG-7
motion and audio descriptors in combination with MFCC for classification of RVS
events in American football can be very effective. We van also conclude that MPEG-7

descriptors can be readily used in sports indexing and retrieval applications.
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Chapter 6

Conclusions

N this thesis work we have proposed an American football video indexing system
Iutilizing MPEG-7 motion and audio descriptors along with MFCC features. In
Chapter 1, a knowledge base for American football was proposed, using the concept
of Recurrent Visuai Semantic (RVS) at its root. Chapter 2 provided an overview of
the MPEG-7 standard and highlighted the descriptors that were most relevant to this
work. Then in Chapter 3, the proposed system was outlined and an explanation on
the motivation behind using the proposed techniques is provided. In Chapter 4, we
proposed and implemented an algorithm to detect the play events within the video
shots. A comparison of using different parameters in the algorithm is also done in
the chapter. In Chapter 5, we implemented the indexing and classification phase of
the proposed system. The classification results of using motion descriptors, audio
descriptors and MFCC feature sets is also provided in the chapter. The chapter
concluded by analyzing the effects of combining features from multiple modalities. In
this Chapter, we will summarize the results of the overall system and also provide

some recommendation for future enhancement of the system.

6.1 Summary of Thesis contribution

In this work we proposed a system that consisted of two main components: First was
the localization phase of the system, which dealt with finding the starting point of
the play event in the video shots. Second was the indexing and classification phase

which was responsible for the extraction of features and classification of the video

70
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shots into 4 categories. In the following sections the results of the two main phases

of the system are summarized.

6.1.1 Play event detection

In Chapter 4 of this thesis work we proposed an algorithm to localize the play event
within a video shot. This was done with the motivation that in some sports there
are a lot of non-play events that occur before the play event occurs for only a short
period of time. For example in football the total play time is 1 hour, but it takes
approximately 3 hours to play the entire game. Also in between each play the teams
have 40 seconds to setup and start the play. Similarly in sports like golf, bowling,
baseball and tennis, the play event is followed by non-play events.

The algorithm we proposed took advantage of the fact that most of the play events
are preceded with low motion intensity-segments. The proposed algorithia utilized
the mean and standard deviation of the motion vectors from the P frames of the
MPEG-1 video stream. 83% of the time, the proposed algorithm was able to detect
the starting point of the play events in the video shots within one second before or

after the start of the play.

Based on our implementation and results obtained we can make the following

conclusions:

o Localization of play events within a video shot is important as it removes non-

essential data from our feature space and reduces the processing time.

e Collaboration of mean and standard deviation of the magnitude of motion vec-
tors helped in enhancing the detection algorithm, as in some cases using only

the mean may not be reliable.

o There is a trade off that has to be considered when detecting the starting point,
accuracy versus delay in detection. As we saw by increasing the window size
from 3 frames to 4 frames we got better accuracy but some of the plays were

detected after six seconds from the actual starting point.
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¢ We have established that MPEG-7 motion descriptors can be utilized to build

applications that can automatically summarize sports events.

e The algorithm that we proposed is only viable for sports that contain low inten-

sity motion just before the actual play event takes place. For example, tennis,
baseball etc.

e The proposed algorithm can be plugged into a larger application system with-

out much modifications in order to generate highlights of a game or detect

interesting plays.

6.1.2 Play events classification

In Chapter 5 of this work we proposed a system to extract features based on MPEG-
7 audio and motion descriptors as well as MFCC. The motivation was to develop
an application of indexing and retrieval for American football games using primarily
MPEG-7 descriptors, since one of the main objectives of MPEG-7 standardization
efforts was to create an interface environment that can facilitate the application de-
velopment of indexing and retrieval based systems. _

MPEG-7 motion descriptors were primarily used to ciassify the events into the 4
RVS categories. MPEG-7 audio descriptors were used to complement and enhance
the classification process. MFCC were used due to the fact that there were studies [35]
that showed that MFCC performed better than MPEG-7 descriptors of Audio Spec-
trum Basis and Audio Spectrum Projections. These two MPEG-7 audio descriptors
are very similar to features obtained through MFCC.

We were able to classify the events into 4 categories with an accuracy rate of 92.5%
by using all the three feature sets. Using only MPEG-7 descriptor based features
we were able to get classification accuracy of 87.0%. All the classification results
were obtained by using Fisher’s LDA and implementing a leave-one-out classification
criteria in order to minimize the bias of the database which contains 200 video shots

from 4 different games taken from 4 different networks.

Based on our implementation and results obtained we can make the following
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conclusions:

o MPEG-7 motion descriptors are integral in classification of RVS events in Amer-
ican football. Using these simple features we were able to get 82.5% classification

accuracy.

o Combining multi-modal features in a reasonable fashion can enhance the clas-
sification. But always there are trade-offs that need to be considered. Some
features may reduce classification of a particular category but may enhance the
overall performance of the system. Figure 6.1 shows the variations in classifica-

tion results from adding audio features to the motion features.

50.00%
40.00% -
30.00% -

20.00%
10.00% -

0.00% -J< 5
Pass piays Run plays
£ MPEG-7 motion 79.50% |  92.50%
W MPEG-7 motion+audio 86.20%
R MPEG-7 motion + MECC 85.20%

[y MPEG-7 motion+audio+hFCC | 94.30%

Figure 6.1: Multi-modal classification

o Although there is no baseline to compare our results with, since there is no
standard database of American football. Somewhat similar works done in in-
dexing and retrieval of American football events [6] [26] have shown precision

accuracy of 81% and 84% respectively. In this work the system classification
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accuracy is 82.5% by using MPEG-7 motion features only and increases up to
92.5% when all the audio visual featurés are combined. Table 6.1 shows the

comparison between the proposed work and some of the previous works.

System Events Clagsifled Performance
Proposed System | Pass,Run, FG/XP, K/P 92.5%
Miyauchi et. al. [26] FG,TD 33.7%
T. Caelli et. al. (6] 3 types of formations 80.6%
Nitta et. al. [28] | Scrimmage FG/XP, K/P 84.3%

Table 6.1: Performance Comparison of NFL Video Indexing System

e There is still some work that needs to be done in order to reduce the miss
classification between kickoff/punt plays and pass plays. This is eviden$ from

the seatter plot shown in Figure 6.2. In the plot we can see that there is a lot

of overlap between the categories 1 and 4.
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Figure 6.2: Scatter plot of classified dafa
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e In the system we have utilized a supervised classification scheme. The perfor-
mance of the system needs to be tested by using supervised as well as unsuper-

vised classification schemes.

6.2 Future Difections'

In the thesis work we have proposed a system for indexing of American football
video shots utilizing mainly MPEG-7 motion and audio descriptors. The following

directions can be taken to further the work undertaken in this thesis:

e In order to minimize the miss classifications between pass plays and kickoff /punt
plays, we can utilize the MPEG-7 ﬁexture descriptors. This can help in discrim-
inating the kickoff/punt plays as in these plays the ball is kicked high which in
turn makes the camera zoom out to capture the trajectory of the ball. Thus in
a video shot there is not only playing field but also audience in the stands. The
frames with audience will have a higher texture compared to a frame with only

playing field.

e Currently we are only working with video shots and not a whole footage of the
game. One of the steps that can be implemented is parsing of video footage

into shots, thus providing a more complete system.

e In the future a more complex classification scheme can be utilized which takes
into consideration domain knowledge. This knowledge can be based on a state

flow diagram of American football events.

e In this work we only classified the events at the root of our proposed knowledge
base. In the future we can examine how to classify the inner nodes of the

knowledge base tree.

e Further the work on retrieval by mapping the classification results to the MPEG-
7 proposed visual descriptor objective measure of retrieval efficiency given by

Average Normalized Modified Retrieval Rate (ANMRR).
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