
 

MODELLING AND EXPERIMENTAL INVESTIGATION OF ARGET/AGET ATOM 

TRANSFER RADICAL POLYMERIZATION SYSTEMS 

  

by  

Ethan Massicotte 

 B.Eng, Ryerson University, Toronto ON, 2013 

 

 

 

 

 

 A thesis  

presented to Ryerson University  

in partial fulfillment of the  

requirements for the degree of 

 Master of Applied Science  

in the Program of  

Chemical Engineering 

 

 

 

 

 Toronto, Ontario, Canada, 2016 

 

 

 

© Ethan Massicotte, 2016 



ii 

AUTHOR’S DECLARATION FOR ELECTRONIC SUBMISSION OF A THESIS 

 

 I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis, including any 

required final revisions, as accepted by my examiners. 

 I authorize Ryerson University to lend this thesis to other institutions or individuals for the purpose of 

scholarly research. 

 I further authorize Ryerson University to reproduce this thesis by photocopying or by other means, in total 

or in part, at the request of other institutions or individuals for the purpose of scholarly research. 

 I understand that my thesis may be made electronically available to the public. 

 

 

 

 

 

 

 

 

 

 

 

 

 



iii 

ABSTRACT 

 

Modelling and Experimental Investigation of ARGET/AGET Atom  

Transfer Radical Polymerization Systems 

Ethan Massicotte 

 Master of Applied Science in Chemical Engineering,  

Ryerson University, Toronto, 2016 

 

Activators Generated by Electron Transfer (AGET) and Activators Regenerated by Electron 

Transfer (ARGET) Atom Transfer Radical Polymerization (ATRP) are emerging topics within the 

polymerization field. These techniques allow for better control over polymer structure and polymer 

size distributions than conventional polymerizations. However, investigations into these processes 

are lacking, especially from a modelling point of view. Therefore, a kinetic model of the ARGET 

ATRP of butyl methacrylate (BMA) in a solution medium and Hybrid Monte Carlo model of the 

AGET ATRP of butyl acrylate (BA) in a dispersed system were developed and compared with 

data. In addition, an experimental investigation of the AGET ATRP of BA was carried out to study 

the kinetic aspects of this polymerization. The results of these studies demonstrate that both models 

have relatively strong predictive powers, and that different kinetic regimes appear to be available 

within the dispersed system studied experientially. 
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CHAPTER 1 : INTRODUCTION 

 

1.1 Overview 
 

Polymers and the chemical industries leading to their production, have become an integral part of 

contemporary society. With numerous applications, ranging over a wide set of fields, such as 

automotive, energy, paint, electronic, biomedical, etc. (Chanda and Roy, 2009), it is not at all 

surprising that polymers have come to assume this role.  However, irrespective of this success the 

polymerization field is continually evolving, and new chemical techniques and technologies are 

expanding the materials attainable from polymerization processes. Of these advances, one of the 

most recent and exciting was the development of the controlled (living) radical polymerization 

(CLRP) methods, which allow for the synthesis of a plenitude of polymers, under relatively mild 

conditions, with precise chemical architecture and narrow molecular weight distributions 

(Braunecker and Matyjaszewski, 2007). This breakthrough provided a staunch demarcation 

between conventional radical polymerization and CLRP, as this level of control over the polymer 

structure and distribution was unheard of for radical polymerization, and had only previously been 

attainable in living anionic polymerization. 

Owing to its advantages over the conventional radical polymerization process, CLRP has received 

a lot of attention in both academic and industrial sectors. In this regard, three principle version of 

the CLRP system have emerged: Nitroxide Mediated Radical Polymerization (NMRP or NMP), 

Atom Transfer Radical Polymerization (ATRP), and Reversible Addition-Fragmentation Chain 

Transfer (RAFT) Polymerization. Currently efforts have been undertaken to advance all of these 

fields in terms of knowledge of their mechanisms, improvements to their core processes, their 

environmental impact, and their industrial applications. Now while the various CLRP methods 

have advanced significantly in all these areas, further improvements are still possible, as evidenced 

in some recent papers; (Destarac, 2010; Monteiro and Cunningham, 2012; Oh, 2008). Of particular 

importance in this context is fostering a deeper understanding of the CLRP processes in various 

media. 

Consequently, this work will attempt to elucidate some of the phenomenon at play in various 

ATRP systems. ATRP being selected for study, due to its ability to generate high purity block 
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copolymers, its good end group functionality, and large range of applicable monomers.  This 

system will be investigated in three main ways: modelling the Activators Regenerated by Electron 

Transfer Atom Transfer Radical Polymerization (ARGET ATRP) of butyl methacrylate in a 

solution medium, modelling of the Activators Generated by Electron Transfer Atom Transfer 

Radical Polymerization (AGET ATRP) of butyl acrylate in a two-stage dispersed medium, and the 

experimental investigation of the AGET ATRP of butyl acrylate in a two-stage dispersed system. 

Thus, this thesis will be broken into three parts one for each of the studies given above. It is hoped 

that through this effort, new knowledge will become available describing the major phenomenon 

present within these systems. 

 

1.2 Objectives 
 

The main objective of this thesis is to provide further insights into the ATRP process. To 

accomplish this end, three major studies of the ATRP system will be carried out. From the 

perspectives of each of these studies the goals of this thesis are specifically: 

 

1. Kinetic modelling of the ARGET ATRP of butyl methacrylate in a solution medium: 

 

 Develop a model to simulate the ARGET ATRP of butyl methacrylate in solution media, 

providing details on the conversion and molecular weight distributions. 

 Compare model predictions with experimental data in open literature and attempt to 

enhance the quality of the model predictions. 

 Use the model to draw conclusions about the nature of the system 

 

2. Modelling of the activators generated by electron transfer atom transfer radical 

polymerization (AGET ATRP) of butyl acrylate in a two-stage dispersed system: 

 

 Develop a model to simulate the AGET ATRP of butyl acrylate in a two stage dispersed 

system using a Hybrid Monte Carlo algorithm 
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 Compare model predictions to experimental data in open literature and modify it such that 

it is able to capture the general trends of the system. 

 Use the model to draw conclusions about the nature of the system 

 

3. Experimental investigation of the AGET ATRP of butyl acrylate in a two-stage dispersed 

system: 

 

 Determine process conditions under which a controlled radical polymerization occurs. 

 Extract data which provides information about the nature of the AGET ATRP process. 

 Provide qualitative insights into the behavior of the system. 

 

1.3 Thesis Organization 
 

 Chapter 2 provides background information, as well as a literature review of conventional 

radical polymerization, controlled radical polymerization, ATRP, dispersed systems, butyl 

acrylate polymerization, and the use of advanced ATRP systems for polymerization in 

dispersed mediums; 

 Chapter 3 presents the kinetic based modelling work done on the ARGET ATRP of BMA 

in a solution medium; 

 Chapter 4 presents the Hybrid Monte Carlo modelling work done on the AGET ATRP of 

BA in a two-stage dispersed system; 

 Chapter 5 discusses the experimental work done on the AGET ATRP of BA in a two-stage 

dispersed system. The main focus of this chapter is to explain the experimental trends found 

within the data; 

 Chapter 6 provides an overview of the most important conclusions of this thesis and offers 

suggestions for future work. 
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CHAPTER 2 : BACKGROUND AND LITERATURE REVIEW 

 

In this chapter the background necessary to understand the topics of this thesis is given. This 

requires that a couple of subjects within the polymerization field be introduced. The first subset of 

these are the characteristics and mechanism of conventional radical polymerization, controlled 

(living) radical polymerization, and atom transfer radical polymerization (including its 

modifications). With these details one can form an idea of how the solution ARGET ATRP of 

butyl methacrylate will evolve, and understand the basic kinetic mechanism underlying the AGET 

ATRP of butyl acrylate in a two-stage dispersed system. However, as there are some further 

characteristics which arise as a result of the nature of dispersed systems, a summary of ATRP in 

emulsified systems, as well as information regarding the unique features of the ATRP of butyl 

acrylate and its characteristics within dispersed systems will be given.  

 

2.1 Conventional Radical Polymerization 
 

Conventional radical polymerization is one of the oldest and most widely used polymerization 

techniques (Braun, 2009; Chanda and Roy, 2009). It is classified under the subgroup of 

polymerization termed chain-growth polymerization. Being grouped as such, it shares a relatively 

common feature with other chain-growth polymerization reactions, which is that its mechanism 

can be broken into three elementary parts: initiation, propagation, and termination. Often however 

in addition to these reactions, radical polymerizations tend to have transfer reactions, wherein a 

radical transfers its activity to some other molecule. Shown below in Table 2.1 is the general 

mechanism for the free radical polymerization process. The mechanism as depicted below is only 

meant to include the main reactions commonly involved in the process. 
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Table 2.1: Standard Chemical Mechanism for Conventional Free Radical Polymerization 

 

1. Initiation   𝐼
𝑘𝑑
→  2𝑅0

∙   (Dissociation/Decompostion of initiator) 

𝑅0
∙ +𝑀

𝑘𝑖
→ 𝑅1

∙     (Initiation) 

2. Propagation   𝑅𝑛
∙ +𝑀

𝑘𝑝
→ 𝑅𝑛+1

∙     (Propagation) 

3. Transfer   𝑅𝑛
∙ + 𝑇

𝑘𝑡𝑟𝑡
→  𝑃𝑛 + 𝑇 ∙    (Transfer to transfer agent) 

4. Termination   𝑅𝑛
∙ + 𝑅𝑚 ∙

𝑘𝑡𝑐
→ 𝑃𝑛+𝑚  (Combination) 

𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑑
→ 𝑃𝑛 + 𝑃𝑚  (Dispropotionation) 

 

Where I: initiator, 𝑅0
∙ : primary radical generated from the initiator, M: monomer, T: Transfer agent, 

𝑅1
∙ : propagating radical of chain length 1, 𝑅𝑛

∙  : propagating radical of size n; where n≥1, 𝑅𝑚
∙  : 

propagating radical of size m; where m≥1, Pn+m/Pn/Pm: are dead polymers of length n+m, n, and 

m respectively. 

 

As can be seen above the polymerization process begins with the generation of initiator radicals, 

or as they are also known primary radicals. The primary radicals now active in the media can react 

with monomer molecules to start the polymerization process in a step called initiation. A very 

important feature of this reaction is that the newly formed molecules still keep the radical chain 

end functionality of their predecessor. Due to this conservation of functionality with the addition 

of monomer, the radicals can continue to grow by consecutively adding monomer units in a step 

called propagation. It is this step in the polymerization that provides the polymer molecules with 

their extreme size. 

Interestingly, however, there is a limit to the growth of these radicals beyond that set by the amount 

of monomer present, as chain growth ending reactions such as termination and transfer1 occur 

concurrently with propagation. These reactions while serving to end the growth period also have 

distinct effects on the reaction process. For instance, the effect of termination is that the total 

number of radicals in the system is reduced below that produced by the initiator, and the polymer 

                                                           
1 While most transfer reactions result in the formation of dead chains there are some, such as backbiting, which do 
not. 
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size can be greatly extended, if the combination mechanism of termination is dominant. However, 

in the case of transfer reactions, the number of radicals in the system may not be diminished, and 

in certain circumstances these reactions can result in branching. 

With this picture of the free radical system in mind, some of the major advantages and 

disadvantages of the process can now be pointed out. Its advantages, owing mainly to the nature 

of the radicals involved, are that it can form large molecules relatively quickly, it has good chemo- 

and regio-selectivity, can be easily adapted to different polymerization media, is a relatively fast 

process, and has a large range of applicable monomers (Braunecker and Matyjaszewski, 2007). 

However, the system still suffers from some significant disadvantages such as the radicals lose 

their functionality upon irreversibly terminating, the reactions have poor stereo-selectivity, and 

little control is attainable over the individual polymers or their population (Braunecker and 

Matyjaszewski, 2007). To circumvent these disadvantages, attempts to improve the free radical 

process have been made. In the next section, some of the most successful modifications are 

outlined. 

 

2.2 Controlled (Living) Radical Polymerization (CLRP) 
 

Recently, attempts have been made to enhance the conventional free radical polymerization 

process. Often it was hoped that with these modifications, better control over individual polymers 

and their populations could be obtained, and that the final polymer products could be made to have 

good chain end functionality (reactivity). Of these attempts some the most successful have been 

the methods that fall into the category termed controlled (living) radical polymerization.  

At their core, the controlled (living) radical polymerization techniques all share the common 

feature of establishing a dynamic equilibrium between growing radicals and a dormant species - 

or more explicitly, a radical which has reversibly lost its activity. CLRP techniques, thus, add an 

additional step to the radical polymerization process in the form of an equilibrium. Shown below 

in Table 2.2 is the general mechanism of the CLRP processes. It is important to note that this 

mechanism only includes reactions which commonly occur in these processes; also, the reaction 

outlined in the dotted box is the main equilibrium step that differentiates these controlled 

polymerizations from the conventional radical polymerization.  
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Table 2.2: General Mechanism for a Controlled (Living) Radical System 

 

1. Initiation2,*   𝐼
𝑘𝑑
→  2𝑅0

∙   (Dissociation/Decompostion of initiator) 

𝑅0
∙ +𝑀

𝑘𝑖
→ 𝑅1

∙     (Initiation) 

2. Propagation   𝑅𝑛
∙ +𝑀

𝑘𝑝
→ 𝑅𝑛+1

∙     (Propagation) 

3. Transfer   𝑅𝑛
∙ + 𝑇

𝑘𝑡𝑟𝑡
→  𝑃𝑛 + 𝑇 ∙    (Transfer to transfer agent) 

4 Radical Equilibrium1,* 𝑅𝑛 − 𝑋 + 𝐴𝑔𝑒𝑛𝑡

𝑘𝑎𝑐𝑡
→  

𝑘𝑑𝑒𝑎𝑐𝑡
←    

𝐴𝑔𝑒𝑛𝑡 − 𝑋 + 𝑅𝑛
∙  . 

5. Termination   𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑐
→ 𝑃𝑛+𝑚  (Combination) 

𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑑
→ 𝑃𝑛 + 𝑃𝑚  (Dispropotionation) 

 

The variables used above are defined as follows:  I: initiator, 𝑅0
∙ : primary radical generated from 

the initiator, M: monomer, T: Transfer agent, 𝑅1
∙ : propagating radical of chain length 1, 𝑅𝑛 − 𝑋: 

dormant polymer of chain length n; where n≥1, 𝑅𝑛
∙  : propagating radical of size n; where n≥1, 𝑅𝑚

∙ : 
propagating radical of size m; where m≥1, Pn+m/Pn/Pm: are dead polymers of length n+m, n, and 

m respectively. The Agent term above can represent different chemicals depending on the 

particular version of CLRP selected. For a more detailed discussion of the most popular CLRP 
methods see (Braunecker and Matyjaszewski, 2007; Matyjaszewski and Tsarevsky, 2014; Nicolas 

et al., 2013) 
 

Notes: 

1,* This equilibrium reaction is slightly more complicated in the case of reversible addition-
fragmentation chain-transfer polymerization (RAFT), but the general function of it still holds; i.e. 

establishing an equilibrium between dormant and active radicals. 

2, * During these controlled radical polymerizations different initiation methods may be used, but 

a standard free radical initiation technique is shown here for simplicity. 

 

The idea behind introducing this equilibrium is that it can be set up in a way that creates a strong 

tendency for radicals to exist in a dormant state, but importantly still provides them with the ability 

to become active again. This means that at any given instant the majority of the radicals in the 

system exist in a reversible dormancy, which reduces reactions such as termination and transfer, 

while still allowing these radicals to become active at any given instant. Polymers in this system 
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are thus claimed to have a higher livingness, as chain ending reactions are significantly diminished, 

and the majority of the radicals in the system can continue to grow once activated from their 

dormant state. This provides the user of these techniques with a significantly increased control 

over chain features and the size of individual molecules. 

On top of this, two other interesting features arise from the establishment of the equilibrium. The 

first of these is that radicals in a state of dormancy can be made to have good chain end 

functionality depending on the type equilibrium used. If this can be established, this is an amazing 

property to have as it allows for further modification of the polymers after the reaction has finished 

(owing to the fact that the majority of the polymer chains exist in this dormant state at the end of 

the reaction). For example, macromolecules of such a kind can be used as the starting materials in 

CLRP systems, which can lead to the generation of interesting structures like block copolymers 

(Gody et al., 2015; Li et al., 2016; Zaremski et al., 2015). Also these final polymer products may-

if compatible- be used with other reaction techniques such as click chemistry, generating other 

fascinating molecular architectures(Cao et al., 2016; Gozgen et al., 2009; Jeong et al., 2015). 

Aside from this previous feature, another intriguing characteristic may be attained in these systems. 

This attribute arises from the careful tuning of the rate of initiation and the rate of exchange 

between dormant and active radicals. By carefully tuning these rates, while remembering that the 

equilibrium should at all points strongly favour the dormant species, control over the breadth of 

the molecular weight distribution can be obtained. How this occurs can be gleaned if one considers 

what modification of each of these rates induces. The rate of initiation for instance determines how 

close the starting of growth periods for polymers are in regards to each other, as its value fixes the 

speed at which polymeric radicals are generated. The rate of dynamic exchange, on the other hand, 

determines how equally distributed growth periods are between polymers in the system, as its 

value determines how quickly one radicals chance to grow will end and another’s will start. It thus 

is the case that by varying the speed of initiation (how closely spaced the starting of the growth 

periods are to each other) and the rate of exchange of the equilibrium (how equally distributed the 

growth opportunities are in the system), control over the molecular weight distribution of the 

polymers can be achieved. It can therefore be envisaged that with proper tuning of these rates, not 

only will control over polymer architecture and improvements to chain end functionality be 

realizable, but also a greater control over polymer populations should be attainable. 
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With all of this in mind there are however some major drawbacks to the CLRP methods. These 

drawbacks are that these processes often occur at a much slower rate, they require additional 

chemicals, and the final polymers usually have a more involved purification process when 

compared with the conventional radical polymerization. Additionally, the benefits gained from 

using CLRP methods to generate general commodities seem minimal at present (Destarac, 2010; 

Oh, 2008). It therefore currently seems to be the case that conventional radical polymerization is 

unlikely to be replaced by CLRP in their production. Nonetheless even with these faults the CLRP 

methods seems to have a bright future ahead of them, as they make available new polymer 

architectures, and therefore material properties. 

 

2.3 Atom Transfer Radical Polymerization (ATRP) 
 

Of all the CLRP methods arguably the most promising currently is atom transfer radical 

polymerization (ATRP), specifically because it has some significant advantages over the other 

major methods: NMRP and RAFT. In particular, it is more versatile when forming block 

copolymers and the formed polymers can often be easily chemically modified (Braunecker and 

Matyjaszewski, 2007; Matyjaszewski and Tsarevsky, 2014). In addition, versions of the ATRP 

reaction can be started and stopped at will, and in comparison to NMRP it has a large range of 

applicable temperatures and monomers (Braunecker and Matyjaszewski, 2007; Matyjaszewski and 

Tsarevsky, 2014).  It does however have its disadvantages when compared to both of the other 

major methods. These disadvantages are that it has a smaller range of applicability, slower speed, 

and can not generate molecules as large as those found in RAFT; and it is not as environmentally 

friendly or as biocompatible as NMRP (Braunecker and Matyjaszewski, 2007). However even 

with these relative disadvantages, due to significant control it provides over polymer structure and 

distribution, as well as the control it provides over the process as a whole, a case can definitely be 

made for ATRP being the most promising of the three methods. For this reason, the ATRP system 

was chosen as a focus point for this thesis. 
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2.3.1 General Features and Initiation Systems 

 

The ATRP process was first reported in 1995 independently by two groups: Kato et al. (1995), and 

Wang and Matyjaszewski (1995a, b). As with the other CLRP methods it involves the 

establishment of an equilibrium between an active radical and a dormant species. In the ATRP 

system this equilibrium is established through use of an appropriate catalyst. This catalyst is 

conventionally a transition metal complex (Matyjaszewski and Tsarevsky, 2014), but can also take 

on other forms, as was the case in a recent study (Treat et al., 2014). Independent however of the 

type of catalyst used, the catalyst in its activator form is able to remove capping agents from a 

dormant species forming a deactivator species and an active radical. It then can in its deactivator 

form go on to cap active radicals and form once again the dormant species and the activator. In 

this way, it establishes an equilibrium between dormant species and active radicals.  Below in 

Table 2.3 the general mechanism for the original ATRP process is presented. 

 

Table 2.3: General Mechanism of the original ATRP process 

(Activation of initiator)             𝐼 − 𝑋 + 𝐴

𝑘𝑎𝑐𝑡0
→   

𝑘𝑑𝑒𝑎𝑐𝑡0
←     

 𝑅0
∙ +𝐷 

(Initiation)                                   𝑅0
∙ +𝑀

𝑘𝑖
→𝑅1

∙  

(Propagation. Where n≥1)       𝑅𝑛
∙ +𝑀

𝑘𝑝
→ 𝑅𝑛+1

∙  

(Transfer)          𝑅𝑛
∙ + 𝑇

𝑘𝑡𝑟𝑡
→  𝑃𝑛 + 𝑇 ∙  

(Equilibrium)                                𝑅𝑛 −𝑋 + 𝐴

𝑘𝑎𝑐𝑡
→  

𝑘𝑑𝑒𝑎𝑐𝑡
←    

 𝑅𝑛
∙ +  𝐷 

(Termination)                    𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑐
→ 𝑃𝑛+𝑚 

𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑑
→ 𝑃𝑛 + 𝑃𝑚  

 

Where I: initiator, M: monomer, X: halogen, A: Activators, D: Deactivators, 𝑅0
∙ : primary radical, 

T: Transfer agent, 𝑅1
∙ :  radical of chain of length 1, 𝑅𝑛

∙ :  radical of size n; where n≥1, 𝑅𝑚
∙ :  radical 

of size m; where m≥1, R,n-X: halide capped radical, and  Pn+m/Pn/Pm: are dead polymers of length 

n+m, n and m respectively. 
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In this original form the ATRP process starts once activators have stripped a halide atom from 

alkyl halide initiators forming a primary radical and the deactivator species. The primary radicals 

are assumed to then carry on the reaction in a manner similar to the conventional radical process, 

while the catalysts would help to establish an equilibrium between dormant and active radicals 

(See Table 2.3). Now while all ATRP systems share some common features with this original 

process, there have been a large number of modifications made. This is because some major issues 

associated with the system were able to be addressed through simple modifications of the process. 

The first of these to be tackled was the fact that the catalyst, in its activator form, was not stable in 

the presence of oxygen, and as it was used as a starting reagent a difficult synthetic procedure had 

to be carried out before each reaction. It was thus desirable to find a way to avoid this difficult 

synthetic procedure. An early answer to this was to use conventional initiators to generate the 

necessary primary radicals, instead of using alkyl halides and the unstable activators. This 

modification, called reverse ATRP, allowed the process to start with the stable deactivators and 

conventional radicals, allowing the activators to be generated later in the process via the 

equilibrium step, and thus simplifying the synthetic procedures greatly. However, this alteration 

to the ATRP system stripped it of its ability to use macro-initiators (polymer halides) as starting 

materials, as only conventional initiators were used. For this reason, often both conventional and 

alkyl halide initiators were used together in a process coined simultaneous reverse and normal 

initiation (SR&NI) ATRP. 

However, with the advent of these systems a new problem unfortunately emerged. It was that pure 

block copolymers could no longer be generated, as the conventional radicals in these new systems 

could lead to the formation of homopolymer impurities. For this reason, in an attempt to avoid the 

use of conventional radicals a novel system called AGET (activators generated by electron 

transfer) ATRP was created. This process utilized reducing agents which avoided radical 

generation, and performed the necessary reduction of deactivators to activators. In this manner the 

system was not only able to start with the oxidatively stable deactivator, but also was able to form 

pure block copolymers by using alkyl halide macro-initiators as the only source of primary radicals 

in the system. 

Subsequently, further improvements were made to the system by tackling the issue of the large 

amounts of catalyst necessary for the reaction. In solving this problem, it was realized that if the 
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ratio of the deactivator to the activator at equilibrium could be kept at a reasonable level, only 

catalytic amounts of the catalyst would be needed. This however was unattainable in the earlier 

systems due to the buildup of deactivators because of the irreversible termination of radicals (the 

persistent radical effect). Luckily, through use of additional agents, other reaction systems were 

devised whereby the activators could be regenerated from the deactivators. The first of these 

systems termed initiators for continuous activator regeneration (ICAR) used radicals derived from 

conventional initiators to battle the persistent radical effect and establish the necessary ratios. It 

however, similarly to the reverse and SR&NI ATRP, pure block copolymers could not be 

generated. For this reason, it was opted that once again alternative reducing agents be used, as was 

the case in AGET ATRP, and a process termed ARGET (activators regenerated by electron 

transfer) ATRP was devised for use with catalytic amounts of catalyst2. 

Pressing forward from these achievements, attempts have recently been made to modify the 

process in ways that reduce the need for purification. This has been achieved in two main ways. 

The first of these is through the complete elimination of transition metal catalyst from the process 

(Treat et al., 2014). These metal free ATRPs are still in their infancy, but may completely replace 

the old methods of ATRP which required the use of toxic chemicals.  The second way on the other 

hand in which this has been achieved is through the elimination of the reducing agent from the 

ATRP system. This is achieved by using electrochemistry or radiation, rather than a reducing 

species to bring about the transformation of deactivators to activators (Dadashi-Silab et al., 2014; 

Magenau et al., 2013). Interestingly these methods also had the ability to switch the polymerization 

process on an off at will. This pleasant surprise would provide the user of such processes with an 

interesting avenue for control over the system. 

With a description of these last updates an overview of the basic chemical mechanism of the ATRP 

process has been given. Interestingly, the major phenomenon described above reasonably 

approximate the main features of these processes when carried out in bulk and solution (Though 

the solvent can have some effects on the kinetic parameters, and if it is not carefully selected can 

result in some slightly different reaction pathways such as transfer to solvent). Thus, due to its 

simple kinetic structure and its use of the solution media the ARGET ATRP of butyl methacrylate 

                                                           
2 Reverse ATRP is chemically identical to ICAR ATRP, and AGET ATRP is chemically identical to ARGET ATRP. The only 
difference between these systems is the amount of catalyst used. 
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studied in this thesis is reasonably described by the ideas described so far. However, in order to 

flesh out the details needed to discuss the second part of this thesis, the dispersed polymerization 

of butyl acrylate by AGET ATRP, some additional details need to be described. For this reason, 

in the next section a look at some topics introducing the complications associated with this 

polymerization will be given. 

 

2.4 Complications Associated with Application of ATRP to Dispersed Media 
 

2.4.1 Dispersed Media and Their Features 

 

In order to facilitate an understanding of ATRP in dispersed media a brief discussion of the three 

most prevalent types of dispersed media is given here: emulsion, miniemulsion, and 

microemulsion. Each of these are distinguished either by unique kinetic features and/or differences 

in their final products. Below a brief description of the main features of each process is given. 

 

2.4.1.1 Emulsion Polymerization 

 

Starting with the most popular of these dispersed systems, the emulsion system is a dispersion in 

which monomer is emulsified in a continuous phase. Most commonly this takes on the form of an 

oil in water emulsion, thus resulting in the monomer being dispersed in a continuous aqueous 

phase. In any case, emulsifying of monomer in the amounts typical of emulsion systems results in 

the creation of three distinct regions at the start of the polymerization. These regions are monomer 

swollen micelles, monomer droplets, and a continuous phase. Below in Figure 2.1 a depiction of 

this is given. Where within the figure the small circles represent monomer swollen micelles, the 

large circles represent monomer droplets, and the grey background represents the continuous 

aqueous phase. 
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Figure 2.1: Initial state of the emulsion system 

 

From this initial state, polymerization proceeds mainly in discrete polymer particles, which have 

been generated from either micellar, homogeneous, and/or coagulation nucleation mechanisms 

(Chern, 2009; Van Herk, 2013). As these particles are small and discrete in nature, they 

simultaneously result in a reduction in the rate of bimolecular reactions (such as termination) due 

to isolation of molecules in different particles, and an increase in this rate because molecules 

trapped in the same particles are within close proximity. Interestingly within these particles it also 

seems to be the case that for a large portion of the reaction the concentration of monomer remains 

relatively constant. This is owing to the fact that monomer droplets within this system act as 

monomer reservoirs until they are depleted.  Adding further to this complex nature, phenomenon 

such as the gel effect also seem to be operative in these systems at high conversions. All of these 

phenomena when brought together with the standard chemical kinetics of the radical system, form 

what is known as an emulsion polymerization, and generally result in polymer particles in the size 

range of 50-500nm. 

 

2.4.1.2 Microemulsion Polymerization 

 

This process while sharing some similar characteristics with the emulsion process differs from it 

quite drastically. To begin, microemulsion polymerizations make use of a much larger amount of 

surfactant than emulsion systems and in some cases even use some cosurfactant. What this allows 

for is the complete elimination of monomer droplets from the system and enclosing of all monomer 

within monomer swollen micelles. As can be imagined, this drastically alters the mechanism of 

v 
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the process, and the resulting latex. A depiction of the initial state of the microemulsion system is 

given below in Figure 2.2. Where within this figure the small circles are meant to represent small 

monomer swollen micelles and the grey background the continuous phase. 

 

 

 

 

 

 

 

Figure 2.2: Initial state of microemulsion system 

 

In this system, polymerization occurs within discrete polymer particles which are generated by 

either micellar, homogeneous, and/or coagulation mechanisms (Chern, 2009; Van Herk, 2013). 

These particles, similarly to those generated in emulsion, result in the compartmentalization of 

species and thus the two effects discussed above. However, differing from emulsion systems, these 

particles have a constant monomer concentration within them for a relatively short period of time 

(Guo et al., 1992). This is owing to the lack of monomer droplets within this system which 

normally act as monomer reservoirs. In addition to this, as the size of these particles are generally 

in the range of 10-50nm in diameter, further dramatic shifts in the kinetics of these processes away 

from emulsion occur. For instance in these systems the gel effect is negligible as particles often 

only contain one radical at a time. Moreover due to the small size of these particles, the main chain 

ending reactions become transfer reactions, and desorption of radicals out of these particles is 

greatly enhanced. This has a dramatic effect on the system as for instance high molecular weight 

polymers on the order of 106-107 g/mol in size are formed due to the chain ending process 

occurring mainly through transfer reactions. For these reasons the microemulsion process, while 

sharing similar characteristic with the emulsion system, must be considered its own distinct entity. 

 

 

v 

v 
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2.4.1.3 Miniemulsion Polymerization 

 

Finally the miniemulsion system takes quite a different approach to the dispersion process of 

monomer in a heterogeneous system. In these systems surfactant and costabilizers are used in 

combination with high shear forces to generate a dispersion of submicron sized monomer droplets 

within a continuous phase. In their ideal form these miniemulsion systems should not contain any 

monomer swollen micelles, but in systems where the surfactant level is above a critical 

concentration (its critical micellar concentration) they often can. A depiction of the initial state of 

an ideal miniemulsion system is given below in Figure 2.3. Where within this figure the circles 

represent monomer droplets and the grey background the continuous phase. 

 

 

 

 

 

 

 

Figure 2.3: Initial state of miniemulsion system 

 

Miniemulsion polymerizations starts with a nucleation stage which generates the polymer particles 

(Similar to that of microemulsion and emulsion). Differently however from emulsion and 

microemulsion systems the nucleation process can occur by not only micellar (if micelles are 

present), homogeneous and coagulation mechanisms, but also by transformations of droplets into 

particles. This new nucleation process is what gives miniemulsion polymerizations their distinct 

features. These features are that the particles within the system behave like an isolated submicron 

reactor, particles generated can be on the order of 1-10µm in size, and the gel effect is pertinent 

due to the size of the particles generated. Droplet nucleation also makes the miniemulsion systems 

very good candidates for the polymerization of extremely hydrophobic monomer. This is because 

there would be no need to transport these monomers across the aqueous phase, as all the necessary 

components should be contained within the submicron sized miniemulsion droplets. For the above 
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reasons miniemulsion polymerization can be considered as distinct from both emulsion and 

microemulsion polymerizations. 

 

2.4.2 ATRP in Dispersed Media 

 

While the ATRP system, within the last two decades, has become quite mature in bulk and solution 

mediums, the dispersed version of this system has lagged behind due to its complicated nature. 

Both from a theoretical and experimental point of view the complexities of this system have 

mustered up quite a challenge for researchers in this field. With that being said, a lot of progress 

has been made recently. This includes both experimental advances of the systems  (Min et al., 

2006; Stoffelbach et al., 2008; Wei et al., 2014; Wu et al., 2015) and an increased understanding 

of the processes governing them (Kagawa et al., 2007; Thomson and Cunningham, 2010; Tobita, 

2010; Zetterlund, 2010). Through these advances, successful application of ATRP to the three 

main types of dispersed media mentioned above have been obtained. 

However, in order to accomplish this, great difficulties associated with adapting the ATRP process 

to dispersed media first had to be overcome. To start with, within these systems, catalyst would 

often partition between both the aqueous and organic phases; losing its activity upon dissociation 

in the aqueous phase. To prevent this from happening extremely hydrophobic ligands were used3, 

but this had the downside of making it almost impossible to transport the catalysts across the 

aqueous phase. On top of this most anionic surfactants, which had worked well in conventional 

dispersed systems, could not be used in ATRP systems due to their interactions with the catalysts. 

Interestingly the miniemulsion polymerization provided solutions to these problems via its very 

nature, as within these systems there is no need for transport of species throughout the reactor. 

Instead polymerization occurs in isolated submicron sized droplets. Thus, through combination of 

this characteristic of miniemulsion and appropriate selection of the surfactant (non-ionic or 

cationic), ATRP was relatively easily adapted to the miniemulsion system. These systems however 

required the generation of the miniemulsion through a shear induced process (often sonification) 

thus complicating the synthetic procedure and limiting their applications in industry. 

                                                           
3 This also technically required that the transition metal be strongly bonded to the ligand, as if it were not it would 
often partition to the aqueous phase leaving the ligand behind. 
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Similar to this the microemulsion process was also able to adapt the ATRP system reasonably well 

to dispersed media. This was achieved because its mechanisms did not require a large amounts of 

catalyst to be transported through the aqueous phase and appropriate surfactants (non-ionic or 

cationic) could easily be chosen for use in these systems. It however unlike the miniemulsion 

process does require some transport of these species through the aqueous phase, as often a large 

number of micelles within the system are left unpolymerized and instead act as reservoirs. Further 

in these systems due to the small size of the particles generated, if any partitioning occurs it can 

have a dramatic effect on the polymerization, even to such an extent as to create bimodal molecular 

weight distributions (Min and Matyjaszewski, 2005). That being said the AGET ATRP process, 

with appropriate selection of catalyst and surfactant, has been proven to work quite well in this 

dispersed system and has led to generation of well controlled polymer structures, with good 

particle and molecular weight distributions. These systems however do suffer from the requirement 

of a high surfactant concentration relative to the monomer, which results in a more rigorous 

purification process. 

For the emulsion polymerization process on the other hand, the success of the previous two systems 

was not mimicked directly. This was because large oil droplets within these systems trapped a 

large portion of the initiator and catalyst within them. This resulted in issues associated with the 

transport of catalyst/initiator across the aqueous phase to the polymer particles (reaction loci), and 

droplet nucleation in the case of normal ATRP. Attempting to avoid these problems, Min et al. 

(2006) developed a two-step procedure in which a microemulsion polymerization is transformed 

to an emulsion polymerization by the injection of monomer. In doing this they were able to avoid 

the issue of transportation of catalyst and initiator in the system by successfully enclosing these 

species in the particles and monomer swollen micelles of the microemulsion system. Using this 

technique in combination with the AGET ATRP initiation method they were able to obtain a 

successful emulsion system. This system, while not exactly a pure ab initio emulsion system, has 

piqued the interest of researchers due to its possible uses in industry. 

Concurrent with this experimental development, advances in our understanding and modelling 

capabilities in regards to these systems have also occurred. To begin the idea of 

compartmentalization, which was originally developed for radicals, has been extended to include 

other components such as the catalyst. Thus in the ATRP system, the discrete nature and size of 
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the particles not only has an effect on the bimolecular rate of reaction between radicals, but also 

between radicals and catalysts (More generally this is true for any species undergoing a 

bimolecular reaction). Studies using models to account for this new phenomenon have revealed 

new insights such as the fact that there may be possible regions in these systems where the rate of 

polymerization is larger than those in the bulk case, while the control over polymer architecture 

has also increased (Thomson and Cunningham, 2010; Tobita, 2010). 

On top of this, further advances have also been seen in subjects such as the effect of diffusion 

controlled reactions, as well as the relations governing the partitioning of chemical species. In 

terms of the diffusion controlled reactions, through use of simulation it was found that no 

significant effects appear to be operative below 60% conversion (Zetterlund, 2010). However, at 

higher conversions, due to diffusional limitations associated with the deactivation reaction, it is 

believed that an increase in the rate of polymerization and a decrease in the control over radicals 

in the system can be seen.  Interestingly, it was shown in a recent study that this decrease in control 

may be compensated for at higher conversions, as at these conversions residual deactivation due 

to propagation can greatly increase control over the polymerization (Rabea and Zhu, 2015).  

Partitioning on the other hand has been investigated from an experimental and modelling point of 

view in attempts to improve available knowledge of the system. Two major results were obtained 

from these studies (Kagawa et al., 2007; Qiu et al., 2000b): conditions and reagents used in 

dispersed systems needed to be selected carefully, otherwise partitioning effects could be 

significant; and even with a hydrophobic ligand, the transition metal could still partition to the 

aqueous phase, if extracted by water from the complex. These were both crucial results as they 

showed the importance of selecting both conditions and reagents. 

These advances in theoretical and experimental settings have greatly contributed to the 

development of the ATRP process in dispersed media. For instance, all three of the major dispersed 

systems have been made compatible with the ATRP process. Further models of the systems have 

progressed in their descriptive power with developments in the theoretical understanding of the 

system. There is however still a need for further investigation within these systems. In particular 

experimental attempts to improve upon faults in the processes above, or creation of improved 

models of both microemulsion and emulsion systems, are both subsections of this area of research 

which could still use attention. 
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2.5 Complications Associated with Butyl Acrylate 
 

The behavior of butyl acrylate adds complexity to the system beyond that found with most other 

monomers. This is owing to the variations it causes in the basic kinetic structure of ATRP, as well 

as the kinetics of dispersed systems; both of which play a crucial role in determining not only the 

systems evolution, but also its final product. For this reason, in what follows, an attempt to detail 

the most consequential features of butyl acrylate polymerization in ATRP and dispersed systems 

is given. 

 

2.5.1 Butyl Acrylate Kinetics during ATRP 

 

With the addition of butyl acrylate to the system, the kinetics of the ATRP process becomes 

modified. This is owing to the generation of a species not commonly found in other systems, 

tertiary radicals. These radicals differ from the commonly found secondary radicals, as secondary 

radicals have their functionalities located at the ends of polymer chains, whereas tertiary radicals 

have them located in the interior. This change in the location of the functional group results in 

different reactivity’s for secondary and tertiary radicals, because of differences in the groups 

surrounding them. Due to this fact, within systems employing butyl acrylate as a monomer a 

doubling of the possible radical reactions occurs, as secondary and tertiary reactions need to be 

considered separately.  It is this as well as the complications associated with the generation and 

consumption of these tertiary radicals that creates the complex chemical kinetics in butyl acrylate 

systems. Below in Table 2.4 the general mechanism for the ATPR of butyl acrylate is given. 
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Table 2.4: Mechanism of the ATRP of butyl acrylate 

(Activation of initiator)             𝐼 − 𝑋 + 𝐴

𝑘𝑎𝑐𝑡,𝑠,0
→    

𝑘𝑑𝑒𝑎𝑐𝑡,𝑠,0
←      

 𝑅𝑠,0
∙ +𝐷 

(Initiation)                                   𝑅𝑠,0
∙ +𝑀

𝑘𝑖
→ 𝑅𝑠,1

∙  

(Backbiting)    𝑅𝑠,𝑛
∙

𝑘𝑏𝑏
→ 𝑅𝑡,𝑛

∙  

(Propagation. Where n≥1)        𝑅𝑠,𝑛
∙ +𝑀

𝑘𝑝,𝑠
→ 𝑅𝑠,𝑛+1

∙  

𝑅𝑡,𝑛
∙ +𝑀

𝑘𝑝,𝑡
→ 𝑅𝑡,𝑛+1

∙  

(Transfer to transfer agent)        𝑅𝑠,𝑛
∙ + 𝑇

𝑘𝑡𝑟𝑡,𝑠
→   𝑃𝑛 + 𝑇 ∙  

𝑅𝑡,𝑛
∙ + 𝑇

𝑘𝑡𝑟𝑡,𝑡
→   𝑃𝑛 + 𝑇 ∙  

(Equilibrium)                              𝑅𝑠,𝑛 − 𝑋 + 𝐴

𝑘𝑎𝑐𝑡,𝑠
→   

𝑘𝑑𝑒𝑎𝑐𝑡,𝑠
←     

 𝑅𝑠,𝑛
∙ +  𝐷 

𝑅𝑡,𝑛 − 𝑋 + 𝐴

𝑘𝑎𝑐𝑡,𝑡
→   

𝑘𝑑𝑒𝑎𝑐𝑡,𝑡
←     

 𝑅𝑡,𝑛
∙ +  𝐷 

(Termination)                   𝑅𝑠,𝑛
∙ + 𝑅𝑠,𝑚

∙
𝑘𝑡𝑐,𝑠𝑠
→   𝑃𝑛+𝑚  

𝑅𝑠,𝑛
∙ + 𝑅𝑠,𝑚

∙
𝑘𝑡𝑑,𝑠𝑠
→   𝑃𝑛 + 𝑃𝑚 

𝑅𝑠,𝑛
∙ + 𝑅𝑡,𝑚

∙
𝑘𝑡𝑐,𝑠𝑡
→   𝑃𝑛+𝑚 

𝑅𝑠,𝑛
∙ + 𝑅𝑡,𝑚

∙
𝑘𝑡𝑑,𝑠𝑡
→   𝑃𝑛 + 𝑃𝑚 

𝑅𝑡,𝑛
∙ + 𝑅𝑡,𝑚

∙
𝑘𝑡𝑐,𝑡𝑡
→   𝑃𝑛+𝑚 

𝑅𝑡,𝑛
∙ + 𝑅𝑡,𝑚

∙
𝑘𝑡𝑑,𝑡𝑡
→   𝑃𝑛 + 𝑃𝑚 

 

Where I: initiator, M: monomer (butyl acrylate), X: halogen, T: Transfer Agent, A: Activators , D: 

Deactivators, 𝑅𝑠,0
∙ : primary radical, 𝑅𝑠,1

∙ ∙: secondary radical of chain of length 1, 𝑅𝑠,𝑛
∙  : secondary 

radical of size n; where n≥1, 𝑅𝑡,𝑛
∙  : tertiary radical of size n; where n≥1,  Rs,n-X: halide capped 

secondary radical, Rt,n-X: halide capped tertiary radical , and  Pn+m/Pn/Pm: are dead polymers of 

length n+m, n and m respectively. 
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As can be seen above the generation of tertiary radicals occurs through a process called backbiting. 

In the backbiting reaction, secondary radicals undergo an intramolecular transfer process of their 

radical activity to another location along their chain. Generally this transfer occurs to the fifth 

carbon back from the secondary radical in a 1, 5 hydrogen shift process (Cuccato et al., 2013; Yu 

and Broadbelt, 2012), with shifts further back into the chain also being possible from this point. In 

any case a tertiary radical is generated which can undergo any of the reactions available to its 

secondary radical predecessor; importantly though with an often reduced activity. Keeping this in 

mind, it will continue to participate in these reactions up until the point where it undergoes a 

propagation reaction and once again forms a secondary radical. This direct change of a tertiary 

radical back to a secondary one is still the subject of debate (Nikitin and Hutchinson, 2009), but 

currently is the most widely used representation of the system. Nevertheless with this final 

reaction, the main complexities added due to the unique butyl acrylate kinetics have been laid out. 

Beyond these kinetic features the generation of tertiary radicals also affects the final polymer 

product. This is because every time a tertiary radical propagates a short chain branch is created as 

well. These short chain branches often result in reduction of the stiffness and tensile strength at 

yield, while resulting in increases in the ultimate tensile strength and tensile impact values of the 

polymers created (Mortimer, 1971)4. Branching of this kind can therefore drastically affect the 

properties of the final polymer product. With this in mind, an interesting effect that arises in the 

ATRP system is that the fraction of branches on the chain, which result from tertiary radical 

propagation, can be significantly reduced from that of conventional polymerization (Ahmad et al., 

2009; Ballard et al., 2014). ATRP thus presents a possible route to the generation of poly(butyl 

acrylate) structures with drastically different properties. 

Thus as can be clearly seen above the use of butyl acrylate as a monomer can add some significant 

complexity to the system. This is owing to the tertiary radicals generated during its polymerization. 

These radicals not only affect the kinetics of the system, but also have an effect on the final polymer 

product. This situation unfortunately can become even more complicated in dispersed systems 

                                                           
4  These short chain branches are also known to affect physical properties such as crystallinity, melting point, 
modulus, the hardness of polymeric materials, as well as the properties under an external flow field (As was stated 
in the work of Kim and Baig (2016) ). 
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where partitioning of butyl acrylate helps to determine the kinetics of the process. In the next 

section a brief overview of these added complications is given. 

 

2.5.2 Butyl Acrylate in Dispersed Media 

 

In dispersed polymerizations the monomer used has a large effect on the kinetic mechanism of the 

system. This is because the hydrophilicity of the monomer and the polymer formed can greatly 

affect which mechanisms are dominant. In the case of butyl acrylate, both the monomer and the 

polymer tend to be quite hydrophobic. For this reason in these systems the monomer and polymer 

preferentially stay in the organic phase. Ergo the most significant kinetic mechanisms of this 

system are those which favour hydrophobic behavior. 

To begin with, in conventional dispersed polymerizations of butyl acrylate the micellar nucleation 

mechanism, which involves the absorption of a radical by a micelle, is most likely to be the only 

form of nucleation operative (if coagulation nucleation is ignored, as its prevalence in the system 

only depends on the amount of surfactant). This is because in dispersed polymerization of butyl 

acrylate, the polymeric radicals in the system are not likely to spend too much time in the aqueous 

phase. Thus the homogeneous mechanism of nucleation, which requires radicals to grow to a 

certain length in the aqueous phase and then curl up into particles, is highly unlikely. On top of 

this, reactions in the aqueous phase are likely negligible. This is because radicals in these systems 

are much more likely to be absorbed than desorbed and monomer is preferentially located in the 

organic phase. 

Though these kinetic changes may not seem to be important, they can dramatically affect the 

evolution and products of the system. For instance the type and number of particles generated in 

these systems can drastically differ from those in which homogeneous nucleation is operative. This 

difference can be even more pronounced in the case of ATRP, as homogeneous nucleation may 

result in loss of control of polymer product. Moreover in general, hydrophilic polymers could 

result in aqueous phase reactions and loss of control in ATRP systems, as the hydrophobic catalysts 

would not be able to access these reactions. It is for these reasons that it is important that these 

features be considered, as if they are not, a proper description of the system will not be given. 



24 
 

2.6 Summary 
 

In this chapter the basic topics required to understand both the solution and dispersed 

polymerizations studied in this thesis have been laid out. This includes details on the general 

chemical kinetics of these systems, as well as some of the complications associated with the more 

complex dispersed system. Thus topics ranging from the mechanisms of the underlying processes 

to the features of dispersions have been covered. 
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CHAPTER 3 : MODELLING OF THE SOLUTION ARGET ATRP OF 

BUTYL METHACRYLATE 

 

3.1 Introduction 
 

ARGET ATRP (Activators Regenerated by Electron Transfer Atom Transfer Radical 

Polymerization) is a reaction which is gaining a lot of traction in the polymerization field. At a 

fundamental level, it shares a lot in common with the original ATRP reaction, including the use of 

a transition metal complex as a mediating agent and alkyl halides as initiators. However, it deviates 

from this original system in regard to its initial feed and by the addition of a reducing agent in 

large excess relative to the transition metal complex. These changes to the original ATRP reaction 

are beneficial, as they allow for a more oxidatively stable initial feed and allow the transition metal 

complex concentration to be reduced to the ppm range. With these advantages the ARGET ATRP 

process can be used to produce polymers of higher purity (possibly reducing the need for 

purification), and reduce the demand on handling the initial components of the system. It is for 

these reasons that the ARGET ATRP reaction is alluring from an academic and possibly even 

industrial perspective. 

Now while research into the experimental side of ARGET ATRP has been vigorously carried out, 

the modeling and simulation of its kinetic behavior is lagging behind. This is evidenced by the fact 

that only two major papers have currently been published on this specific topic, one by Li et al. 

(2011) and the other by Payne et al. (2013) . Now even though these two studies have illuminated 

important details of the ARGET ATRP reaction, further development and research into this area 

of study is required. In the current work an attempt is made to contribute to this area of research 

by building upon the work mentioned above. Interestingly, simply by combining the models 

developments by Li et al. (2011) and Payne et al. (2013), using a mathematical framework 

involving differential equations and the method of moments, insights not yet seen in either work 

may be obtainable. 

It is therefore one the goals of this thesis to build on the work of Payne et al. (2013) and Li et al. 

(2011) and develop a representative model for the batch version of this system. This as mentioned 

above will differ slightly from both of these previous works. In the case of Payne et al. (2013) it 
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will differ in that it will model the system using differential equations and the method of moments. 

In comparison with the work of Li et al. (2011) on the other hand it will differ in that it includes a 

second reduction reaction and is simulating a monomer not considered within their work. It is 

hoped that with these changes important insights will arise and that this subject can be further 

illuminated. 

 

3.2 Process Description 
 

The process studied in this chapter is a simple modification of the original ATRP process shown 

in Chapter 2, Table 2.3. In order to properly modify the process, two reduction reactions involving 

tin(II) 2-ethylhexanoate and the transfer to monomer reactions are added to this original reaction 

scheme. While seemingly small modifications, both of these additions have a significant effect on 

the process. For instance the addition of the reduction reactions allows for the generation of 

activators from deactivators, and thus also the possibility of using the deactivator as a starting 

reagent. The transfer to monomer reactions on the other hand provide another route of radical 

generation and polymer termination in the system. With this in mind, a depiction of the full 

mechanism of the ARGET ATRP process is given below in Table 3.1. 

 

Table 3.1: Chemical Mechanism of the Solution ARGET ATRP of BMA. 

Reduction of Deactivator species  𝑅𝑒𝑑𝐼𝐼 +𝐷
𝑘𝑟1
→ 𝑅𝑒𝑑𝐼𝐼𝐼 + 𝐴 

𝑅𝑒𝑑𝐼𝐼𝐼 + 𝐷
𝑘𝑟2
→ 𝑅𝑒𝑑𝐼𝑉 + 𝐴 

Activation of initiator              𝐼 + 𝐴

𝑘𝑎𝑐𝑡 ,0
→   

𝑘𝑑𝑒𝑎𝑐𝑡 ,0
←      𝑅0

∙ +𝐷 

Initiation                                    𝑅0
∙ +𝑀

𝑘𝑝
→ 𝑅1

∙  

Propagation. Where n≥1        𝑅𝑛
∙ +𝑀

𝑘𝑝
→ 𝑅𝑛+1

∙  

Equilibrium of Macro-radical                      𝑅𝑛 −𝑋 + 𝐴

𝑘𝑎𝑐𝑡
→  

𝑘𝑑𝑒𝑎𝑐𝑡
←    

 𝑅𝑛
∙ +  𝐷 

Transfer with monomer         𝑅𝑛
∙ +𝑀

𝑘𝑡𝑟𝑚
→  𝑃𝑛 + 𝑀 ∙  
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Equilibrium of Monomer Radical  𝑀 −𝑋 + 𝐴

𝑘𝑎𝑐𝑡,0
→   

𝑘𝑑𝑒𝑎𝑐𝑡 ,0
←      𝑀 ∙ + 𝐷 

Propagation of Monomer Radical  𝑀 ∙ +𝑀
𝑘𝑝
→ 𝑅1

∙  

Termination                     𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑐
→ 𝑃𝑛+𝑚 

𝑅𝑛
∙ + 𝑅𝑚

∙
𝑘𝑡𝑑
→ 𝑃𝑛 + 𝑃𝑚  

 

Where 𝐼 : initiator (ethyl 2-bromoisobutyrate), M: monomer (butyl methacrylate), X: halogen 
(Bromine), A: Activators (copper (I) bromide tris[(2-pyridyl)methyl]amine complex) , D: 

Deactivators ((copper (II) bromide tris[(2-pyridyl)methyl]amine complex),  𝑅𝑒𝑑𝐼𝐼 : Reducing 

Agent in its first oxidation state (Tin (II) 2-ethylhexanoate), 𝑅𝑒𝑑𝐼𝐼𝐼: Reducing Agent in its second 

oxidation state (Tin (III) 2-ethylhexanoate), 𝑅𝑒𝑑𝐼𝑉: Reducing Agent in its third oxidation state 

(Tin (IV) 2-ethylhexanoate), 𝑅0
∙ : primary radical, 𝑅1

∙ : radical of chain of length 1, 𝑅𝑛
∙ : radical of 

size n; where n≥1,  Rs,n-X: halide capped secondary radical, and  Pn+m/Pn/Pm: are dead polymers of 

length n+m, n and m respectively. 

 

3.3 Model 

 

3.3.1 Overview 

 

In modelling this solution polymerization, differential equations were used to develop the 

necessary mathematical framework. The required equations were easily derived for reactants with 

uniform sizes, via population balances, however the equations describing the dynamics of 

polymeric species were more difficult to obtain. This was because in order to acquire a fuller set 

of data describing the polymeric species present, the method of moments was used. This involved 

developing population balance equations for the zeroth, first, and second moments of the 

polymeric species in regards to their length; where the zeroth moments provided information on 

concentration profiles, and appropriate ratios of the zeroth, first and second moments provided 

information on the molecular weight distribution. Derivation of these equations however was a 

trying process, necessitating some form of infinite summation of population balance equations for 

the various polymer chain lengths within the system. Nevertheless, finite forms of these equations 

were developed (For more details on how this was done, see (Mastan and Zhu, 2015)). The 

equations describing molecules of both mono- and polydisperse sizes are as follows: 
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Monodisperse molecule balances: 

𝑀𝑜𝑛𝑜𝑚𝑒𝑟 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝑀]

𝑑𝑡
= −𝑘𝑝[𝑀]([𝑅0. ] + [𝜆0] + [𝑀. ]) − 𝑘𝑡𝑟𝑚[𝑀][𝜆0] 

(3.1) 

𝑅𝑒𝑑𝑢𝑐𝑖𝑛𝑔 𝐴𝑔𝑒𝑛𝑡 (𝐼𝐼)𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝑅𝑒𝑑𝐼𝐼]

𝑑𝑡
= −𝑘𝑟1[𝑅𝑒𝑑

𝐼𝐼][𝐷] 
(3.2) 

𝑅𝑒𝑑𝑢𝑐𝑖𝑛𝑔 𝐴𝑔𝑒𝑛𝑡 (𝐼𝐼𝐼)𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝑅𝑒𝑑𝐼𝐼𝐼]

𝑑𝑡
= 𝑘𝑟1[𝑅𝑒𝑑

𝐼𝐼][𝐷] − 𝑘𝑟2[𝑅𝑒𝑑
𝐼𝐼𝐼][𝐷] 

(3.3) 

𝑅𝑒𝑑𝑢𝑐𝑖𝑛𝑔 𝐴𝑔𝑒𝑛𝑡 (𝐼𝑉)𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝑅𝑒𝑑𝐼𝑉]

𝑑𝑡
= 𝑘𝑟2[𝑅𝑒𝑑

𝐼𝐼𝐼][𝐷] 
(3.4) 

𝐷𝑒𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑜𝑟 𝐵𝑎𝑙𝑎𝑛𝑐𝑒  

𝑑[𝐷]

𝑑𝑡
= −𝑘𝑟1[𝑅𝑒𝑑

𝐼𝐼][𝐷] − 𝑘𝑟2[𝑅𝑒𝑑
𝐼𝐼𝐼][𝐷]+ 𝑘𝑎𝑐𝑡,0([𝐼] + [𝑀 − 𝑋])[𝐴]   

− 𝑘𝑑𝑒𝑎𝑐𝑡,0([𝑅𝑠,0. ] + [𝑀. ])[𝐷]+ 𝑘𝑎𝑐𝑡[𝐴][𝛿0] − 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆0] 

(3.5) 

  

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑜𝑟 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝐴]

𝑑𝑡
= 𝑘𝑟1[𝑅𝑒𝑑

𝐼𝐼][𝐷] + 𝑘𝑟2[𝑅𝑒𝑑
𝐼𝐼𝐼][𝐷] − 𝑘𝑎𝑐𝑡,0([𝐼] + [𝑀 − 𝑋])[𝐴]

+ 𝑘𝑑𝑒𝑎𝑐𝑡,0([𝑅0. ]+ [𝑀. ])[𝐷] − 𝑘𝑎𝑐𝑡[𝐴][𝛿0]  + 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆0] 

 

(3.6) 

𝐼𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝐼]

𝑑𝑡
= −𝑘𝑎𝑐𝑡,0[𝐼][𝐴] + 𝑘𝑑𝑒𝑎𝑐𝑡,0[𝑅0. ][𝐷] 

 

(3.7) 

𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑅𝑎𝑑𝑖𝑐𝑎𝑙 𝐵𝑎𝑙𝑎𝑛𝑐𝑒  

𝑑[𝑅0. ]

𝑑𝑡
= −𝑘𝑝[𝑀][𝑅0. ]+ 𝑘𝑎𝑐𝑡,0[𝐼][𝐴] − 𝑘𝑑𝑒𝑎𝑐𝑡,0[𝑅0. ][𝐷] 

 

(3.8) 
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𝑀𝑜𝑛𝑜𝑚𝑒𝑟 𝑅𝑎𝑑𝑖𝑐𝑎𝑙 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝑀. ]

𝑑𝑡
= 𝑘𝑡𝑟𝑚[𝑀][𝜆0] − 𝑘𝑝[𝑀][𝑀. ] + 𝑘𝑎𝑐𝑡,0[𝑀 − 𝑋][𝐴] − 𝑘𝑑𝑒𝑎𝑐𝑡,0[𝑀. ][𝐷] 

(3.9) 

𝐷𝑜𝑟𝑚𝑎𝑛𝑡 𝑀𝑜𝑛𝑜𝑚𝑒𝑟 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝑀 − 𝑋]

𝑑𝑡
= −𝑘𝑎𝑐𝑡,0[𝑀 − 𝑋][𝐴] + 𝑘𝑑𝑒𝑎𝑐𝑡,0[𝑀. ][𝐷] 

 

(3.10) 

  

Polydisperse Molecule Equations (Polymeric Equations): 

𝑀𝑎𝑐𝑟𝑜𝑟𝑎𝑑𝑖𝑐𝑎𝑙  𝑍𝑒𝑟𝑜𝑡ℎ 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝜆0]

𝑑𝑡
= 𝑘𝑝[𝑀]([𝑅0. ]+ [𝑀. ]) + 𝑘𝑎𝑐𝑡[𝐴][𝛿0] − 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆0] − 𝑘𝑡[𝜆0][𝜆0]

− 𝑘𝑡𝑟𝑚[𝑀][𝜆0] 

(3.11) 

𝑀𝑎𝑐𝑟𝑜𝑟𝑎𝑑𝑖𝑐𝑎𝑙  𝐹𝑖𝑟𝑠𝑡 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝜆1]

𝑑𝑡
= 𝑘𝑝[𝑀]([𝑅0. ]+ [𝑀. ] + [𝜆0]) + 𝑘𝑎𝑐𝑡[𝐴][𝛿1] − 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆1]

− 𝑘𝑡[𝜆1][𝜆0] − 𝑘𝑡𝑟𝑚[𝑀][𝜆1] 

 

(3.12) 

𝑀𝑎𝑐𝑟𝑜𝑟𝑎𝑑𝑖𝑐𝑎𝑙  𝑆𝑒𝑐𝑜𝑛𝑑 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝜆2]

𝑑𝑡
= 𝑘𝑝[𝑀]([𝑅0. ] + [𝜆0] + [𝑀. ] + 2[𝜆1]) + 𝑘𝑎𝑐𝑡[𝐴][𝛿2] − 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆2]

− 𝑘𝑡[𝜆2][𝜆0] − 𝑘𝑡𝑟𝑚[𝑀][𝜆2] 

(3.13) 

𝐷𝑜𝑟𝑚𝑎𝑛𝑡 𝑆𝑝𝑒𝑐𝑖𝑒𝑠 𝑍𝑒𝑟𝑜𝑡ℎ 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝛿0]

𝑑𝑡
= −𝑘𝑎𝑐𝑡[𝐴][𝛿0] + 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆0] 

(3.14) 

𝐷𝑜𝑟𝑚𝑎𝑛𝑡 𝑆𝑝𝑒𝑐𝑖𝑒𝑠 𝐹𝑖𝑟𝑠𝑡 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝛿1]

𝑑𝑡
= −𝑘𝑎𝑐𝑡[𝐴][𝛿1] + 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆1] 

 

(3.15) 

𝐷𝑜𝑟𝑚𝑎𝑛𝑡 𝑆𝑝𝑒𝑐𝑖𝑒𝑠 𝑆𝑒𝑐𝑜𝑛𝑑 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝛿2]

𝑑𝑡
= −𝑘𝑎𝑐𝑡[𝐴][𝛿2] + 𝑘𝑑𝑒𝑎𝑐𝑡[𝐷][𝜆2] 

(3.16) 
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𝐷𝑒𝑎𝑑 𝑃𝑜𝑙𝑦𝑚𝑒𝑟 𝑍𝑒𝑟𝑜𝑡ℎ 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝜇0]

𝑑𝑡
=
1

2
𝑘𝑡𝑐[𝜆0][𝜆0] + 𝑘𝑡𝑑[𝜆0][𝜆0] + 𝑘𝑡𝑟𝑚[𝜆0][𝑀] 

(3.17) 

𝐷𝑒𝑎𝑑 𝑃𝑜𝑙𝑦𝑚𝑒𝑟 𝐹𝑖𝑟𝑠𝑡 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝜇1]

𝑑𝑡
= 𝑘𝑡𝑐[𝜆1][𝜆0] + 𝑘𝑡𝑑[𝜆1][𝜆0] + 𝑘𝑡𝑟𝑚[𝜆1][𝑀] 

(3.18) 

𝐷𝑒𝑎𝑑 𝑃𝑜𝑙𝑦𝑚𝑒𝑟 𝑆𝑒𝑐𝑜𝑛𝑑 𝑀𝑜𝑚𝑒𝑛𝑡 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 

𝑑[𝜇2]

𝑑𝑡
= 𝑘𝑡𝑐([𝜆2][𝜆0] + [𝜆1]

2) + 𝑘𝑡𝑑[𝜆2][𝜆0] + 𝑘𝑡𝑟𝑚[𝜆2][𝑀] 
(3.19) 

 

𝑊𝑖𝑡ℎ [𝜆𝑋] = ∑[𝑅𝑛 ∙] 𝑛
𝑋

∞

𝑛=1

, [𝛿𝑋] = ∑[𝑅𝑛 − 𝑋] 𝑛𝑋
∞

𝑛=1

, [ 𝜇𝑋] = ∑[𝑃𝑛] 𝑛
𝑋

∞

𝑛=1

, 

 

(3.20-3.22) 

 

End Polymer Product Properties relation to moments 

𝑀𝑛 = (
𝜆1 + 𝜇1 + 𝛿1

𝜆0 + 𝜇0 + 𝛿0
) (𝑀𝑤𝑡,𝑚𝑜𝑛) 

(3.23) 

𝑀𝑤 = (
𝜆2 + 𝜇2 + 𝛿2

𝜆1 + 𝜇1 + 𝛿1
)(𝑀𝑤𝑡,𝑚𝑜𝑛) 

(3.24) 

𝑃𝐷𝐼 =
𝑀𝑤

𝑀𝑛
 

(3.25) 

 

These equations were solved using MATLABs built in solver for stiff ordinary differential 

equations, ode15s, which is a quasi-constant step size implementation in terms of backward 

differences of the Klipfenstein-Shampine family of numerical differentiation formulas of orders 

1-5. Using this method of simulation times on the order of 20s would be obtained. 

In any case by solving both the algebraic and the differential equations above a complete 

simulation of reactant concentration dynamics and molecular weight data was obtained. This 

allowed one to study reactant specific phenomenon within the system, as well as changes brought 

about in either reactant dynamics or molecular weight data by changes in initial conditions. The 

model therefore had the potential to allow for some important insights to be uncovered. However, 

one had to be careful about conclusions drawn from these results, as the model was not perfect, 
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and made certain simplifying assumptions about the process. In the next section these simplifying 

assumptions are outlined. 

 

3.3.2 Model Assumptions 

 

Certain simplifying assumptions were made about the process. This was done in order to reduce 

the mathematical complexity of the system, while importantly still maintaining sufficient accuracy. 

Thus the following assumptions were made about the process: 

1. Diffusional effects were neglected. 

2. High temperature reactions such as β-Scission and thermal initiation were ignored. 

3. Termination of radical with copper catalyst is negligible. 

4. Termination events between macro-radicals and primary radicals, as well as between two 

primary radicals are ignored. 

5. Chain length dependency of radical reactions is negligible. 

6. All radicals derived from initiators are secondary. 

7. Initiator and monomeric radicals react with monomer with the same rate as polymeric 

radicals. 

 

3.4 Results and Discussion 
 

3.4.1 Original Parameters 

 

In its original form the model developed in this work was kinetically similar to that of Payne et al. 

(2013). It therefore did not take into account the reactions associated with the transfer of radical 

activity to monomer, and made use of the kinetic parameters available within their work; where 

the reactions associated with the transfer of radical activity to monomer were the transfer to 

monomer, equilibrium of monomer radical, and propagation of monomer radical reactions shown 

in Table 3.1. Unfortunately, however use of a model of this form resulted in poor fits of the 

experimental data provided by Payne et al. (2013). This was at first believed to be caused by the 

fact that diffusional effects affecting the rate of termination, but since in the work of Payne et al. 
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(2013), reasonable fits seemed to be obtainable using a constant rate of termination, this hypothesis 

was discarded. As no other possible cause seemed evident to explain such a phenomenon, these 

deviations between the two models were assumed to be due to differences resulting from the 

method of simulation used in their work and the current work (Monte Carlo and kinetic equations, 

respectively. The results obtained using this original form of the model, as well as the parameters 

used in its simulation can be found below in Figure 3.1, and Table 3.2 respectively. 
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Figure 3.1: Plots comparing model predictions to the experimental values of Payne et al. 

(2013). 

Note: For initial conditions of the simulation see the experimental conditions in Appendix A. 

 

 

 

 

Table 3.2: Kinetic parameters originally used in simulation 

Rate Constant Original A 

(L mol-1 s-1) 

Original Ea 

(J/mol) 

Reference 

kr1 5.55×10 1.49×104 (Payne et al., 2013) 

kr2 1.87×102 1.49×104 (Payne et al., 2013) 

kact,0 5.38×104 2.77×104 (Payne et al., 2013) 

kdeact,0 3.94×108 7.98×103 (Payne et al., 2013) 

kp 3.80×106 2.29×104 (Beuermann et al., 

2000; Payne et al., 

2013)3,* 

kt
4,* N/A1,* N/A1,* (Payne et al., 2013) 

kdeact 1.97×108 7.98×103 (Payne et al., 2013) 
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kact 3.99×106 2.77×104 (Payne et al., 2013), 

(Seeliger and 

Matyjaszewski, 2009; 

Tang and 

Matyjaszewski, 

2007)2,* 

    

Notes: 

1,*Instead of provided values for the activation energy and frequency of the reaction a constant 

value of kt=9.0×107
 L mol-1 s-1was given in the work of Payne et al. (2013); This value was only 

applicable at 70 °C. 

2,*Found in work of Payne et al. (2013) using data of Tang and Matyjaszewski (2007) and Seeliger 

and Matyjaszewski (2009). 

3,* Same parameter used as (Payne et al., 2013); initial source was (Beuermann et al., 2000). 

4,* Termination is assumed to occur 90% of the time by disproportionation, as was assumed by 

Payne et al. (2013). 

 

 

 

3.4.2 Model Improvements 

 

In an attempt to improve the quality of the model, two modifications were made to it. The first of 

these was to include the contribution of the transfer to monomer reactions in the model. Where, 

again, the transfer reactions are the transfer to monomer, equilibrium of monomer radical, and 

propagation of monomer radical reactions shown in Table 3.1. However, this addition had only a 

very small impact on the kinetics. In fact, a complete overlap was obtained with the model 

originally developed in terms of kinetic predictions; expect for a slight deviation between the two 

in terms of predictions of Mn and PDI when the targeted chain length (TCL) was quite large (~400). 

Nonetheless even with this negligible effect under most conditions, it was opted that these 

reactions should be included, as they still theoretically occur.  

Thus, with only minor changes evident from the addition of the transfer reactions, a second attempt 

had to be made to improve the model. This second attempt to improve the model took a different 
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approach and assumed instead that the parameters estimated in the work of Payne et al. (2013) 

were not compatible with the model developed in this work. A parameter estimation was therefore 

carried out. This was done by minimizing a cost function that accounted for differences between 

predicted and experimental values of conversion, Mn, and PDI for a given set of kinetic parameters. 

The cost function used is depicted below. 

 

𝐦𝐢𝐧
𝑨 & 𝑬𝒂

[
 
 
 
 

∑

(

 
 

∑ (
𝒚𝒊,𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅
𝒚𝒊,𝒆𝒙𝒑𝒆𝒓𝒊𝒎𝒆𝒏𝒕

− 𝟏)

𝟐

𝐴𝑙𝑙 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠
𝑓𝑜𝑟 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡 )

 
 

3

𝑖=1

+∑

(

 
 

∑ (
𝒚𝒊,𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅
𝒚𝒊,𝒆𝒙𝒑𝒆𝒓𝒊𝒎𝒆𝒏𝒕

− 𝟏)

𝟐

𝐴𝑙𝑙 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠
𝑓𝑜𝑟 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡 )

 
 

7

𝑖=6

]
 
 
 
 

 

 

(3.26) 

 

Where: 

𝑨 = [ 𝑨𝒌𝒓𝟏, 𝑨𝒌𝒓𝟐 , 𝑨𝒌𝒕, 𝑨𝒌𝒂𝒄𝒕,𝟎, 𝑨𝒌𝒅𝒆𝒂𝒄𝒕,𝟎, 𝑨𝒌𝒂𝒄𝒕,𝑨𝒌𝒅𝒆𝒂𝒄𝒕, 𝑨𝒌𝒑 , 𝑨𝒌𝒕𝒓𝒎] 

𝑬𝒂 = [𝑬𝒂𝒌𝒓𝟏 , 𝑬𝒂𝒌𝒓𝟐, 𝑬𝒂𝒌𝒕, 𝑬𝒂𝒌𝒂𝒄𝒕,𝟎, 𝑬𝒂𝒌𝒅𝒆𝒂𝒄𝒕,𝟎, 𝑬𝒂𝒌𝒂𝒄𝒕,𝑬𝒂𝒌𝒅𝒆𝒂𝒄𝒕, 𝑬𝒂𝒌𝒑 ,𝑬𝒂𝒌𝒕𝒓𝒎] 

𝒚 = 𝑪𝒐𝒏𝒗𝒆𝒓𝒔𝒊𝒐𝒏,𝑷𝑫𝑰, 𝒐𝒓 𝑴𝒏* 

𝒚𝒊,𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅: is the predicted value of a given output for the ith experiment. 

𝒚𝒊,𝒆𝒙𝒑𝒆𝒓𝒊𝒎𝒆𝒏𝒕𝒂𝒍: is the experimental value of a given output for the ith experiment. 

 

By using this cost function and as an initial guess the parameters of Payne et al. (2013),  the optimal 

parameters were obtained for the model, and are given in Table 3.3. These parameters resulted in 

a much closer fit than was obtainable originally, which can be seen from the results presented 

within Figure 3.2 below. 
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Table 3.3:  Optimal kinetic parameters for model developed in this work 

Rate Constant Optimal A  

(mol s-1 L-1) 

Optimal Ea 

(J/mol) 

Reference 

kr1 50.5 1.63×104 This work 

kr2 106 1.78×104 This work 

kact,0 7.34×104 2.80×104 This work 

kdeact,0 1.96×108 9.22×103 This work 

kp 4.38×106 2.57×104 This work 

kt* 5.70×109 1.58×104 This work 

kdeact 2.08×108 8.01×103 This work 

kaact 7.00×106 2.55×104 This work 

ktrm 2.32×103 3.21×104 This work 

*Termination is assumed to occur 90% of the time by disproportionation, as was assumed by Payne 

et al. (2013). 
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Figure 3.2: Plots comparing optimal-model predictions to the experimental values of Payne 

et al. (2013) for experiments 1-3, 6, & 7 

Note: For initial conditions of the simulation see the experimental conditions in Appendix A. 

 

Now while the simulation results seem to be quite close to the experimental data, some deviations 

between predicted and experimental values occurred. For instance, at high conversions the model 

predictions of the conversion trends deviated slightly from the values obtained experimentally. 

Further slight differences exist between the predicted values of PDI and the experimental values 

for experiments 1, 3, & 7. A likely explanation for this is that some sort of diffusional phenomenon 

is occurring within the system, as generally these effects would increase the rate of polymerization 

and slightly reduce the PDI, at high conversions (Rabea and Zhu, 2015). 

With that in mind a reasonable fit does seem to be obtainable for the remaining values being 

compared above. It is important to note however that these values were used in the optimal fitting 

process, and are therefore expected to provide some of the best fits to the data. For this reason, 

they alone do not provide a rigorous test of the model accuracy. Instead a better test would be to 

use data which was not used in this parameter estimation process. For this purpose, some of the 

data points, those associated with experiment 4 & 5, as well the initiator conversion for all of the 

experiments, were set aside. Below in Figure 3.3 a comparison of these data points to the values 

predicted by the model is given. 
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Figure 3.3: Plots comparing optimal-model predictions to the experimental values of Payne 

et al. (2013) 

Note: For initial conditions of the simulation see the experimental conditions in Appendix A.  

 

As can be seen above, reasonable prediction of the experimental values is obtained by the model. 

However, there are noticeable differences between the predicted and experimental values when it 

comes to the conversion trends of experiments 4 and 5. These discrepancies between model and 
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experimental values were seen in the work of Payne et al. (2013), and were thus not wholly 

unexpected; that being said, they still call for an explanation. At present, the most plausible causes 

for these deviations seem to be a chain length dependency associated with the rate constants and 

diffusional effects. These phenomena are likely explanations for the deviations, as in experiments 

4 and 5 the TCL was increased to 50 and 400 respectively, and thus large chain phenomenon was 

feasibly more relevant at these conditions. With this in mind, in the future it would be interesting 

to develop a model over a wide range of TCL, to try to see if the trends of the data can be 

approached by a combination of the phenomenon mentioned above.  

 

3.5 Conclusions 
 

From the results given above it can be seen that adequate predictions of the experimental trends 

were obtained through use of the model. Importantly however deviations from the experimental 

data of Payne et al. (2013) existed. In particular, noticeable deviations from the conversions trends 

of experiments 4 and 5 were found. This as discussed above could be due to the fact that chain 

length dependency and diffusional effects were not taken into account. In the future it would be 

interesting to see how well the model developed in this work performs over a large TCL range, 

and if inaccurate, what additional features need to be added to it to account for the phenomenon 

present in this system. 
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CHAPTER 4 : MODELLING OF THE AGET ATRP OF BUTYL 

ACRYLATE IN A TWO-STAGE DISPERSED SYSTEM 

 

4.1 Introduction 
 

Models of dispersed polymerization systems have progressed significantly since their inception 

early in the 20th century. This is evidenced by the fact that models can now capture trends such as 

conversion, molecular weight distribution, and even particle size distributions for systems 

undergoing conventional radical polymerization (Feeney et al., 1984; Gao and Penlidis, 2002; 

Pladis et al., 2014). That being said, the natures of many topics within the field of emulsion remain 

ambiguous and are not captured within current models. Of these, some of the most recent and 

unexplored problems have arisen from the application of the CLRP methods to dispersed systems. 

These topics require careful attention, as often the rich phenomenon within dispersed systems are 

exceedingly complex due to the additional components required to perform this form of 

polymerization. 

Nevertheless, basic models have been developed to shed light on the complex kinetics of emulsion 

polymerizations. Usually these come in the form of either statistical models (Monte Carlo) or 

approximate population balance model, since finite differential models which fully describe the 

system have proven difficult to obtain. These models nonetheless have provided important insights 

into the system, showing the potential effects of compartmentalization, diffusion-controlled 

reactions, and partitioning effects. Their use however is mainly limited to miniemulsion CLRPs, 

with extensions to other dispersed systems only being approximate in nature. There thus seems to 

be a gap in current knowledge when it comes to the application of these ideas to emulsion systems.  

For this reason, in the current work an attempt to develop a model for a two-stage emulsion CLRP 

will be made. It is hoped that this model will be able to capture trends in conversion and molecular 

weight data. Thus as a comparison, experimental data will be used as a benchmark against model 

predictions. This attempt is importantly only meant to be qualitative in nature and only the general 

trends will likely be captured. Nevertheless important insights into some of the phenomenon 

occurring in these systems is hoped to be gleaned. 
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4.2 Process Description 
 

The dispersed process studied in this thesis is the AGET ATRP of butyl acrylate (BA) in a two-

stage dispersed system; with use of Copper (II) Bromide/Bis(2-pyridylmethyl)octadecylamine 

(CuBr2/BPMODA) as a deactivator (catalyst), Ethyl 2-bromoisobutyrate (EBiB) as an initiator, 

ascorbic acid (AA) as a reducing agent, and polyoxyethylene (20) oleyl ether (Brij 98) as a 

surfactant. In order to properly understand this process one has to consider two features associated 

with it: the chemical mechanism and the nature of the mediums used. These features help to 

determine how the process progresses and its main characteristics. In what follows a description 

of the process as a whole is given by providing details on the nature of these two features. 

Beginning this discussion with the mediums adopted for this process, a few subjects need to be 

tackled. To start, the place of each of the mediums used and their functions within the process 

should be specified, so as to allow the reader to understand the role of each medium. On top of this 

as both of the mediums utilized are dispersed systems, the key features distinguishing them from 

homogenous polymerizations should be illustrated (this helping to make clear some of the shifts 

that can be expected to the chemical kinetics within these systems). Finally, since two distinct 

forms of dispersed media are used, the differences in the phenomena at play in both of these 

systems should be given. In the paragraphs that follow a brief description of these characteristics 

is provided. 

Starting with the place and purpose of each of the mediums within the process a couple of topics 

can be discussed. To begin, the process itself involves a transformation of a microemulsion to an 

emulsion via the injection of additional monomer to the system. This transformation is desired as 

it allows for a reduction in the surfactant content relative to the monomer content, and increases 

the solid content of the polymerization process. Now as the end goal of this procedure can be seen 

to be the generation of an emulsion, one might wonder why an ab initio emulsion was not used 

instead. The reason for this is that early attempts to perform an ab initio emulsion were 

unsuccessful, resulting in systems with higher molecular weights than those predicted (Jousset et 

al., 2001; Qiu et al., 1999).  This was believed to be caused by the use of extremely hydrophobic 

ligands, which while importantly preventing catalyst dissociation in the aqueous phase, had the 

disadvantageous result of hindering transportation of catalyst from monomer droplets to the 

reaction loci.  Therefore to overcome this issue, Min et al. (2006) developed a two-stage emulsion 
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procedure, which allowed the catalyst (and initiators) to become trapped in the polymer particles 

generated during the microemulsion phase. This system, which has been shown to successfully 

carry out the AGET ATRP process (Min et al., 2006), allows one to circumvent the problem of the 

previous systems.  It also presents clear roles for both the microemulsion and emulsion mediums 

within this process; with the microemulsion serving to enclose species in desirable locations within 

the reaction environment, while the injection of monomer and associated transformation of the 

system to an emulsion serves to bring the process to a desirable state. 

Keeping these purposes of both of the microemulsion and emulsion in mind, the discussion can 

now be focused on the major features which distinguish a dispersed system from a standard 

homogenous medium. These features are the discrete nature of the reaction loci and the partitioning 

of species throughout the different phases of the system. Beginning this discussion with the 

discretization of the reaction loci, it can be seen that this phenomenon has a significant effect on 

the nature of bimolecular reactions within the system. This effect is importantly mixed. The 

discretization prohibits the reaction of molecules in different reaction loci, lowering the 

bimolecular rate, while increasing the rate of bimolecular reaction due to either confined space or 

relatively large fluctuations in the number of these molecules in different reaction loci (Tobita, 

2010). Through the interplay of these discretization effects, bimolecular reactions in this system 

gain their unique properties. For instance, often the rate of termination is dramatically decreased 

due to the significant effect of segregation of radicals when compared to the other rate increasing 

effects. However in the case of other bimolecular reactions, this interplay can often become more 

complicated, and both reductions and increases in the reaction rates are possible depending on 

conditions. The determining factor in whether an overall increase or decrease in rate occurs often 

has to do with the size of the reaction loci, as well as the partitioning behavior of the species 

involved in the reaction. Nevertheless, it can be concluded that discretization can have a significant 

effect on a plethora of the reactions in a process. 

On top of this the partitioning behavior found in both the microemulsion and emulsion systems 

further complicates the kinetics. In both of these systems certain components partition themselves 

throughout the different phases. In the current process being considered these species are butyl 

acrylate (monomer), CuBr2 and CuBr (Copper portions of catalyst). Due to this behavior, only a 

portion of these species are available for reaction at any given instant. This significantly changes 
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the rates of reaction and the dynamics of the process. Importantly however not all species in the 

system behave in this manner, and some species cannot partition, at least to any appreciable degree. 

This results in these species being trapped in their current location in the reaction media. In the 

current system the species of this kind are polybutylacrylate, BPMODA, Ascorbic acid and EBiB. 

Due to this entrapment care must be taken to ensure that these species are found in the appropriate 

location within the system for a reaction to occur. This is particularly important in the case of the 

EBiB and BPMODA, as in emulsion systems they can become trapped within large monomer 

droplets away from the desired reaction loci, resulting in poor reaction conditions. For these 

reasons the partitioning behavior can also become quite important in these dispersed systems.  

Finally on top of the complications introduced above, system specific complications can be 

introduced. These intricacies often have to do with the size of the particles in the system and 

changes in the partitioning behavior due to changes in the relative amounts of species present. In 

the case of the emulsion system, larger particle sizes and an excess of monomer can be found. The 

excess of monomer keeps the reaction loci saturated with monomer for the majority of the reaction, 

though not all of it, while the large particles allow phenomenon such as the gel effect to occur (For 

more details see the emulsion section). In the case of the microemulsion system on the other hand, 

smaller particle sizes and a comparatively smaller amount of monomer are present. This results in 

different monomer partitioning behavior in microemulsion systems, and for instance a negligible 

gel effect (For more details see the microemulsion section). Thus due to these resulting differences 

between these systems, these system specific considerations can also can be seen to be quite 

important. 

With this last remark an exposition of the physical qualities of the system has been given. At this 

point it therefore becomes possible to begin a description of the chemical mechanism active within 

this process. Now while this mechanism shares some attributes in common with the standard 

ATRP process (depicted above in Table 2.3), the chemical mechanism of this polymerization 

differs quite significantly. This is owing to the changes brought about when shifting to an AGET 

ATRP process, the complexities of butyl acrylate radical polymerization, the use of dispersed 

media, and the specific reagents used. Shown below in Table 4.1 is the full chemical mechanism 

of this process. 
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Table 4.1: Mechanism for the AGET ATRP of butyl acrylate 

(Reduction)    𝑅𝑒𝑑𝐼(𝑎𝑞) + 𝐶𝑢𝐵𝑟2(𝑎𝑞)
𝑘𝑟𝑒𝑑1
→   𝑅𝑒𝑑𝐼𝐼(𝑎𝑞) + 𝐶𝑢𝐵𝑟(𝑎𝑞) 

𝑅𝑒𝑑𝐼𝐼(𝑎𝑞) + 𝐶𝑢𝐵𝑟2(𝑎𝑞)
𝑘𝑟𝑒𝑑2
→   𝑅𝑒𝑑𝐼𝐼𝐼(𝑎𝑞) + 𝐶𝑢𝐵𝑟(𝑎𝑞) 

(Activation of initiator)              𝐼 − 𝐵𝑟 + 𝐶𝑢𝐵𝑟/𝐵𝑃𝑀𝑂𝐷𝐴

𝑘𝑎𝑐𝑡,𝑠,0
→    

𝑘𝑑𝑒𝑎𝑐𝑡,𝑠,0
←       𝑅𝑠,0 ∙ +𝐶𝑢𝐵𝑟2/𝐵𝑃𝑀𝑂𝐷𝐴 

(Initiation)                                    𝑅𝑠,0
∙ : + 𝑀

𝑘𝑝
→ 𝑅𝑠,1

∙  

(Backbiting)    𝑅𝑠,𝑛
∙

𝑘𝑏𝑏
→ 𝑅𝑡,𝑛

∙  

(Propagation. Where n≥1)        𝑅𝑠,𝑛
∙ +𝑀

𝑘𝑝,𝑠
→  𝑅𝑠,𝑛+1

∙  

𝑅𝑡,𝑛
∙ + 𝑀

𝑘𝑝,𝑡
→ 𝑅𝑠,𝑛+1

∙  

(Equilibrium)            𝑅𝑠,𝑛 −𝐵𝑟 + 𝐶𝑢𝐵𝑟/𝐵𝑃𝑀𝑂𝐷𝐴

𝑘𝑎𝑐𝑡 ,𝑠
→   

𝑘𝑑𝑒𝑎𝑐𝑡,𝑠
←      𝑅𝑠,𝑛 ∙ + 𝐶𝑢𝐵𝑟2/𝐵𝑃𝑀𝑂𝐷𝐴  

𝑅𝑡,𝑛 − 𝐵𝑟 + 𝐶𝑢𝐵𝑟/𝐵𝑃𝑀𝑂𝐷𝐴

𝑘𝑎𝑐𝑡,𝑡
→   

𝑘𝑑𝑒𝑎𝑐𝑡 ,𝑡
←     

 𝑅𝑡,𝑛 ∙ + 𝐶𝑢𝐵𝑟2/𝐵𝑃𝑀𝑂𝐷𝐴 

(Transfer with monomer)         𝑅𝑠,𝑛
∙ +𝑀

𝑘𝑡𝑟𝑚,𝑠
→   𝑃𝑛 +𝑅𝑠,1 ∙  

𝑅𝑡,𝑛
∙ + 𝑀

𝑘𝑡𝑟𝑚,𝑡
→   𝑃𝑛 + 𝑅𝑠,1 ∙  

(Transfer with polymer)   𝑅𝑠,𝑛
∙ +𝑃𝑚

𝑘𝑡𝑟𝑝,𝑠
→   𝑃𝑛 + 𝑅𝑡,𝑚

∙  

(Termination)                     𝑅𝑠,𝑛
∙ + 𝑅𝑠,𝑚

∙
𝑘𝑡𝑐,𝑠𝑠
→   𝑃𝑛+𝑚 

𝑅𝑠,𝑛
∙ + 𝑅𝑠,𝑚

∙
𝑘𝑡𝑑,𝑠𝑠
→   𝑃𝑛 +  𝑃𝑚  

𝑅𝑠,𝑛
∙ + 𝑅𝑡,𝑚

∙
𝑘𝑡𝑐,𝑠𝑡
→    𝑃𝑛+𝑚 

𝑅𝑠,𝑛
∙ + 𝑅𝑡,𝑚

∙
𝑘𝑡𝑑,𝑠𝑡
→   𝑃𝑛 + 𝑃𝑚  

𝑅𝑡,𝑛
∙ +  𝑅𝑡,𝑚

∙
𝑘𝑡𝑐,𝑡𝑡
→   𝑃𝑛+𝑚 

𝑅𝑡,𝑛
∙ +  𝑅𝑡,𝑚

∙
𝑘𝑡𝑑,𝑡𝑡
→   𝑃𝑛 + 𝑃𝑚 

 

Where I-Br: Ethyl 2-bromoisobutyrate, M: monomer, CuBr/BPMODA: Activators (Catalyst in its lower oxidation 

state), 𝐶𝑢𝐵𝑟2(𝑎𝑞) copper (II) bromide in the aqueous phase), 𝐶𝑢𝐵𝑟(𝑎𝑞)  copper (I) bromide in the aqueous phase, 

CuBr2/BPMODA: Deactivators (Catalyst in its higher oxidation state), 𝑅𝑒𝑑𝐼(𝑎𝑞): Reducing agent in its first oxidation 

state, 𝑅𝑒𝑑𝐼𝐼(𝑎𝑞): Reducing agent in its second oxidation state, 𝑅𝑒𝑑𝐼𝐼𝐼(𝑎𝑞): Reducing agent in its third oxidation state, 

Rs,0∙: primary radical, Rs,1∙: secondary radical of chain of length 1, Rs,n∙ : secondary radical of size n; where n≥1, Rt,n ∙ : 

tertiary radical of size n; where n≥1,  Rs,n-X: halide capped secondary radical, Rt,n-X: halide capped tertiary radical , 

and  Pn+m/Pn/Pm: are dead polymers of length n+m, n and m respectively. 
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As can be seen above in Table 4.1, this process begins in a fashion quite different from that of the 

standard ATRP process, with a percentage of the copper, which makes up the metal complex 

(catalyst), partitioning to the aqueous phase and reacting with ascorbic acid. This complication, 

which arises due to the nature of these metal complexes in dispersed systems, results in the reaction 

mechanism being split between the two phases. This manifests in the reduction reactions taking 

place within the aqueous phase (Ascorbic acid is water soluble), and the remainder of the reactions 

occurring within the organic phase. 

Keeping this is mind, the process – as was stated above - begins with the oxygen unstable copper 

(I) bromide being generated from the oxygen stable copper (II) bromide by reaction with ascorbic 

acid. Due to the nature of the dispersed media, these species then partition throughout the different 

phases of the system. From here, with some of both of the copper species now present in the 

organic phase, the polymerization carries on in a fashion similar to that of standard ATRP, though 

with added complexities associated with the AGET ATRP process, butyl acrylate polymerization, 

and dispersed media. Thus similarly to the standard ATRP radicals are generated through an 

equilibrium with alkyl halide initiators, which can then go on to participate in propagation, 

termination, transfer, and the associated equilibrium reactions. However as mentioned above there 

are some added complexities. For instance in this process the reduction reactions which had played 

an integral role in the start of the polymerization, also can occur throughout the process. These 

reactions thus not only allow for the use of the oxygen stable copper (II) species at the start of the 

polymerization, but also for less catalyst to be used in general, as the copper (I) can now be partially 

regenerated from the copper (II) species. On top of this, reactions associated with butyl acrylate 

radical polymerization also further complicate the kinetics. As was mentioned in the previous 

chapter the formation of tertiary radicals, which can participate in the majority of the reactions 

accessible to secondary radicals, results in a near doubling of the possible reactions. This doubling 

of the reactions, also doubles the possible pathways within the process, thus increasing its 

complexity dramatically. Further complications also arise from the nature of the dispersed media 

used.  To start the partitioning behavior of the different species (see description above) determine 

the location of the reactions within the system and how prevalent they will be. To make matters 

worse the monomer droplets, which act as monomer reservoirs for a portion of the process, are 

eventually depleted resulting in more convoluted partitioning behavior (i.e. non-saturated 

partitioning behavior). On top of this the discrete nature of the reaction loci in the system further 
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enhance rates in the process, resulting in sometimes unexpected kinetic behavior. Thus only by 

taking into account all of these added complexities, as well as the features of the standard ATRP 

process can a full picture of the chemical mechanism be formed. 

With the aggregation of both the chemical and media specific features of this system, the 

underlying nature of the process can be illustrated. Importantly these individual features of this 

system are strongly linked.  For instance the media specific properties have a direct effect on the 

mechanism in that they modify rates or - as was the case with the copper species - slightly modify 

the mechanisms. This causal relationship can also be seen to flow in the other direction, as the 

chemical mechanism of the system determines how chemical compounds will be consumed, and 

thus when changes to the physical nature of the system will occur (for instance the depletion of 

monomer droplets). They therefore must be considered jointly, as otherwise the interaction effects 

between them will be completely missed. This however results in a rather complicated framework 

for the workings of the system. Nonetheless without this rigorous depiction of the process, 

important insights into its evolution and characteristics will not be given.  

 

4.3 Model 
 

The modelling of the AGET ATRP process in a dispersed medium is by no means simple. This is 

because not only does one have to deal with the complicated nature of the chemical kinetics, but 

also understand the main effects of phenomenon such as compartmentalization and partitioning of 

species. As a direct result of this, it has proven to be quite difficult to obtain a compact differential 

model of this system5. On top of this, approaches with simpler mathematical frameworks, such as 

the Monte Carlo method, also appear to struggle in simulating such physio-chemical processes; 

often only obtaining results after long simulation times. In fact, a pure Monte Carlo method without 

any careful tailoring would likely result in an algorithm which is far too cumbersome for much 

practical use.  In an attempt to circumvent these problems, in the current work, a hybrid model of 

both the Monte Carlo and differential algorithms is used, so as to incorporate the best qualities of 

                                                           
5 Interestingly some approximate population balance models have been made. One work that contains a model of this 
form is that done by Van Steenberge et al. (2014). 
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both of each approach into the final algorithm.  In the paragraphs that follow a breakdown of this 

model will be given. 

Beginning this discussion with the differential portion of the algorithm, it can be seen that its main 

use is in the simulation of the aqueous phase reactions. The reactions occurring in this phase are 

the reduction reactions involving the copper species and ascorbic acid. These reactions are both 

easily and quickly represented using the differential method of simulation. This would be 

contrasted if one were to make use of a Monte Carlo method to simulate these reactions, as this 

would likely result in a slow simulation time, and due to the large volume of the aqueous phase, a 

more complicated algorithm. For this reason, it was decided that the simulation of aqueous phase 

reactions would be best handled by taking a kinetic modelling approach, and specifically using 

equations of the following form to describe the dynamics of the aqueous phase: 

 

𝑑[𝑅𝑒𝑑𝐼]

𝑑𝑡
= −𝑘𝑟𝑒𝑑1[𝑅𝑒𝑑

𝐼][𝐶𝑢𝐵𝑟2] 

 

(4.1) 

𝑑[𝑅𝑒𝑑𝐼𝐼]

𝑑𝑡
= 𝑘𝑟𝑒𝑑1[𝑅𝑒𝑑

𝐼][𝐶𝑢𝐵𝑟2] − 𝑘𝑟𝑒𝑑2[𝑅𝑒𝑑
𝐼𝐼][𝐶𝑢𝐵𝑟2] 

 

(4.2) 

𝑑[𝑅𝑒𝑑𝐼𝐼𝐼]

𝑑𝑡
= 𝑘𝑟𝑒𝑑2[𝑅𝑒𝑑

𝐼𝐼][𝐶𝑢𝐵𝑟2] 

 

(4.3) 

𝑑[𝐶𝑢𝐵𝑟2]

𝑑𝑡
= −𝑘𝑟𝑒𝑑1[𝑅𝑒𝑑

𝐼][𝐶𝑢𝐵𝑟2] − 𝑘𝑟𝑒𝑑2[𝑅𝑒𝑑
𝐼𝐼][𝐶𝑢𝐵𝑟2] 

(4.4) 

𝑑[𝐶𝑢𝐵𝑟]

𝑑𝑡
= 𝑘𝑟𝑒𝑑1[𝑅𝑒𝑑

𝐼][𝐶𝑢𝐵𝑟2] + 𝑘𝑟𝑒𝑑2[𝑅𝑒𝑑
𝐼𝐼][𝐶𝑢𝐵𝑟2] 

 

(4.5) 

Where: [𝑅𝑒𝑑𝐼] is the concentration of the reducing agent in its first oxidation state, [𝑅𝑒𝑑𝐼𝐼] is the 

concentration of the reducing agent in its second oxidation state, [𝑅𝑒𝑑𝐼𝐼𝐼] is the concentration of 

the reducing agent in its third oxidation state, 𝐶𝑢𝐵𝑟2is the concentration of the copper (II) bromide 

in the aqueous phase, [𝐶𝑢𝐵𝑟] is the concentration of the copper (I) bromide in the aqueous phase.  

It is important to note that the time (t) as used within these equations should be considered separate 

from those used in the Monte Carlo. These equations were solved by the ode45 function in 

MATLAB, which is an implementation of the explicit Runge-Kutta (4,5) pair of Dormand and 

Price called DP54. 
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The Monte Carlo algorithm, on the other hand, is used to simulate the reactions occurring in the 

organic phase. This is done to avoid the complicated mathematics associated with the 

compartmentalization of species within discrete polymer particles. At its core the algorithm makes 

use of the scheme developed by Tobita and Yanase (Tobita, 1995; Tobita and Yanase, 2007). What 

this means is that the algorithm relies on the generation of hypothetical time periods until 

occurrence for any realizable process, and uses these times to make decisions about which process 

has occurred at any given instant. For the processes dealt with in this model, it was assumed that 

the necessary times could be generated by exponential distributions of the form of equation (4.1). 

Exponential distributions of this form are easily simulated, through use of a computer and 

equations (4.2) and (4.3).  

𝑃(𝑡𝑟𝑒𝑎𝑐𝑡,𝑜𝑐𝑐𝑢𝑟) =
1

𝑡𝑟𝑒𝑎𝑐𝑡,𝑎𝑣𝑔
𝑒
(−

𝑡𝑟𝑒𝑎𝑐𝑡,𝑜𝑐𝑐𝑢𝑟
𝑡𝑟𝑒𝑎𝑐𝑡,𝑎𝑣𝑔

)
 (4.6) 

𝑡𝑟𝑒𝑎𝑐𝑡,𝑜𝑐𝑐𝑢𝑟 = 𝑡𝑟𝑒𝑎𝑐𝑡,𝑎𝑣𝑔ln (
1

𝑈
) (4.7) 

𝑡𝑟𝑒𝑎𝑐𝑡,𝑎𝑣𝑔 =
1

𝜌𝑁𝑎𝑣𝑉𝑝𝑎𝑟𝑡
  (4.8) 

Where: 𝑃(𝑡𝑟𝑒𝑎𝑐𝑡,𝑜𝑐𝑐𝑢𝑟) is the probability of a specific time until occurrence, U is a random number 

taken from a continuous uniform distribution from 0 to 1, 𝑡𝑟𝑒𝑎𝑐𝑡,𝑜𝑐𝑐𝑢𝑟 is the hypothetical time until 

a reaction occurs or the time selected randomly from an exponential distribution representing the 

reaction, 𝑡𝑟𝑒𝑎𝑐𝑡,𝑎𝑣𝑔 is the average time until a reaction occurs, 𝜌 is the rate of a particular event in 

mol L-1 s-1, 𝑁𝑎𝑣 is Avogadro’s number, and 𝑉𝑝𝑎𝑟𝑡 is the volume of the reaction loci. 

After generating these times, the algorithm then works by using them to make a decision about 

which process has occurred by selecting the process with the smallest time until occurrence as the 

event which has transpired. The system is then moved forward appropriately by adjusting the 

amounts of reactants and increasing the simulation time by the amount selected. 

However, in the case of propagation, these reactions must be accounted for in a different manner. 

This is because the propagation reactions occur quickly and frequently in the system, and thus 

would drastically slow down the algorithm. Therefore, to avoid this slowdown, the propagation 
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reactions are instead accounted for by using a Poisson distribution for a given time interval. These 

distributions are generated from the equations shown below. 

 

𝑟̅ = 𝑘𝑝[𝑀]𝑝∆𝑡 

 

(4.9) 

𝑃(𝑟) =
𝑟̅𝑟𝑒−𝑟̅

𝑟!
 

 

(4.10) 

Where: 𝑟̅  is the expected number of monomer units added during the interval, 𝑘𝑝  is the rate 

constant for propagation, [𝑀]𝑝  is the concentration of monomer in the particle, ∆𝑡 is the difference 

between the time at which the reaction currently selected by the algorithm will occur and that of 

the previous reaction selected by the algorithm, 𝑟 is the actual amount of monomer units added, 

and 𝑃(𝑟) is the probability of adding 𝑟 monomer units. It is important to note that while the above 

equations describe the Poisson distribution of the process, they do not provide the numerical 

technique used to obtain the random values. The method used to obtain values randomly from this 

distribution was that used by the built-in MATLAB function poissrnd; i.e. the waiting time method 

for small values of 𝑟̅ and Ahren’s and Dieter’s method for larger values of 𝑟̅. 

 As may be seen, the advantage of these Poisson distributions is that in any given time interval the 

number of propagation events can be accounted for by randomly selecting a number from these 

distributions. This greatly increases the speed of the algorithm, while still allowing for the 

propagation events to be appropriately considered. That being said for the sake of simplicity a 

couple of assumption are made about this process. These assumption are that all radicals that are 

active in a given interval are assumed to have grown by the same amount, and only one particle is 

assumed to have an active radical at any given instant. These assumptions while actually fallacious 

do provide a reasonable approximation to the true system. This is because often only one radical 

is active in a particle, and particles are rarely active at the same time due to the nature of this 

controlled radical polymerization. 

In any case after accounting for the propagation reactions by appropriately updating the amount of 

monomer within the particle, as well as the size of the polymers and their corresponding 

distribution properties (Mn, Mw, and PDI), all the necessary dynamics of the organic phase will 

have been taken into account, and this process as a whole can be repeated. Using this approach 
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Tobita and Yanase (2007) were able to simulate the miniemulsion process for various CLRP 

systems. However, in order to properly simulate the AGET ATRP of butyl acrylate in the two-step 

emulsion system studied an extended version of this Monte Carlo method had to be created. This 

is because in this system one has to account for the interplay between macroscale and nanoscale 

phenomenon, and also account for partitioning effects, which conveniently provide a link between 

the differential and Monte Carlo parts of the algorithm. Therefore two major extensions to this 

original Monte Carlo were needed. 

The simpler of these two extensions was to develop a way to account for the partitioning effects 

occurring in the system. This was done through use of a modified version of the Morton/Vanzo 

equations (Morton et al., 1954; Vanzo et al., 1965) suggested by Maxwell et al. (1992) and 

partitioning coefficients. The modified Morton/Vanzo equation was used to account for the 

monomer partitioning, while the partition coefficients were used to account for copper(I) and 

copper (II) partitioning behavior. However, besides these equations, mole balance equations were 

also needed to account for the total amount of monomer, copper(I), and copper (II) remaining in 

the system at any given instant. Below these partitioning equations, as well as the related mole 

balance equations are given: 

Monomer Partitioning: 

When the aqueous phase is saturated with monomer: 

ln(1 − 𝛷𝑝) + 𝛷𝑝− 0.5956 = 0 

 

(4.10) 

Once the aqueous phase is no longer saturated with monomer: 

ln(
[𝑀]𝑎𝑞

[𝑀]𝑎𝑞,𝑠𝑎𝑡
) = ln(1 − 𝛷𝑝)+ 𝛷𝑝 − 0.5956 

(4.11) 

  

[𝑀]𝑎𝑞 =
(
𝑁𝑀 − 𝑉𝑝,𝑡𝑜𝑡(1 − 𝛷𝑝)𝜌𝑀

𝑀𝑤𝑀
)

𝑉𝑎𝑞
 

 

(4.12) 

𝑁𝑀 = (1 − 𝑥)𝑁𝑀,0 

 

(4.13) 

Where the monomer concentration in the particle could be determined from: 
 

 

𝛷𝑚 ≈ 1 −𝛷𝑝 (4.14) 
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[𝑀]𝑝 =
𝛷𝑚𝜌𝑀
𝑀𝑤𝑀

 (4.15) 

  

Copper (I) Partitioning: 

𝐾𝐶𝑢(𝐼) =
[𝐶𝑢𝐼]𝑜𝑟𝑔
[𝐶𝑢𝐼]𝑎𝑞

 
(4.16) 

 

𝑁𝐶𝑢(𝐼) = [𝐶𝑢𝐼]𝑜𝑟𝑔𝑉𝑜𝑟𝑔 + [𝐶𝑢𝐼]𝑎𝑞𝑉𝑎𝑞 (4.17) 

 

Copper (II) Partitioning: 

𝐾𝐶𝑢(𝐼𝐼) =
[𝐶𝑢𝐼𝐼]𝑜𝑟𝑔
[𝐶𝑢𝐼𝐼]𝑎𝑞

 
(4.18) 

 

𝑁𝐶𝑢(𝐼𝐼) = [𝐶𝑢𝐼𝐼]𝑜𝑟𝑔𝑉𝑜𝑟𝑔 + [𝐶𝑢𝐼𝐼]𝑎𝑞𝑉𝑎𝑞 (4.19) 

 

Where: [𝑀]𝑎𝑞  is the concentration of monomer in the aqueous phase, [𝑀]𝑝 is the concentration of 

monomer in the particle or organic phase, 𝛷𝑝  is the volume fraction of polymer in polymer 

particles, 𝛷𝑚  is the volume fraction of the monomer, 𝜌𝑀 is the density of monomer, 𝑀𝑤𝑀  is the 

molecular weight of monomer, 𝑉𝑎𝑞  is the volume of the aqueous phase, 𝑁𝑀 is the number of moles 

of monomer remaining the system, 𝑁𝑀,0 is the initial number of moles of monomer in the system, 

𝑥 is the conversion of monomer, 𝐾𝐶𝑢(𝐼) is the partition coefficient for copper (I) species, [𝐶𝑢𝐼]𝑜𝑟𝑔 

is the concentration of copper (I) in the organic phase, 𝑁𝐶𝑢(𝐼)  is the number of moles of copper (I) 

remaining in the system, [𝐶𝑢𝐼]𝑎𝑞 is the concentration of copper (I) in the aqueous phase, 𝐾𝐶𝑢(𝐼𝐼) is 

the partition coefficient for copper (II) species, [𝐶𝑢𝐼𝐼]𝑜𝑟𝑔 is the concentration of copper (II) in the 

organic phase, 𝑁𝐶𝑢(𝐼𝐼) is the number of moles of copper (II) remaining in the system, [𝐶𝑢𝐼𝐼]𝑎𝑞 is 

the concentration of copper (II) in the aqueous phase,  𝑉𝑜𝑟𝑔  is the volume of the entire organic 

phase, and 𝑉𝑝,𝑡𝑜𝑡 is the total volume enclosed by all the particles.  

Note: The Morton/Vanzo equation given above is applicable for temperatures in the 

neighbourhood of 50 °C, but is assumed to work at 80 °C. It was solved using the fsolve function 

in MATLAB, which used the trust-region-dogleg algorithm to solve a set of nonlinear equations. 
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 With these relations a complete description of the partitioning behavior in the system can be given, 

as all other components are assumed not to partition between the various phases. Importantly these 

partition/mole balance equations also serve the crucial role of providing a link between the Monte 

Carlo and differential portions of the algorithm, in that they link the organic phase reactions to the 

aqueous phase reactions. Thus by taking advantage of this link, the Monte Carlo and differential 

algorithms can maintain appropriate levels of communication with each other through updates 

made to the mole balances/partitioning equations at regular intervals.  

In practice this communication occurs by first taking a relatively large step forward (though small 

enough to ensure numerical accuracy) with the differential algorithm to account for the aqueous 

phase behavior in that step period. Then using the Monte Carlo portion of the algorithm the organic 

phase behavior is accounted for by allowing it to run through the duration of that step. Once this 

is done the link is established between the algorithms by updating the overall quantities of the 

monomer, activator, and deactivator in the system using both differential and Monte Carlo 

algorithms, and then appropriately partitioning these species between the phases according the 

equations given above.  In this fashion one is able to appropriately track the total amount of these 

species which are shared between the phases, and thus ensures that both algorithms are working 

together consistently. 

With this in mind there was still a second update to the model required. This update allowed one 

to account for the interplay between the macroscale and nanoscale phenomenon, and required a 

careful use of averages and proportions. Properties that need to be accounted for in this manner 

are the rate of polymerization, rate of consumption of each of the copper species, the average 

volume of the particles, and the proportion of nucleated micelles. These properties can be broken 

into two groups. The first, simply need to be known at a single point. These are the average volume 

of the particle and the proportion of nucleated micelles. The other form of average however needs 

to be known over an interval. These averages correspond to the reaction rates and are found by 

calculating the mean value of the reaction rates over the considered interval. Below in Figure 4.1 

a look at these two different types of averages is given. Where in this figure Rpavg is the average 

rate of polymerization, RCuBr is the average rate of consumption of CuBr consumption, RCuBr2 is 
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the average rate of CuBr2 consumption, Vp,avg is the average volume of the particles, and Aavg is 

the proportion of active particles. 

 

 

 

 

 

 

 

 

 

Figure 4.1: Different averages accounted for in the model 

 

With the addition of these two extensions to the algorithm of Tobita and Yanase (Tobita, 1995; 

Tobita and Yanase, 2007), as well as a differential framework for accounting for aqueous phase 

reactions, a working simulator of the system is obtained. This simulator is however approximate 

in nature; owing to the manner in which estimates of the macroscale properties of the system were 

obtained, as well as assumptions used to simplify the model. Nonetheless it should be able to 

qualitatively describe the behavior of the system and provide important insights into its nature. 

 

4.4 Model Assumptions 
 

The following assumptions were made about the process: 

1. The copper species and monomer were the only species which partitioned to any 

appreciable extent between the phases. 

2. The deactivator and activator molecules are assumed to partition as a whole, even though 

in reality only the copper species partition to the aqueous phase. This neglects the 

t1 t2 t3 t4 

... 

Vp,avg 

Aavg 

Rpavg 

RCuBr, RCuBr2 
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reformation and separation processes as the transition metal moves to and from ligands in 

the system. 

3. The volume of the particle could be found from the mass of the polymer held within it as 

follows: 

𝑽𝒑𝒂𝒓𝒕 =
𝒎𝒑𝒐𝒍𝒚

𝝆𝒑 .  𝜱𝒑
 

Where: 𝑽𝒑𝒂𝒓𝒕  is the volume of the particle, 𝒎𝒑𝒐𝒍𝒚  is the mass of polymer within the 

particle, 𝝆𝒑 is the density of the polymer, and  𝜱𝒑 is the volume fraction of the polymer 

within the particle. 

4. The behavior of large particles which are formed through coagulation could be modelled 

solely by simulating the reaction dynamics in the precursor particles that formed them; i.e. 

large particles can be modelled by breaking them into their component parts. 

5. β-Scission, thermal initiation, primary radical termination, and termination due to catalyst 

are ignored. 

6. Primary radicals are assumed to react at the same rate as polymeric radicals when reacting 

with monomer. 

7. Reduction reactions occur solely in the aqueous phase. 

8. Diffusional effects and chain length dependency of reactions are ignored. 

9. All radicals derived from initiator are secondary. 

10. The initiation equilibrium proceeds at the same rate as its macromolecule counterpart 

 

4.5 Results and Discussion 
 

The model developed in this work was able to capture the major features of this system. This 

included not only the trends in “livingness”6, but also trends associated with the molecular weight 

distributions. That being said, model predictions importantly still showed some deviations in 

behavior from that seen in the experiments conducted by Min et al. (2006). This was particularly 

noticeable for the PDI trends obtained, as well as the “livingness” profiles at relatively high values 

                                                           
6 For a definition of livingness please see the nomenclature section. 
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(>0.9). Below in Figures 4.2-4.4, a visual comparison between model predictions and the data of 

Min et al. (2006) is given. 

 

 

 

 

Figure 4.2:  Visual comparison of the data of Min et al. (2006) and Hybrid Monte Carlo  

predictions: Experiment 1. 

Note: 

1. Initial conditions were the experimental conditions for experiments 1 as carried out in the 

work of Min et al. (2006) and given in Appendix B.  

2. The parameters used within the model can be found in Appendix C. 

3. Multiple runs were carried out to ensure numerical stability. 
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Figure 4.3:  Visual comparison of the data of Min et al. (2006) and Hybrid Monte Carlo  

predictions: Experiment 2. 

Note: 

1. Initial conditions were the experimental conditions for experiments 2 as carried out in the 

work of Min et al. (2006) and given in Appendix B.  

2. The parameters used within the model can be found in Appendix C. 

3. Multiple runs were carried out to ensure numerical stability. 
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Figure 4.4: Visual comparison of the data of Min et al. (2006) and Hybrid Monte Carlo 

predictions: Experiment 3. 

Note: 

1. Initial conditions were the experimental conditions for experiments 3 as carried out in the 

work of Min et al. (2006) and given in Appendix B.  

2. The parameters used within the model can be found in Appendix C. 

3. Multiple runs were carried out to ensure numerical stability. 
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Now while the original goal of this study was only to develop a model which qualitatively captured 

the trends of the system, something which seems to have been obtained above, providing reasons 

for the deviations between predicted and experimental values may prove fruitful. In particular, 

discourse of this sort, may allow one to understand some of the phenomenon which appears to be 

present within the system. Nevertheless, before discussing any of the possible mechanistic reasons 

for these deviations, a simple reason must first be presented. This simple reason is that the 

differences between model predictions and experimental trends may be in a part due to insufficient 

knowledge of the kinetic parameters of the system; a point which is particularly relevant in 

dispersed systems, where vast quantities of parameters are required, and where experimental 

measurements are difficult to obtain. This situation is even worse in the current system, as the 

AGET ATRP process has not been studied extensively within these dispersed systems, and even 

very basic rate constants are not available. As a consequence of these circumstances, in works like 

this one, approximations of a large portion of the rate constants have to be made7. This need 

unfortunately then leaves one uncertain as to whether model predictions could simply be improved 

by better parameter estimates. For instance, it may have been the case that most of the deviation 

seen in the above plots were explainable simply as the result of poor parameter approximation. 

With that in mind, it is nonetheless still likely that mechanistic reasons for the deviations are at 

least in part responsible for the dissimilarities found between model and experimental trends. This 

is because in the current model, certain phenomenon which are known to occur, and also have an 

effect within the system, have been neglected in order to simplify the simulation process. For 

example, diffusional effects on radicals, the catalyst, and the monomer, at high conversions have 

been neglected, even though these have been shown to play important roles at these conversions 

(Rabea and Zhu, 2015; Zetterlund, 2010). Further some advanced dispersed/chemical phenomenon 

such as concentration dependent catalyst partitioning coefficients, coagulation of particles, and 

activation/deactivation rates for initiator molecules which deviate from those of macromolecules, 

have been assumed negligible; this being in spite of the fact that these are also likely to have an 

impact on the dynamics of the system. 

The presents of these phenomenon also seems to be supported by data. For example, diffusional 

effects within dispersed controlled radical polymerizations are expected to result in plots of 

                                                           
7 Concurrent adjustment of these rate constants were made –within a reasonable range-to provide better fits of the 

data. 
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“livingness” which have an increased linearity, as well as trends in PDI vs conversion which are 

concave in nature (Rabea and Zhu, 2015; Thomson and Cunningham, 2010; Zetterlund, 2010). By 

looking at the visual comparison above, it becomes obvious that if the model were to gain these 

features, better fits of the experimental data would be obtained; thus being suggestive of diffusional 

phenomenon. Similarly, the small polymer particle sizes simulated (~3 nm in radius), relative to 

those obtained experimentally (~45-60 nm in radius), are suggestive of coagulative effects within 

the system; this being especially telling, when one considers the fact that the only other known 

mechanism for growth of these particles, the growth of polymer molecules, has already been taken 

into account. 

For the remaining phenomenon mentioned above, direct evidence of this sort, however does not 

exist. There is nevertheless experimental evidence of their presence and effect in literature. For 

instance, in the case of concentration dependent partition coefficients, experimental evidence for 

their variation with concentration is given by (Elsen et al. (2012) and Qiu et al. (2000b); while 

work demonstrating the importance of the exact partition value at any given instant is given by 

Kagawa et al. (2007). On the other hand, differences in rate constants for macro-radicals and 

primary radicals in regards to the main ATRP equilibrium, have been evidenced both 

experimentally and from a modelling point of view in the work of Payne et al. (2013). 

In summary, while the model developed in this work adequately captures the qualitative features 

of the system, some gaps still exist. As pointed out above, these gaps seem to be indicative of 

diffusional effects at high conversion, coagulation of polymer particles, and perhaps other less 

obvious phenomenon such as concentration dependent partition coefficients, as well as different 

values of kact/kdeact for initiator molecules. By accounting for these phenomenon within the system, 

it is believed that differences between model predictions and experimental values can be narrowed 

down. However as was importantly noted above, the deviations between model predictions and 

experimental data may be in part a result of poor parameters estimates. It therefore is also quite 

relevant that future attempts be made to improve estimates of these values, so that kinetic models 

can be more adequately validated. 
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4.6 Conclusions 
 

From the results obtained above it seems that the Hybrid Monte Carlo model developed for this 

system adequately described some of the major phenomenon within it. This included both trends 

in “livingness” and molecular weight distributions. Nonetheless there were still some important 

deviations between model predictions and experimental data, such as deviations in PDI trends, 

“livingness” at high conversion, and particle size predictions. This as discussed above could have 

been indicative of diffusion, coagulative, partitioning, or initiation effects, as well as from a non-

mechanistic point of view, poor parameter estimates. In the end, this model thus not only illustrated 

the strength of the model under certain assumptions, but also pointed out some important areas in 

which it could possibly be improved.
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CHAPTER 5 : EXPERIMENTAL INVESTIGATION OF THE AGET 

ATRP OF BUTYL ACRYLATE IN A TWO-STAGE EMULSION 

SYSTEM 

 

5.1 Introduction 
 

Atom Transfer Radical Polymerization (ATRP) occurring within an emulsion system is a relatively 

new topic within the polymerization field. It has mainly been pursued due to the fact that the 

emulsion media is favoured in industry for the production of nanoparticles. Unfortunately however 

it has proven to be quite difficult to adapt the ATRP process to emulsion systems. This is because 

issues such as coagulation of particles, the reaction of anionic surfactant with catalyst, and 

partitioning effects have hindered this process. Nevertheless, some systems have been developed 

to successfully carry out ATRP in emulsion. 

To date, the most successful of these approaches has been the two-stage AGET ATRP emulsion 

developed by Min et al. (2006). This two-stage procedure avoids issues associated with previous 

systems such as poor initiation efficiency and/or droplet nucleation. It accomplishes this through 

use of both a microemulsion and emulsion stage. In particular, the polymerization process first 

proceeds in a microemulsion, which when sufficiently polymerized (~30% conversion) is then 

transformed into an emulsion by injection of monomer. This is a crucial feature of the process as 

it avoids the transport/droplet nucleation issues of the previous systems by enclosing catalyst and 

initiator within polymer particles formed during the microemulsion stage.  

Experimental studies of this system currently are nevertheless lacking and further investigation 

into this subject is required. For this reason, part of this thesis is dedicated to an experimental 

investigation of this system. In particular a look at a slightly altered version of this process, which 

makes use of a different catalyst from that of Min et al. (2006) and is not completely air free, is 

made. The purpose of this work is to help illuminate some of the features of this process, and also 

to clarify its limitations or possibilities. 
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5.2 Materials 
 

n-Butyl acrylate ( BA, ≥98%, stabilized by 50 ppm 4-methoxy phenol; purchased from VWR) was 

purified by passing it through an inhibitor remover column (purchased from Sigma Aldrich). The 

chemicals Polyoxyethylene (20) oleyl ether (Brij 98), L-Ascorbic Acid (AA, 99%), 4,4’-Dinonyl-

2,2’-Dipyridyl (dNbpy, 97%), THF (HPLC grade, ≥99.9%) were purchased from Sigma Aldrich, 

while Ethyl 2-bromoisobutyrate (EBiB, 98%) and Copper (II) Bromide (CuBr2, 99%), methanol 

(ACS grade, ~99.8%) were purchased from VWR. All chemicals above were used as received 

unless stated otherwise. 

 

5.3 Experimental Setup 
 

5.3.1 Reactor and Associated Equipment 

 

Depicted below in Figure 5.1 is the general setup used for reactions. This setup made use of a 2L 

stainless steel PARR reactor. This reactor contained a dip-tube for sampling and nitrogen gas entry, 

a stirring rod with a 45° pitched blade impeller, a cooling pipe, a thermocouple for temperature 

measurement, a pressure gauge, and a gas vent located near the top of the reactor. The main 

purpose of this reactor was to provide a closed environment for the process to occur. However 

alongside this reactor, some other equipment was necessary for running the reaction. This 

equipment was the controller/computer, nitrogen tank/ gas outlet valve, the pressure gauge, and 

the external cooling system. These accessories and the reactor allowed one to construct a well-

controlled environment to carry out the reaction. 
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Figure 5.1: Reactor setup 
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5.4 Experimental Procedure 
 

5.4.1 General Procedure 

 

The first step in the experimental procedure was to confirm that the reactor was clean. This was 

accomplished by a visual/touch inspection of any accessible portion of the reactor, followed by a 

check for clogs in the pipes or unreachable locations through use of pressurized air. This check 

generally was not necessary, as the reactor should have been cleaned directly after any previous 

reactions, but was a good practice as it prevented possible faults.  

In any case, once clean, the next step in the procedure was the preparation of the chemicals. This 

began by first measuring out the appropriate amounts of CuBr2 and dNbpy into a beaker. The 

CuBr2 was measured to the nearest 0.2mg directly into this container using a PTFE coated spatula, 

as this would not react with the CuBr2. The dNbpy on the other hand was measured to the nearest 

0.1mg on to a piece of blank paper using a stainless steel spatula and then transferred into the 

beaker ensuring the paper was thoroughly jostled to remove any remnants. The blank piece of 

paper was then reweighed to check if all of the dNbpy was transferred from the paper (At least all 

measurable quantities thereof). From here, a small magnetic stir rod and monomer were transferred 

to the vial for the formation and dissolution of the copper complex, with the monomer transfer 

occurring through use of a 10mL pipette with graduations of 0.1 mL. The beaker containing these 

ingredients was then sealed with aluminum foil and placed on a heating plate and brought to a 

temperature of approximately 60 °C to form and dissolve the copper complex within the monomer 

solution. This resulted in a brown solution upon complete dissolution of the complex (a green paste 

was seen prior to dissolution). 

In the meantime- as this dissolution process took quite some time to complete- a solution of Brij 

98 and water was made to the concentration desired for the microemulsion. This was done by first 

measuring out the Brij 98 into a small 25mL beaker, with this mass measurement made accurate 

to the nearest 1mg. This surfactant was then transferred to a 500 mL beaker containing distilled 

water in the amounts required, and which had been measured out using a 250 mL graduated 

cylinder with graduations of 2 mL. The 25 mL beaker which now contained some remnants of the 

Brij 98 was filled with a portion of the distilled water from the 500 mL beaker. At this point the 
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500mL, 25 mL beaker, and the utensils used during the transfer process (ends being inserted into 

the 25mL beaker) were then placed on the hot plate until any remaining Brij 98 dissolved. 

At this point, the copper complex was completely dissolved in the monomer, and in a separate 

beaker the initiator, EBiB, could be measured out; often this was only done to the nearest 10mg, 

but in some cases was done right to the nearest 0.1 mg. This compound was appreciably volatile, 

so it was immediately mixed with the copper complex solution and quickly sealed. This transfer 

had to be done as fast as possible using a preheated pipette as the copper complex precipitated 

quickly once cooled and EBiB is again quite volatile. From here, after giving the components of 

both this organic and the aqueous Brij 98 solutions some time to dissolve, the two solutions were 

combined to form the microemulsion solution by using a heated pipette to quickly transfer the 

organic mixture into the Brij 98 solution under mixing. This microemulsion was then given time 

to equilibrate. 

Once this process was complete the microemulsion was poured into a 2L PARR stainless steel 

reactor and sealed therein. The mixture was then purged 4 times with nitrogen (99.998% purity) 

in order to clear the headspace of the reactor and remove some of the dissolved oxygen from the 

system. Four purges were selected, as this resulted in the expected oxygen in the headspace being 

reduced to below 0.01 in mole fraction, while importantly preventing the loss of too much of the 

volatile components. This fact is exemplified below in Figure 5.2, where a plot of the relation 

between the current mole fraction of oxygen in the headspace and the number purges is given. This 

plot was generated using the relation 𝑦𝑗 = 𝑦0 (
𝑃𝐿

𝑃𝐻
)
𝑗

; where: 𝑦𝑗  is the mole fraction after the jth 

purge, 𝑦0  is the initial mole fraction, 𝑃𝐿 is the ambient pressure, 𝑃𝐻  is the pressure when the vessel 

is pressurized with nitrogen, 𝑗 is the number of purges. This relation is derived from the well 

known ideal gas law. For more information see Appendix E and (Crowl and Louvar, 2011). 
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Figure 5.2: Oxygen vapor mole fraction versus number of purges 

 

In any case, after removing this portion of oxygen from the system the reaction mixture was then 

heated up to the reaction temperature and the stirrer was operated at an appropriate speed (Often 

250 rpm controller). Now while the system and the controller were equilibrating to the set point, 

an aqueous solution of ascorbic acid was prepared in a 40 mL beaker. This was done by first 

measuring out the desired amount of ascorbic acid and then dissolving it into 30 mL of distilled 

water. The ascorbic acid was then left to dissolve in a cupboard away from a light source as it was 

light sensitive. 

Once the system had equilibrated and the ascorbic acid fully dissolved, the reaction was started by 

injecting the ascorbic acid solution into the vessel. The microemulsion polymerization was then 

allowed to carry on for 10 minutes total, with a sample being collected at the 5-minute mark to 

characterize some of the behavior of this reaction. At the 10-minute mark the system was 

transformed from a microemulsion to an emulsion polymerization by the injection of additional 

monomer. At this point more ascorbic acid was also added to compensate for the small amounts 

of oxygen entering the system during the injection processes.  The system was then allowed to 

carry on in this fashion until the end of the reaction with samples being taken at regular intervals. 

These samples were exposed to air and cooled in order to quench the polymerization.  

After the reaction had completed the system was disassembled and exposed to air to end the 

reaction. The reactor was then cleaned using soap, water, and pressurized air. This involved 

scrubbing all accessible regions with a brush and soapy water, and use of pressurized air to clear 

pipes and unreachable areas. Once cleaned in this fashion the reactor was closed with its container 
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nearly full of distilled water. It was then placed under high pressure and stirring, and the distilled 

water removed from pipes to help remove any residual materials within the system. This was then 

repeated a second time, after which the reactor was left to dry. 

 

5.4.2 Intermittent Procedures 

 

5.4.2.1 Monomer Purification 

 

For any given experiment at least 50 mL of purified monomer had to be ready for use. Purified 

monomer was produced by passing the monomer through an inhibitor remover column, purchased 

through Sigma Aldrich. This was accomplished by adding the monomer dropwise to the column 

via a 250 mL separatory funnel. During this purification it was ensured that the flowrate through 

the column was not in excess of 120 mL per hour, as this was the recommended maximum 

flowrate. Further, due to butyl acrylates sensitivity to light, the equipment was wrapped in 

aluminum foil and some of the lights were turned off, so as to avoid light induced reactions. This 

being said, once the monomer had eluted and was purified, it was stored within a refrigerator until 

use. The column was then washed with methanol, dried, and stored sealed inside the refrigerator 

(This washing procedure could only be repeated a few times before the column packing material 

had to be completely changed). 

 

5.4.2.2 Leak Testing 

 

To ensure the system remained free of leaks a periodic leak test was done. This leak test involved 

filling the reactor (almost full) with distilled water, sealing it, and placing it under a blanket of 

nitrogen at high pressure; this minimized the amount of nitrogen needed for the test, and also 

allowed some of the possible residue within the system to be dissolved within the distilled water.  

The test then began by first creating a soap/water solution by mixing tap water with soapy mixture. 

The soap/water solution was then sprayed over possible areas of leakage on the closed reactor. If 

any bubble appeared, adjustments to the reactor were then made until the point where upon 

retesting bubble formation did not occur. 
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5.4.2.3 Controller Tuning 

 

In order to establish proper control over the temperature and stirring speed within the reactor the 

controller had to be intermittently tuned. This was generally done using the automatic tuning 

procedure specified by the manufacturer PARR. The procedure involved first filling the reactor 

with distilled water to the volume to be used during the true reaction. The reactor and its 

accompanying accessories were then turned on, in order to mimic the reaction conditions. At this 

point the controller was turned on and the autotune setting was selected. The controller would then 

try to reach the desired setpoint and disturb the system until it had found parameters which worked 

reasonably well. Once this was done the controller changed its parameters to these values and the 

system was ready for a reaction to be carried out.  This procedure was repeated for any changes of 

the reaction volume, or setpoints of the controlled variables. 

 

5.5 Experimental Analysis 
 

Samples collected from the experiments were analyzed to obtain conversion and molecular weight 

distributions. The conversion was determined gravimetrically, whereas the molecular weight was 

determined using GPC/SEC. In what follows the details of these analysis techniques is given. This 

includes both the necessary formulas and procedures used. It is hoped that after reading this 

section, a clear idea of how to perform these techniques will be provided.  

 

5.5.1 Conversion 

 

The monomer conversion was determined by the gravimetric method. This method makes use of 

mass fractions which are known within the system and the mass fraction of the overall solid content 

to obtain a value for the conversion. This is accomplished via the following formulas (these are 

specific to this system): 
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𝐶𝑜𝑛𝑣 =
(𝐹𝑠𝑜𝑙 − 𝐹𝐶𝑢𝐵𝑟2 − 𝐹𝑑𝑁𝑏𝑝𝑦 − 𝐹𝐴𝐴 − 𝐹𝐼)

𝐹𝑀
=
𝐹𝑠𝑜𝑙 − (𝐹𝑠𝑜𝑙 − 𝐹𝑝𝑜𝑙𝑦)

𝐹𝑀
=
𝐹𝑝𝑜𝑙𝑦
𝐹𝑀

 

 

(5.1) 

 

𝐹𝑠𝑜𝑙 =
(𝑚𝑑𝑟𝑦,𝑐𝑢𝑝 −𝑚𝑒𝑚𝑝𝑡𝑦,𝑐𝑢𝑝)

(𝑚𝑤𝑒𝑡,𝑐𝑢𝑝 −𝑚𝑒𝑚𝑝𝑡𝑦,𝑐𝑢𝑝)
 

 

(5.2) 

 

 

Where Fsol: mass fraction of solids, Fpoly: Mass fraction of polymer, Fx: initial mass fraction of 

compound x in solution, CuBr2: copper(II) bromide, dNbpy: 4,4’-dinonyl-2,2’-dipyridyl, AA: 

ascorbic acid, I: initatior (ethyl 2-bromoisobutyrate), M: monomer (butyl acrylate), and my,cup: 

mass of cup in state y. 

 

Now as the values of all the mass fractions other than Fsol are known, a value of the conversion 

can be obtained by taking the measurements: mdry,cup, mwet,cup, and mempty,cup. These measurements 

are obtained by finding the mass of a dry cup, the mass of the cup with an aliquot of sample in it, 

and the mass of this cup once the sample has been allowed to dry; with the drying process occurring 

in a vacuum oven at 40-50 °C over a period of 24 hrs. Once these measurements were taken the 

conversion of the sample was then determined using the formulas provided above. This 

measurement procedure while quite simple is also one of the best methods for determining 

conversion. 

 

5.5.2 Molecular Weight 
 

Measurements of the polymer molecular weights on the other hand were determined using a 

Viscotek GPCmax VE2001 solvent/sample module and Viscotek TDA 302 Triple detector array. 

In order to properly characterize samples using this machine a careful procedure had to be carried 

out. This procedure began first with the purification of the polymer samples to be run. This was 

necessary, as impurities such as the copper catalyst could possibly interfere with the detection 

devices of the column, while those such as the surfactant could broaden the molecular weight 
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distribution found. Thus to ensure a sufficient level of purity, extraction of the polymer by either 

drying of an emulsion sample in the oven or precipitation using methanol, was followed by 

repeated washes with methanol. These washes ensured the polymers were stripped of any 

impurities, and had an accompanying visual change from white/pink to transparent.8  

In any case once the polymer had been purified, the GPC samples could then be made by dissolving 

the polymer in THF such that its concentration fell in an acceptable range, 1-10mg/mL. These 

samples were then transferred to 2 mL sample vials via a polycarbonate syringe, filtering the liquid 

through a 0.2µm polypropylene filter to ensure the removal of all large undissolved particles. 

Along with these samples two standards were prepared for calibration and verification purposes. 

This involved similarly dissolving the necessary sample in THF and filtering them into a 2 mL 

sample vial. With the preparation of all of these samples the GPC could then be run. 

The GPC measurement procedure consisted of first running a narrow standard to calibrate the 

GPC. Calibration with one sample was possible due to the use of the triple detection array within 

the GPC used. This array of detectors was made up of an RI detector, right angle light scattering 

detector, low angle light scattering detector, and a viscometer. The combination of information 

obtained from these detectors could be used to calibrate the machine and provide measurements 

of molecular weight distributions without the standard procedure which requires the generation of 

calibration curves. Thus simply by running a narrow standard, at the operating conditions specified 

in Table 5.1, through the column and using the OmniSec software a calibration of the system could 

be obtained. 

Table 5.1: GPC operating conditions 

Operating Variable Value 

Temperature (Detector) 22°C 

Temperature (Column) 22°C 

Flow Rate (mL/min) 1 mL/min (Generally; though sometimes 
changed if higher resolution was required) 

Solvent THF 

Laser wavelength (nm) 670 nm 

From here a broad standard could then be run through the column using the operating conditions 

of Table 5.1, to ensure proper calibration. If the resulting data matched with the values expected 

                                                           
8 Often this washing was done far above the polymer glass transition temperature (~-49°C), greatly improving the 
purification process. 
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for the broad standard the remainder of the samples could be run at the conditions of Table 5.1, 

with intermittent running of the broad standard to check for drift. In this way reliable data on the 

molecular weight distribution of the samples was obtained. 

5.6 Results and Discussion 
 

The results obtained within this study were very different from those first expected. This was 

because in a similar system to this, that of Min et al. (2006), control over polymers, dispersion 

stability, and an initiator efficiency closer to their predicted behaviors were obtained. In the current 

system however this combination of factors seemed to be allusive. This was likely due to the use 

of a different ligand within this study, which was chosen over that used by Min et al. (2006) due 

to its commercial availability. The strange behavior of this system can be seen below in Figures 

5.3-5.6, which provide results for experiment 1-4 respectively, while the conditions used in these 

experiments can be found in Table 5.2. 

 

 

 

Table 5.2: Experimental conditions used to study the AGET ATRP of BA in a two-stage 

dispersed system 

Exp T 

(°C) 

P 

(psig) 

RPM CuBr2 

(g) 

L (g) I (g) S (g) RA1 

(g) 

M1 

(g) 

RA2 

(g) 

M2 

(g) 

H20,1(g) Vtot 

(mL) 

1 70 20-40 250 0.0252 0.0927 0.2273 8.9429 0.2003 3.576 0.1504 42.9 520 572 

2 70 20 250 0.0274 0.1005 0.1592 6.2591 0.0323 3.576 0.0078 28.61 350 386 

3 70 20 250 0.0277 0.1007 0.1598 6.2600 0.0122 3.576 0.0061 28.61 345 381 

4 70 20 250 0.0277 0.1010 0.1609 6.2608 0.0081 3.576 0.0081 28.61 346 382 
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Figure 5.3: Results of Experiment 1 

Note: This experiment deviates from the ones given below in a few respects, the most important 

of these is the large amount of ascorbic acid used relative to the catalyst. This is because when 

ascorbic acid is in excess, to the extent in the above experiment, this results in a system which 

follows conventional radical polymerization behavior. 

 

 

Figure 5.4: Results of Experiment 2 

 

 

Figure 5.5: Results of Experiment 3 
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Figure 5.6: Results of Experiment 4 

Note: For this experiment the plot of the ln(M0/M) vs Time went  into a region where coagulation 

caused measurements to be inaccurate, hence the decrease in value. 

 

Within these figures the numerous behaviors available in this system make themselves evident. To 

start, as can be seen for the results of experiment 1 in Figure 5.3, the system has a conventional 

free radical polymerization regime which can be reached simply by using a sufficient amount of 

reducing agent (ascorbic acid). In this region, the polymerization is characterized by high and 

relatively conversion invariant molecular weights, broad molecular weight distributions (high 

PDI), and fast polymerization times; characteristics which are typical of a standard conventional 

radical polymerization in dispersed systems.  It is important to note that this regime is theoretically 

obtained at high reducing agent concentrations, and that when the reducing agent concentrations 

are lowered sufficiently, one expects to find systems undergoing a controlled radical 

polymerization. 

However, when the reducing agent concentration was lowered from that found within this 

conventional regime, the results showed some characteristics combining the behavior of both the 

conventional and controlled radical polymerizations. This region, exemplified by the results of 

experiments 2 and 3, which are shown in Figure 5.4 and 5.5 respectively, could have varying 

attributes depending on the conditions under which the reaction occurred. For instance, in 

experiment 2 lower molecular weights, a larger reaction time, and a size distribution narrower than 

those of a conventional free radical system were found; as would be expected in a controlled radical 

polymerization system. It however still, in a manner similar to a conventional radical 

polymerization, maintained a conversion invariant molecular weight. Alternatively experiment 3, 

while having low-valued/conversion dependent number average molecular weights, and large 
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polymerization times, features expected in controlled systems, also had distributions that were 

broad in a fashion similar to conventional radical polymerization.  Thus the characteristics of the 

system within this regime appears to be quite varied, though still apparently split in their behavior 

between the conventional and controlled radical regimes. 

That being said, upon further lowering of the reducing agent concentration a controlled regime 

was obtained. This regime, which can be personified here by experiment 4 (Figure 5.6), has the 

characteristics of low molecular weights which increase with conversion (ideally in linear fashion), 

and narrow size distributions. Unfortunately however, at least with the chemicals and conditions 

used in this study, coagulation of polymer particles occurred concurrently with these other 

phenomenon. This is believed to occur due to the slow rate of formation of large polymers within 

this system, which normally effectively stabilize dispersions (Oh, 2008). In any case with this final 

regime, it can be seen that three regions appear to exist within this system and can be obtained by 

varying the ascorbic acid concentration. A visualization of this fact is given below in Figure 5.7. 

In this figure the pictures in the upper portion of the figure are meant to depict the stability of the 

dispersions and the lower pictures are meant to depict the size distributions of the polymers. 

 

 

 

Figure 5.7: Regimes found in the AGET ATRP of BA in an emulsion system 
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Now while these three regimes of polymerization could possibly be expected, the manner in which 

the transition from an uncontrolled to a controlled polymerization occurred was quite surprising. 

For instance the large amount of variability found within this region and the fact that only some of 

the features of the living system became active at any given condition is unusual. Further only 

unimodal molecular weight distributions were found within this region, but generally in this type 

of mixed system you would expect bimodal distributions (One peak generated for components 

undergoing free radical polymerization and one for those undergoing controlled radical 

polymerization). For these reasons the system was considered to exhibit some very strange 

behavior. 

Now although difficult to pinpoint any given cause for the behavior of this region, it maybe 

assumed that it is due to the dispersed system used. This is because the heterogeneous conditions 

found of these dispersed systems lead to a highly complicated process and thus appears to be 

conducive to the variability found in this transition region. In any case, it is important to realize 

that the variability of this region may allow one to access some rich behavior within this system. 

For example it may be possible to use appropriate conditions within this region to obtain a 

sufficient level of livingness, but still gain some of the benefits of an uncontrolled polymerization, 

such as better dispersion stability. Determining conditions of this sort would greatly improve the 

process and for this reason it may prove profitable to further investigate the nature of this transition 

region. 

That being said there are still some complicating details of this system, which may deter users. 

The first of these was that poor initiation efficiency unavoidably manifested itself in all the 

experiments. This was believed to be in part due to the extreme volatility of the initiator (EBiB) 

used. However, compounding this, and likely the dominant reason for the poor initiation efficiency 

was the partitioning behavior of the copper catalyst used in this study. This partitioning behavior 

reduced the initiator efficiency because a large portion of the copper catalyst partitioned itself to 

the aqueous phase (as was evidenced for a similar system studied by Qiu et al. (2000b)) resulting 

in a slow rate of activation for initiators. That being said, while having this unfortunate effect, it 

should also be noted that the catalyst partitioning behavior may also be partly responsible for the 

rich phenomenon observed within the transition region of this system. Thus if upon further study, 
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this region provides auspicious conditions for polymerization, a sacrifice between initiation 

efficiency and richer polymerization conditions may have to be made. 

On top of this however there is another deterrent associated with the system studied, which is that 

the rate polymerization appears to drastically decrease as the reaction goes on. In some reactions 

this decrease in rate can be explained through the coagulation of particles, which results in an 

inaccurate measurement of conversion; as was the case in experiment 4. Further in some cases the 

polymerization ceases due either to the glass effect or diffusion controlled activation, as was the 

case in experiment 7. However in some systems this decrease in rate occurs at a conversion much 

too low for diffusion events to be important and is not accompanied by any significant coagulation. 

It thus must occur because of some other phenomenon within the system. Of the possible causes 

for this behavior, the best explanation appears to come from the phenomenon termed the persistent 

radical effect. This effect is the accumulation of deactivator species within the system due to 

irreversible termination events between radicals. This serves to reduce the rate of polymerization, 

as the accumulation of deactivator species results in a shifting of the radical equilibrium towards 

dormancy. It therefore can have the unfortunate effect of slowing the rate of polymerization to a 

value much lower than that expected. That being said, the persistent radical effect may also be 

responsible for some of the rich behavior of the transition region, such as the lower polydispersity 

achievable within it. Its importance in this polymerization must be weighed against its negative 

effect of slowing down the reaction. 

Naturally, it is not always possible to get a perfect controlled polymerization. However, a transition 

region may provide conditions whereby one can obtain a good balance between controlled and 

uncontrolled polymerizations. In the best case this would come in the form of a highly living 

system, with dispersion stability, and a tunable distribution. It therefore may be able to provide a 

sufficient incentive to use this system, even with its undesirable accompanying traits, however 

further investigation is still needed to further prove the existence of this region and its traits.  
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5.7 Conclusions 
 

Keeping all of the above in mind a rich picture of the system can be painted. To begin it can be 

seen that three distinct regimes exist within the system studied. These regimes were the 

uncontrolled, controlled, and transition regimes, all of which have unique features associated with 

their products and kinetics. Of these, the transition regime seems to be the most interesting as a 

rich variety of phenomenon appears to be available within it, and which importantly has the 

characteristic of often sharing both features of the controlled and uncontrolled regimes. That being 

said under the conditions studied this often comes with the negative effects of a slow reaction time 

and poor initiation efficiency. Nevertheless, once experimentally established, this region could be 

of great value in the future as if a fine balance between the controlled and uncontrolled regimes 

can be found, improved kinetics or final polymer properties may be obtainable. 
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CHAPTER 6 : CONCLUSIONS AND RECOMMENDATIONS 

 

6.1  Concluding Remarks 
 

In this work the ARGET ATRP of butyl methacrylate in solution and the AGET ATRP of butyl 

acrylate in a two-stage dispersed system were investigated. Three main investigations were carried 

out: 

1. A study of the ARGET ATRP of butyl methacrylate in solution from the perspective of 

modelling and simulation. In particular, a kinetic model was developed and the accuracy 

of its predictions under certain assumptions was determined. Rate equations were therefore 

derived from the reactions present in the process, and the method of moments was used to 

determine the evolution of average polymer molecular weights and polydispersity.  

It was found that the model predictions using the parameters and kinetic scheme of Payne 

et al. (2013) did not produce good predictions of the data. Therefore, two modifications 

were made in this study to improve upon the model. The first of these was the addition of 

the transfer to monomer reactions. These reactions unfortunately however had a negligible 

effect on the overall kinetics under the conditions studied; only slightly changing the values 

of number average molecular weight and PDI when the ratio of monomer to radicals in the 

system was high (High TCL). Thus another attempt to improve model predictions was 

made through a second modification.  

Realizing the discrepancy could be removed by alteration of the parameters provided by 

Payne et al. (2013), a new set of parameters were estimated to provide optimal fits to the 

data. This was achieved by optimizing a normalized cost function, whose value depended 

on the squared difference between model predictions and experimental data. The results of 

the optimization were good in that predictions allowed for the majority of the experimental 

trends to be captured. Nevertheless, there still existed some gaps between model 

predictions and experimental values suggesting the model deviations may be due to other 

terms such as diffusional effects, chain length dependency, and/or copper catalyzed 

termination. However, as was pointed out in Chapter 3, more experimental data is needed 

to further improve the model quality. 
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2. Modelling work done on the AGET ATRP of butyl acrylate in a two stage dispersed 

system. In this study, a hybrid Monte Carlo model was developed to qualitatively capture 

the trends present in the system of Min et al. (2006). The model made use of rate equations 

to simulate the aqueous phase, and the Monte Carlo method developed by Tobita and 

Yanase (Tobita, 1995; Tobita and Yanase, 2007) to simulate the organic phase.  

In modelling the dispersed system a qualitative fit of the data was obtained. This was 

considered to be good result, as no comparable models existed in literature, and the one 

developed in this work seemed at least to provide a reasonable fit of the trends seen in this 

system. However, there were a few discrepancies between model predictions and 

experimental data. These model discrepancies appeared to directly suggest the presence of 

diffusional effects at high conversion, as well as coagulation of polymer particles, while 

indirectly hinting at the presence of concentration dependent partition coefficients and 

different rates of activation/deactivation for initiator molecules. Importantly however this 

discrepancy is also likely in part due to inaccurate prediction of parameters, as crude 

estimates of a large number of parameters in the system had to be made.  

 

3. An experimental study of the AGET ATRP of butyl acrylate using the catalyst 

CuBr2/2dNbpy, initiator EBiB, surfactant Brij 98, and reducing agent ascorbic acid. In the 

exploration of this polymerization process, data on the monomer conversion and polymer 

molecular weight were collected.  

The results obtained within this study were relatively unexpected. A mixed region between 

controlled and uncontrolled radical polymerization was found. In this region the 

polymerization shared some characteristics of both controlled and uncontrolled 

polymerization, though in a surprising manner, as characteristics suggestive of these two 

processes simply occurring concurrently were not found within this system. In any case, 

from these results it was concluded that three distinct regimes seem to exist within this 

system. These regimes all have their disadvantages and advantages, but may importantly 

allow for one to manipulate polymer properties over a vast range using one chemical 

system. 

In the end, it seems that the results obtained allow for some pretty important details to be uncovered 

about the nature of the systems studied. In terms of modelling for instance, not only were models 
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successfully developed for both solution and dispersed processes, but they also hinted at the 

relevance of certain phenomenon occurring therein. The experimental evidence on the other hand 

illuminated the interesting transition region, between conventional and controlled polymerizations.  

 

6.2 Recommendations 
 

From the work carried out in this study, it is evident that some areas within this subfield of polymer 

research still require more attention. Below some recommendations for future studies are given. 

Solution ARGET ATRP of BMA: 

1. An experimental study over a large range of TCL is needed, since in the work of Payne et 

al. (2013) values of TCL were limited to a range of 35- 400, and only three different TCL 

values were used. 

2. Development of a model which is able to capture the kinetic features of the ARGET ATRP 

of BMA in solution over a wide range of TCL is needed.  

Dispersed AGET ATRP of BA: 

Modelling: 

1. Find a finite set of differential equations which exactly model the AGET ATRP process in 

dispersed systems has still not been found. 

2. Continue to develop the Monte Carlo model created in this work. 

Experimental: 

1. Experimentally determine some of the more basic rate constants currently not available 

within literature such as the rate of reduction of ascorbic acid. 

2. Investigate the partitioning behavior of some of the species in this system. 

3. Continue to explore the different regimes observed in the AGET ATRP of BA in a two-

stage dispersed system.
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NOMENCLATURE 
 

Chemical Species 

 

Latin: 

A: Activator Species (Catalyst in its lower oxidation state) 

A: Activator species or metal catalyst in lower oxidized state 

AGENT: Can be used to represent any of the species which establishes an equilibrium between 
dormant and active radicals 

Br: Bromine 

CuBr/BPMODA: Activators (Catalyst in its lower oxidation state for dispersed system); Ligand: 
BPMODA, Transition metal: Copper; Halogen atom: bromide) 

CuBr: Copper (I) Bromide 

CuBr2/BPMODA: Deactivators (Catalyst in its higher oxidation state for dispersed system); 

Ligand: BPMODA, Transition metal: Copper; Halogen atom: bromide) 

CuBr2: Copper (II) Bromide 

D: Deactivator Species or metal catalyst in oxidized state 

D: Dormant Species (Catalyst in its higher oxidation state) 

I: initiator (conventional) 

I-Br: Initiator (Ethyl 2-bromoisobutyrate) 

I-X: Initiator species (alkyl halide) 

M: Monomer 

M∙: Monomer derived radical (monomeric radical) 

M-X: Monomeric radical dormant species 

Pn: are dead polymers of length n 

Pn-Pm: are dead polymers of length n+m 

R0∙: Primary Radical 

𝑅0
∙ :primary radical (no assumption about radical position) 

𝑅1
∙ : Radical of chain of length 1 (no assumption about radical position)  

RedI: Reducing agent in its first oxidation state (Ascorbic Acid) 
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RedII: Reducing agent in its second oxidation state (Ascorbic Acid) 

RedIII: Reducing agent in its third oxidation state (Ascorbic Acid) 

RedII: Reducing agent in its first oxidation state (Tin (II) 2-ethylhexanoate) 

RedIII: Reducing agent in its second oxidation state (Tin (II) 2-ethylhexanoate) 

RedIV: Reducing agent in its third oxidation state (Tin (II) 2-ethylhexanoate) 

𝑅𝑛
∙  : Radical of size n; where n≥1 

Rn-X: Dormant species of length n 

𝑅𝑠,0
∙ : primary radical (assumed to be a secondary radical) 

𝑅𝑠,1
∙ : Secondary radical of chain length 1 

𝑅𝑠,𝑛
∙ : secondary radical of size n; where n≥1 

Rs,n-Br: bromide capped secondary radical 

Rs,n-X: halide capped secondary radical 

𝑅𝑡,𝑛
∙  : tertiary radical of size n; where n≥1 

Rt,n-Br: bromide capped tertiary radical 

Rt,n-X: halide capped tertiary radical 

T: Transfer agent 

T∙: Transfer agent with radical activity 

X: halogen 

 

Greek: 

µ0: Dead polymer zeroth moment 

µ1: Dead polymer first moment 

µ2: Dead polymer second moment 

δ0: Dormant species zeroth moment 

δ1: Dormant species first moment 

δ2: Dormant species second moment 

λ0: Macromolecule radical zeroth moment 

λ1: Macromolecule radical first moment 

λ2: Macromolecule radical second moment 
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Parameters 

Latin: 

[CuI]aq: concentration of copper (I) in the aqueous phase 

[CuI]org: concentration of copper (I) in the organic phase 

[CuII]aq: concentration of copper (II) in the aqueous phase 

[CuII]org: concentration of copper (II) in the organic phase 

[M]: Monomer concentration at time T 

[M]aq: concentration of monomer in the aqueous phase 

[M]aq,sat: concentration of monomer in the aqueous phase at saturation point 

[M]p: Monomer concentration in polymer particle 

[M]p,sat: Monomer concentration in polymer particle at saturation point 

[M0]: initial monomer concentration 

Aavg: proportion of active particles 

AH: Activation frequency of reaction H; where H can be any of the reactions whose parameters 

are being found through optimization 

CMCBrij98: Critical micelle concentration of Brij 98 

EaH: Activation Energy of reaction H; where H can be any of the reactions whose parameters are 

being found through optimization 

Fpoly: Mass fraction of polymer 

Fsol: mass fraction of solids 

Fx: initial mass fraction of compound x in solution 

j: number of purges 

kact: Rate constant for activation of dormant species 

kact0:  Rate constant for activation of alkyl halide initatior 

kacts,0:  Rate constant for activation of alkyl halide initiator which produce solely secondary 
radicals 

kacts: Rate constant for activation of dormant secondary macro-radical 
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kactt: Rate constant for activation for dormant tertiary macro-radical 

KATRP: Equilibrium constant for the activation/deactivation reactions 

kbb: Rate constant for backbiting reaction 

KCu(I): partition coefficient for copper (I) species 

KCu(II): partition coefficient for copper (II) species 

kd: Rate constant for dissociation/decomposition of initiator 

kdeact: Rate constant for deactivation of active radical 

kdeact,0: Rate constant for deactivation of primary radical 

kdeact,s,0: Rate constant for deactivation of secondary primary radicals 

kdeact,s: Rate constant for deactivation of secondary macro-radical 

kdeact,t: Rate constant for deactivation of tertiary macro-radical 

ki: Rate constant for initiation 

kp: Rate constant for propagation 

kp,s: Rate constant for propagation of secondary radical 

kp,t: Rate constant for propagation of tertiary radical 

kr1: Rate of reduction of reducing agent in first oxidation state (Reducing agent can be tin (II) ethyl 

hexanoate or Ascorbic acid depending on which system is being considered) 

kr2: Rate of reduction of reducing agent in second oxidations state (Reducing agent can be tin (II) 

ethyl hexanoate or Ascorbic acid depending on which system is being considered) 

kt: Overall rate constant for termination 

ktc: Rate constant for termination by combination 

ktc,ss: Rate constant for termination by combination for two secondary radicals 

ktc,st: Rate constant for termination by combination for one secondary and one tertiary radical 

ktc,tt: Rate constant for termination by combination for two tertiary radicals 

ktd: Rate constant for termination by disproportionation 

ktd,ss: Rate constant for termination by disproportionation for two secondary radicals 

ktd,st: Rate constant for termination by disproportionation for one secondary and one tertiary radical 

ktd,tt: Rate constant for termination by disproportionation for two tertiary radicals 

ktrm: Rate constant for transfer to monomer 

ktrm,s: Rate constant for transfer of radical activity to monomer from a secondary macro-radical. 
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Ktrm,t: Rate constant for transfer of radical activity to monomer from a tertiary macro-radical. 

ktrp: Rate constant for transfer of radical activity to polymer chain (assumed in this work to be dead 
polymer chain), from a secondary macro-radical 

ktrt: Rate constant for transfer to transfer agent 

ktrt,s: Rate constant for transfer of radical activity from secondary radical to transfer agent 

ktrt,t: Rate constant for transfer of radical activity from tertiary radical to transfer agent 

kt,ss: Overall rate constant of termination when two secondary radicals participate in the reaction 

kt,tt: Overall rate constant of termination when two tertiary radicals participate in the reaction 

Mn: Number average molecular weight 

mpoly: mass of polymer within the particle 

Mw: Weight average molecular weight 

MwM: molecular weight of monomer 

my,cup: mass of cup in state y 

n: chain length 

nH: Total number of moles at high pressure 

nL: Total number of moles at low pressure 

nagg,Brij98: Aggregation number for Brij 98 

Nav: is Avogadro’s number 

NCu(I): number of moles of copper (I) remaining in the system 

NCu(II): number of moles of copper (II) remaining in the system 

NM,0: initial number of moles of monomer in the system 

NM: number of moles of monomer remaining the system 

P(r): Probability of adding r monomers in and interval ∆𝑡 

P(treact,occur): Probability of a given reaction occurring at time treact,occur 

PDI: Polydispersity Index 

PH: Pressure after pressurization (high pressure) 

PL: Pressure before pressurization (lower pressure) 

r̅: Average number of monomer units added to a single radical in a time interval ∆𝑡 

R: Gas constant 

RCuBr: average rate of consumption of CuBr consumption 
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RCuBr2: average rate of CuBr2 consumption 

Rpavg: average rate of polymerization 

T: Temperature 

TH: Temperature at high pressure 

TL: Temperature at low pressure 

treact,avg: Average time until a reaction occurs 

treact,occur: Random generated time until a reaction occurred 

U: random number taken from a continuous uniform distribution from 0 to 1 

V: volume of the reaction loci 

VH: Volume at high pressure 

VL: Volume at low pressure 

Vaq: volume of the aqueous phase 

Vorg: volume of the entire organic phase 

Vp,avg: average volume of the particles. 

Vp,tot: total volume enclosed by all the particles 

Vpart: volume of the particle 

x:  conversion of monomer 

yO2,H: mole fraction of oxygen at high pressure 

yi,experimental: Experimental value for the ith experitment (where the output can take on the form of 
conversion, number average molecular weight, or polydispersity index) 

yi,predicted: Output value predicted from model for the ith experiment (where the output can take on 

the form of conversion, number average molecular weight, or polydispersity index) 

yO2,j: mole fraction of oxygen after jth purge 

yO2,L: mole fraction of oxygen at low pressure 

yO2,0: initial mole fraction of oxygen 

Δt: Time interval 

 

Greek: 

δss: proportion of termination between two secondary radicals occurring by disproportionation 

δst: proportion of termination between one secondary and one tertiary radical occurring by 

disproportionation 
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δtt: proportion of termination between two tertiary radicals occurring by disproportionation.  

ρ: is the rate of a particular event in mol L-1 s-1 

ρM: density of monomer 

ρp: density of the polymer  

ϕm: volume fraction of the monomer within the particle 

ϕp: volume fraction of the polymer within the particle 

ϕp,sat: volume fraction of the polymer within the particle at saturation point 

 

Acronyms 

AA: Ascorbic Acid 

ACS: American chemical society 

AGET: Activators Generated by Electron Transfer 

aq: Aqueous phase 

ARGET: Activators Regenerated by Electron Transfer 

ATRP: Atom Transfer Radical Polymerization 

BA: Butyl Acrylate 

BMA: Butyl Methacrylate 

Brij 98: Polyoxyethylene (20) oleyl ether 

CLRP: Controlled (Living) Radical Polymerization 

CuBr/2dNbpy: Activators (Catalyst in its lower oxidation state for dispersed system); Ligand: 

dNbpy, Transition metal: Copper; Halogen atom: bromide) 

CuBr: Copper (I) Bromide 

CuBr2/2dNbpy: Deactivators (Catalyst in its higher oxidation state for dispersed system); Ligand: 

dNbpy, Transition metal: Copper; Halogen atom: bromide) 

CuBr2: Copper (II) Bromide 

dNbpy: 4,4’-Dinonyl-2,2’-dipyridyl 

eATRP: Electrochemically mediated Atom Transfer Radical Polymerization 

EBiB: Ethyl 2-bromoisobutyrate 

GPC: Gel Permeation Chromatography 

HPLC: High performance liquid chromatography 
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ICAR: Initiators for continuous regeneration 

MWD: Molecular Weight Distribution 

NMP or NMRP: Nitroxide Mediated Polymerization or Nitroxide Mediated Radical 

Polymerization 

org: organic phase 

PDI: Polydispersity 

RAFT: Reversible Addition-Fragmentation Chain Transfer 

RPM: Rotations per minute 

SEC: Size exclusion chromatography 

SR&NI: Simultaneous reverse and normal initiation 

TCL: Targeted Chain Length 

THF: Tetrahydrofuran 
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APPENDICES 

 

Appendix A: Experimental Conditions of  Payne et al. (2013) 

 

Experiment and 

Temperature 

Reactant Amount (g) Molar Ratio 

[reactant]0/[I-X] 

Amount 

(mol/L) 

1 (70°C)* BMA (Monomer) 35 35 5.65 

 EBiB (Initiator) 1.3717 1 0.161 

 (CuIITPMABr)Br 0.0181 0.005 0.000809 

 Sn(EH)2 0.1424 0.05 0.00807 

2 (70°C)* BMA (Monomer) 35 35 5.65 

 EBiB (Initiator) 1.3717 1 0.161 

 (CuIITPMABr)Br 0.0045 0.00125 0.000201 

 Sn(EH)2 0.0356 0.0125 0.00202 

3 (70°C)* BMA (Monomer) 35 35 5.65 

 EBiB (Initiator) 1.3717 1 0.161 

 (CuIITPMABr)Br 0.0045 0.00125 0.000201 

 Sn(EH)2 0.356 0.125 0.0202 

4(70°C)* BMA (Monomer) 35 50 5.72 

 EBiB (Initiator) 0.9602 1 0.114 

 (CuIITPMABr)Br 0.0032 0.00125 0.000145 

 Sn(EH)2 0.2493 0.125 0.0143 

5(70°C)* BMA (Monomer) 35 400 5.87 

 EBiB (Initiator) 0.1200 1 0.0147 

 (CuIITPMABr)Br 0.0032 0.001 0.000149 

 Sn(EH)2 0.0249 0.1 0.00147 

6(90°C)* BMA (Monomer) 35 35 5.65 

 EBiB (Initiator) 1.3717 1 0.161 

 (CuIITPMABr)Br 0.0045 0.00125 0.000201 

 Sn(EH)2 0.0356 0.0125 0.00202 

7 (90°C)* BMA (Monomer) 35 35 5.65 

 EBiB (Initiator) 1.3717 1 0.161 

 (CuIITPMABr)Br 0.0045 0.00125 0.000201 

 Sn(EH)2 0.356 0.125 0.0202 

 

This appendix contains the experimental conditions obtained from Payne et al. (2013). *It should be noted 

that anisole (acting as a solvent) was part of all of these experiments having a 30 % w/w with respect to 

monomer.  
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Appendix B: Experimental conditions of Min et al. (2006) 

 

Experiment and 

Temperature 

Reactant Amount (moles, mL, 

or mol/L) 

 

Molar Ratio 

[reactant]0/[EBiB]0 

1 (80°C)* BA (Monomer) 

Injection 1 

0.0070 moles 100 

 BA (Monomer) 

Injection 2 

0.0139 moles 200 

 EBiB (Initiator) 6.97×10-5 moles 1 

 CuBr2/BPMODA (Catalyst) 3.49×10-5 moles 0.5 

 AA (Reducing Agent) 4.83×10-4 mol/L 0.2 

 Brij98 (Surfactant) 0.0626 mol/L 26 

 Water 

(Continuous Phase) 

28.76 mL N.A 

2 (80°C)* BA (Monomer) 

Injection 1 

0.00140 moles 15 

 BA (Monomer) 

Injection 2 

0.0195 moles 210 

 EBiB (Initiator) 9.30×10-5 moles 1 

 CuBr2/BPMODA (Catalyst) 1.39×10-5 moles 0.15 

 AA (Reducing Agent) 5.36×10-4 mol/L 0.06 

 Brij98 (Surfactant) 0.0269  mol/L 3 

 Water 

(Continuous Phase) 

10.40 mL N.A 

3 (80°C)* BA (Monomer) 

Injection 1 

0.001045 moles 15 

 BA (Monomer) 

Injection 2 

0.019855 moles 285 

 EBiB (Initiator) 6.97×10-5 moles 1 

 CuBr2/BPMODA (Catalyst) 1.04×10-5 moles 0.15 

 AA (Reducing Agent) 4.85×10-4 mol/L 0.06 

 Brij98 (Surfactant) 0.0257 mol/L 3.18 

 Water 

(Continuous Phase) 

8.62 mL N.A 
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Appendix C: Parameters Used in the Simulation of the AGET ATRP of BA in 

Two-Stage Dispersed System 

 

Parameter Frequency Factor Activation Energy Papers used in Obtaining 

Value 

Kinetic 

Parameters 

   

ktss 3.89×109 mol/L s 8.4×103 J/mol (Nikitin et al., 2010) 

kttt 5.30×109 mol/L s 1.96×104 J/mol (Nikitin et al., 2010) 

kacts,0 6.63×104 mol/L s 2.75×104 J/mol (Seeliger and 

Matyjaszewski, 2009; 

Tang and Matyjaszewski, 

2007) & This work 

kdeacts,0 
1,* - - (Elsen et al., 2012; Qiu et 

al., 2000a; Tang et al., 

2008; Wang et al., 2012) & 

This work 

kps 2.24×107 mol/L s 1.79×104 J/mol (Asua et al., 2004) 

kpt 1.2×106 mol/L s 2.86×104 J/mol (Nikitin et al., 2010) 

kdeacts 
1,* - - (Elsen et al., 2012; Qiu et 

al., 2000a; Tang et al., 

2008; Wang et al., 2012) & 

This work 

kdeactt 2,* - - (Elsen et al., 2012; Qiu et 

al., 2000a; Schroeder et al., 

2014; Tang et al., 2008; 

Wang et al., 2012) & This 

work 

kacts 6.63×104 mol/L s 2.75×104 J/mol (Seeliger and 

Matyjaszewski, 2009; 

Tang and Matyjaszewski, 

2007) &This work 

kactt 2,* 2.55×105 mol/L s 2.75×104 J/mol (Schroeder et al., 2014; 

Seeliger and 

Matyjaszewski, 2009; 

Tang and Matyjaszewski, 

2007) & This work 

KATRP 0.02513 4.4×103 J/mol (Elsen et al., 2012; Qiu et 

al., 2000a; Tang et al., 

2008; Wang et al., 2012) 

kr1 5.55*102 mol/L s 1.49×104 J/mol (Payne et al., 2013), This 

work 

kr2 1.87×103 mol/L s 1.49×104 J/mol (Payne et al., 2013), This 

work 

kbb 7.41×107 mol/L s 32.7×103 J/mol (Nikitin et al., 2010) 

ktrp 4.01×103 mol/L s 29×103 J/mol (Nikitin et al., 2010) 
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Parameter Frequency Factor Activation Energy Papers used in Obtaining 

Value 

ktrms 2.9×105 mol/L s 32.6×103 J/mol (Nikitin et al., 2010) 

ktrmt 2.0×105 mol/L s 46.1×103 J/mol (Nikitin et al., 2010) 

δss 0.1 N/A (Nikitin et al., 2010) 

δst 0.7 N/A (Nikitin et al., 2010) 

δtt 0.9 N/A (Nikitin et al., 2010) 

Diffusional 

Parameters 

   

KCu(I) 20 N/A (Elsen et al., 2012; Qiu et 

al., 2000b), This work 

KCu(II) 

 

0.9 N/A (Elsen et al., 2012; Qiu et 

al., 2000b), This work 

General 

Properties 

   

ρM (g/L) 
(0.45798 +

417.08

𝑇
+
−48466

𝑇2
)103 

N/A (Lyons et al., 1996) 

ρp (g/L) 1087 N/A  

MwM 128.17 (g/mol) N/A N/A 

CMCBrij98 2.5×10-5 mol/L N/A (Prak et al., 2011) 

nagg,Brij98 29 N/A (Prak et al., 2011) 

[M]aq,sat 0.0064 mol/L  (Fortuny et al., 2004) 

[M]p,sat 5.0 mol/L  (Fortuny et al., 2004) 

ϕp,sat 0.2746  (Fortuny et al., 2004) 

 

Given above are the parameters used to simulate the two-stage dispersed system of Min et al. (2006) 

Notes: 

 Now while the majority of parameters above appear to be exact, they were extracted for data in 

bulk/solution polymerizations, and therefore only provide a first approximation to the true rate 

constants of the system. 

 For any parameter that contains “This work” in the reference section, modifications within 

reasonable limits (Usually within an order of magnitude) were made from initial estimates, so as to 

obtain better fits of the data. 

1,* The deactivation rate constants are obtained from their corresponding activation rate constants by 

dividing by KATRP 

2,* Activation/Deactivation rates for tertiary radicals were obtained by multiplying the 

Activation/Deactivation rates for secondary radicals by an appropriate proportion obtained from the work 

of Schroeder et al. (2014) 
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Appendix D:  Parameter Estimation 

 

Estimation of Activation Constants: 

In estimating the activation rate constants to be used for the simulation of the dispersed system of 

Min et al, (2006), the works (Schroeder et al., 2014; Seeliger and Matyjaszewski, 2009; Tang and 

Matyjaszewski, 2007) were used. 

In starting this estimation process a temperature dependent expression for the activation rate of 

EBiB by Cu(I)Br(PMDETA) was obtained from Seeliger and Matyjaszewski (2009): 

𝑘𝑎𝑐𝑡,𝑃𝑀𝐷𝐸𝑇𝐴 = 12000𝑒−27500/𝑅𝑇 

This was then used to obtain an estimate of the rate of activation of  EBiB by Cu(I)Br(BPMODA) 

using rate constants available in the work of Tang and Matyjaszewski (2006) as follows9: 

𝑘𝑎𝑐𝑡,𝑠,0 = 𝑘𝑎𝑐𝑡,𝐵𝑃𝑀𝑂𝐷𝐴 = (12000𝑒−27500/𝑅𝑇)(
𝑘𝑎𝑐𝑡,𝐵𝑃𝑀𝑂𝐷𝐴,35° C

𝑘𝑎𝑐𝑡,𝑃𝑀𝐷𝐸𝑇𝐴,35° C
) 

Finally, using the work of Seeliger and Matyjaszewski (2009) as justification, an equality was 

assumed to hold, and thus provided first order estimates of all the necessary parameters: 

 

𝑘𝑎𝑐𝑡,𝑠,0 = 𝑘𝑎𝑐𝑡,𝑠 = 0.26 𝑘𝑎𝑐𝑡,𝑡 

 

Estimation of Deactivation Constants: 

In estimating the deactivation rate constants used in modelling the dispersed system of Min et al. 

(2006), the works (Elsen et al., 2012; Qiu et al., 2000a; Schroeder et al., 2014; Tang et al., 2008; 

Wang et al., 2012) were used. 

In order to obtain estimates of the rates of deactivation a temperature dependent expression for 

KATRP needed to be found. Luckily in the work of Wang et al. (2012) an expression of this form 

was provided for TPMA10: 

𝐾𝐴𝑇𝑅𝑃,𝑇𝑃𝑀𝐴 = 0.0672𝑒−44000/𝑇 

 

                                                           
9 It is important to note that this equation assumed that the ratio of kinetic rate constants between the two catalysts 

remained constant over all temperatures. 
10 Unfortunately this was for a different initiator than EBiB, but was still used as it could still at least provide an 
estimate of magnitude for the equilibrium constant. 
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Using this expression an estimate of KATRP for the BPMODA system was found through use a ratio 

of KATRP values collected from the works (Elsen et al., 2012; Qiu et al., 2000a; Tang et al., 2008)11: 

𝐾𝐴𝑇𝑅𝑃,𝑠,0 = 𝐾𝐴𝑇𝑅𝑃,𝐵𝑃𝑀𝑂𝐷𝐴 = (0.0672𝑒−44000/𝑇)(
𝐾𝐴𝑇𝑅𝑃,𝐵𝑃𝑀𝑂𝐷𝐴,50° C

𝐾𝐴𝑇𝑅𝑃,𝑇𝑃𝑀𝐴,35° C
) 

 

This then once again could be modified using an equality suggested by the work of Seeliger and 

Matyjaszewski (2009) to obtain the final rate constants12: 

𝑘𝑑𝑒𝑎𝑐𝑡,𝑠,0 =
𝑘𝑎𝑐𝑡,𝑠,0
𝐾𝐴𝑇𝑅𝑃,𝑠,0

= 𝑘𝑑𝑒𝑎𝑐𝑡,𝑠 =
𝑘𝑎𝑐𝑡,𝑠
𝐾𝐴𝑇𝑅𝑃,𝑠

= 10𝑘𝑑𝑒𝑎𝑐𝑡,𝑡 = 10
𝑘𝑎𝑐𝑡,𝑠,0
𝐾𝐴𝑇𝑅𝑃,𝑠,0

 

 

  

                                                           
11 Now while a value for the TPMA equilibrium constant could be obtained directly from the work of Tang et al. 
(2008), an estimate of the KATRP for BPMODA had to be obtained using the E1/2 value provided by Elsen et al. 

(2012), and the correlation given by Qiu et al. (2000a). 
 
12 It is important to note that this equality requires first that the activation rate constants be obtained. 
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Appendix E: Estimation of Oxygen Content in Headspace 

 

In chapter 5, within Table 5.2, a relation between the number of purges, the initial mole fraction 

of oxygen in the headspace, and the pressure of the headspace while pressurized and after venting 

is given. 

In this appendix a derivation of this relation is provided, as well as a numerical example to allow 

the reader to better understand this relation. 

Starting with the derivation, two equations can be derived from the ideal gas law relating quantities 

when the system is at low pressure and high pressure. 

𝑃𝐿𝑉𝐿 = 𝑛𝐿𝑅𝑇𝐿  (A.E.1) 

  

𝑃𝐻𝑉𝐻 = 𝑛𝐻𝑅𝑇𝐻  (A.E.2) 

 

Further some relations exist between quantities in the system, when the vessel is being filled with 

inert gas, and when it is being vented, derived simply from the nature of these two processes while 

assuming pressurization and venting occur between a high pressure (PH) and low pressure (PL): 

During the pressurizing phase (when the vessel is filled with inert gas): 

𝑉𝐿 = 𝑉𝐻 (A.E.3) 

  

𝑇𝐿 = 𝑇𝐻  (A.E.4) 

  

𝑛𝑂2,𝐿 = 𝑛𝑂2,𝐻 (A.E.5) 

 

During the venting phase: 

𝑉𝐿 = 𝑉𝐻 (A.E.3) 

  

𝑇𝐿 = 𝑇𝐻  (A.E.4) 

  

𝑦𝑂2,𝐿 = 𝑦𝑂2,𝐻 (A.E.6) 

 

Thus during the pressurization phase, by combing relations (A.E.1), (A.E.2), (A.E.3), (A.E.4), we 

can derive: 

𝑃𝐻
𝑃𝐿

=
𝑛𝐻
𝑛𝐿

 (A.E.7) 
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Multiplying the top and bottom of this expression by 𝑛𝑂2,𝐿 and using equation (A.E.5) you can 

obtain: 

𝑃𝐻
𝑃𝐿

= (
𝑛𝐻
𝑛𝐿
) (

𝑛𝑂2,𝐿
𝑛𝑂2,𝐿

) = (
𝑛𝐻
𝑛𝐿
) (

𝑛𝑂2,𝐿
𝑛𝑂2,𝐻

) = (
𝑦𝑂2,𝐿
𝑦𝑂2,𝐻

) (A.E.8) 

 

This relation is used to relate the mole fractions before and after pressurization, to the total 

pressures before and after pressurization. It therefore provides a measure of how much the mole 

fraction changes when an inert gas is used to pressurize the system to 𝑃𝐻 . 

Now since we know from (A.E.8) that the mole fractions during a pressurization phase changes in 

proportion to 
𝑃𝐿

𝑃𝐻
 from their value at the start of this phase to their value at the end of this phase, 

and also that the mole fraction remains constant during the venting phase, as per (A.E.6), it can be 

seen that by creating a pressurization-venting cycle (also known as a purge) and repeating it 

venting j times, the following relation exists between the mole fraction after the jth cycle and the 

initial mole fraction. 

𝑦𝑂2,𝑗 = 𝑦𝑂2,0 (
𝑃𝐿
𝑃𝐻
)
𝑗

 (A.E.9) 

 

This equation was the one used in Table 5.2 to find the oxygen after j purges, which since proven 

here now ends our derivation process. 

 

In terms of a numerical example illustrating the use of this equation one can be found below. 

Consider a reaction vessel with a gaseous headspace of volume V and at atmospheric temperature. 

After five purges with a relatively pure source of nitrogen (~100% nitrogen), such that the nitrogen 

pressurizes the system to 20 psig and venting discharges the contents of the reaction system until 

it is at atmospheric pressure, what will the mole fraction of oxygen in the system be? (Assuming 

the oxygen content starts with a mole fraction 0.21) 

 

Using (A.E.9) the solution to this problem is: 

𝑦𝑂2,5 = 0.21 (
14.7

34.7
)
5

= 0.0029 
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