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ABSTRACT

A hybrid rate adaptation framework for MPEG-4 FGS 

video streaming over IP

© Colin Xialin Huang 2004

Master of Applied Science 

Department of Electrical and Computer Engineering 

Ryerson University

There are increasing demands for real-time streaming video 

applications over the Internet. However, the current generation 

Internet was not originally designed for real-time streaming 

applications and only provides best-effort services, so there are 

many challenges in the deployment of video streaming applications 

over the Internet.

This thesis investigates a hybrid end-to-end rate adaptation 

framework that provides application-level enhancements to achieve 

Quality of Service (QoS) for MPEG-4 FGS-Encoded video 

streaming over the internet. The receivers detect the available 

bandwidth on the path and the terminal process capabilities based 

on the packet-loss ratio and then determine their subscribing rate of 

video streams. The sender adjusts the transmission rate based on 

the proportion of load status feedbacks from the receivers. The 

sender and the receivers act together to minimize the possibility of 

network congestion by adjusting the transmission rate to match the 

network conditions.

IV
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This framework achieves inter-receiver fairness in a 

heterogeneous multicast environment and improves QoS stability 

for MPEG-4 FGS video streaming over the Internet.
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C h a p t e r  O n e

1. INTRODUCTION

1.1 Motivation

There are increasing demands for real-time streaming video 

applications over the Internet. More and more people are expecting 

to experience video streaming applications such as watching live 

special events/news, telemedicine, video conferencing, video-on- 

demand, and distance learning. Streaming applications have the 

potential to change the way people communicate and access 

information.

However, the current generation Internet was not originally 

designed for real-time streaming applications and only provides 

best-effort services, so it makes the deployment of these 

applications more challenging than that of traditional data 

applications. The traditional data service architecture underlying the 

Internet is unable to fully meet the requirements of real-time 

streaming applications.

Although recent efforts have made progress in real-time video 

streaming over the Internet, the end users are still expecting 

dramatic improvements in streaming video quality.

The MPEG-4 standard has recently been enriched with a new 

video coding technique Fine Granularity Scalability (FGS), which is 

especially designed for video streaming. With FGS coding, the
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enhancement layer video stream can be flexibly truncated at very 

fine granularity to adapt to the available network bandwidth and 

terminal decoding capability, so the intermediate network nodes can 

easily truncate the received streams to match the downstream 

subscribing rate without transcoding.

This thesis aims to explore a rate adaptation solution that 

provides application-level enhancements to achieve Quality of 

Service (QoS) for MPEG-4 FGS video streaming over the current 

Internet.

1.2 Streaming vs. download

Traditionally, users download the entire video file and then play 

back the video file. In this way, the compressed video can be 

transmitted via reliable channels such as TCP/IP channels. 

However, full file transferring usually takes quite a long time, 

therefore it is unacceptable.

In contrast, in the streaming mode, the receiver stations can 

play the video while "data bits" are coming in. There is no need to 

wait for the complete video file to be transferred before the received 

video content is played out. Streaming offers a significant 

improvement over the download-and-then-play approach.

1.3 Characteristics of streaming applications

Real-time streaming applications are quite different from 

traditional data applications such as Telnet, Email, FTP, etc. and
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require services that cannot be delivered within the traditional data 

service architecture.

Compared to the traditional Internet data applications, video 

streaming applications typically:

(1) Require high network throughput and consume significant 

bandwidth; Table 1 is a list of compressed video bitrates.

Table 1 Compressed Video bitrates

Format Codec Bitrate Storage

QCIF MPEG-4 Simple 50-300 kbps 400-2400 KB/min

GIF MPEG-4 Simple 500-1000 kbps 4-8 MB/min

NTSC MPEG-2 Main 2-6 Mbps 15-45 MB/min

HDTV MPEG-2 High 15-30 Mbps 113-225 MB/min

(2) Are easier to compensate for lost data than to compensate 

for large delays in receiving the data, i.e. are highly sensitive 

tc slay;

(3) Are often transmitted over UDP, placing responsibility for 

congestion control on the application layer;

(4) Use multicast delivery techniques to save the network 

resource;

(5) Have scalable quality and delivery rate to meet the 

heterogeneities of user terminals and network conditions.
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Thus, there are many challenges have to be overcome for a 

streaming video/audio delivery solution that can achieve Quality of 

Service over the best-effort Internet [4],

1.4 Related works

In order to achieve QoS for such new types of traffic in the 

Internet, many research efforts have been devoted [4]. These 

solutions can be classified into two categories: network-level QoS 

control and application-level QoS control.

From network perspective, several approaches have been 

proposed to deliver network-level QoS for real-time streaming 

applications over the Internet, such as Integrated Services 

(IntServ) [34], Reservation Protocol (RSVP) [37], Differentiated 

Services (DiffServ) [3, 38], Multi-Protocol Label Switching (MPLS) 

[14], QoS routing [15, 16], Forward Error Correction (FEC), 

Content Delivery Network (CDN), etc. Network-based solutions 

usually change the network architecture or service model to meet 

the expected bandwidth and delay requirements of real-time 

streaming applications.

The application-level QoS control techniques include 

congestion control and error control. These techniques are 

typically deployed by the end systems and do not require any 

special support from the Internet. From source coding perspective, 

layered scalable and error-resilient video codecs have been 

proposed. A layered video codec deals with heterogeneity and 

time-varying nature of the Internet by adapting its bit rate to the
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available bandwidth. An error-resilient codec attempts to cope with 

packet losses using error concealment techniques to improve 

visual quality at the expense of loss in coding efficiency. From 

congestion control perspective, rate adaptation is often proposed 

to avoid network congestion.

The framework proposed in this work take advantage of the 

achievements in MPEG-4 FGS encode techniques and IP 

multicasting, and provide a hybrid end-to-end rate-adaptive 

solution for MPEG-4 FGS video streaming over IP.

1.5 MPEG-4 Standard

MPEG-4 [2] aims at easily deploying multimedia content for any 

and all platforms. MPEG-4 is a fundamental revolution in 

multimedia experience and functionality. It is foreseen that MPEG-4 

video streaming over the Internet will be an important component of 

video streaming applications in the near future.

Few profiles of MPEG-4 are developed in response to the 

growing need on a video-coding standard for streaming video over 

the Internet. MPEG-4 provides the capability to distribute frame- 

based video over a wide range of bit rates (typically between 5 

kbit/s and more than 1 Gbit/s) with high coding efficiency. It also 

provides Fine Granularity Scalability (FGS) [5, 46] to address a 

variety of challenging problems in delivering real-time video over 

the Internet.
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1.6 Internet Protocol Multicast

Internet Protocol (IP) multicast [63, 64] is a bandwidth- 

conserving technology that reduces traffic by simultaneously 

delivering a single stream of source information to multiple intended 

recipients. Multicast packets are replicated in the network by routers 

enabled with Protocol Independent Multicast (PIM) and other 

supporting multicast protocols, which makes the most efficient 

delivery of data to multiple receivers possible.

Video streaming applications require a large portion of the 

available network bandwidth for a single stream, so the best way to 

send to more than one receiver simultaneously is by using IP 

multicast.

Figure 1 demonstrates how data from one source is delivered to 

several interested recipients using IP multicast.
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Figure 1 Multicast transmission sends a single multicast packet 
addressed to all intended recipients

1.7 Contributions

The rate adaptation framework proposed in this thesis can achieve 

application level QoS for MPEG-4 FGS video streaming over the 

Internet through end-to-end hybrid rate adaptation —  the receivers 

estimate the available bandwidth on the path based on the packet- 

loss ratio and then regulate the subscribing rate of video streams; 

the sender adjusts the transmission rate based on the proportion of 

load status feedbacks from the receivers.

The main contributions of this thesis are;

(1) Combined the sender adaptive and the receiver driven rate 

control mechanisms into a hybrid rate adaptation framework 

that takes into account the rate-distortion characteristics of 

the source as well as the time-varying network
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characteristics. Each receiver detects the available 

bandwidth on the path, and adjusts its receiving rate 

matching the available bandwidth. This leads to improve the 

inter-receiver fairness [27].

(2) The proposed algorithm let the sender derive the rate 

adjustment decision from the proportion of receivers’ load 

status, so that a receiver or a small proportion of receivers 

connected via a low bandwidth link cannot force the sender 

to provide low quality video to other receivers which have 

high bandwidth connections, and vice versa. In addition, this 

helps to reduce the overall Peak Signal to Noise Ratio 

(PSNR) standard deviations and therefore to avoid video 

quality oscillations and provide end users with smooth 

viewing experience.

This framework improves the inter-receiver fairness in a 

heterogeneous environment, reduces the standard deviations of 

PSNR at each receiver. The end-to-end approach can be employed 

by the end systems, so it is applicable under current Internet 

architecture.

1.8 Organization of the thesis

The rest of the thesis is organized as follows:

Chapter 2 gave an overview of the MPEG-4 standard, and 

examined the Fine Granularity Scalability (FGS) features and 

functionalities that can benefit the transportation over internet.
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Chapter 3 MPEG-4 FGS Video Transport Over Internet. This 

chapter reviewed the transport protocols for real-time contents over 

IP. Analyzed the functionalities that can be deployed for end-to-end 

rate adaptation. Focus was put on the analysis of sender and 

receiver reports, which are basis for end-to-end feedback control.

Chapter 4 Rate Adaptation Framework. After examined the 

features and functionalities of MPEG-4 FGS video and RTP/RTCP 

and reviewed the related research works, an end-to-end hybrid rate 

adaptation framework for MPEG-4 FGS video streaming over 

Internet was proposed. The architecture, algorithms, detail features 

and functionalities of the framework were discussed.

Chapter 5 described a test bed application for effectiveness 

verification of the proposed framework. The application took 

advantage of the JMF RTP APIs. The goal is to show that the 

framework can improve the application-layer QoS for MPEG-4 FGS 

video streaming over IP.

Chapter 6 Experiments and Evaluation. This chapter reviewed 

the latest research in video quality assessment, chose suitable 

video quality metrics for the framework effectiveness measurement. 

Described the test bed configuration and setup. Experimental 

results analysis verified that the rate adaptation framework 

improved QoS for MPEG-4 FGS streaming over IP.

Chapter 7 Conclusion summarized the major work of this paper 

and ongoing and future working direction.
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1.9 Publications

The publication related to the research work of this thesis:

• Colin Huang, Ling Guan, “A New Rate Adaptation Approach 

for MPEG-4 Video Streaming over IP”, IEEE Canadian 

Conference on Electrical and Computer Engineering, 2004.
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C h a p te  r T w o

2. MPEG-4 OVERVIEW

2.1 MPEG Standards Introduction

MPEG-4 is an ISO/IEC standard developed by Moving Picture 

Experts Group (MPEG).

MPEG is a working group of ISO/IEC in charge of the 

development of international standards for compression, 

decompression, processing, and coded representation of moving 

pictures, audio, and their combination, in order to satisfy a wide 

variety of applications [30, 31]. The group has produced:

(1 ) MPEG-1, the standard for such products as Video CD and MP3.

(2) MPEG-2, the standard on which such products as Digital 

Television set top boxes and DVD are based.

(3) MPEG-4, the standard for multimedia for the fixed and mobile 

web.

(4) MPEG-7, formally named “Multimedia Content Description 

Interface”.

(5) Mpeg-21, the “Multimedia framework" standard.

MPEG-1 and MPEG-2 have been successful standards that 

have given rise to widely adopted commercial products, such as 

CD-interactive, digital audio broadcasting, and digital television.

11
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However these standards are deeply limited in terms of the 

functionalities provided by the data representation models used.

MPEG-4 extends to many more application areas through its 

features like its extended bit-rate range, its scalability, its error 

resilience, its seamless integration of different types of ‘objects’ in 

the same scene, its interfaces to digital rights management systems 

and its powerful ways to build interactivity into content.

MPEG-4, builds on the proven success of three fields:

(1) Digital television;

(2) Interactive graphics applications (synthetic content);

(3) Interactive multimedia (World Wide Web, distribution of and 

access to content)

MPEG-4 provides the standardized technological elements 

enabling the integration of the production, distribution and content 

access paradigms of the three fields.

MPEG-4 opens new frontiers in the way users will play with, 

create, re-use, access and consume audiovisual content.

MPEG-7 specifies how to describe content. MPEG-4 defines 

how to represent content. MPEG-7 complements MPEG-4 and 

helps manage the growing abundance of content.

MPEG-21 [31] aims to provide a truly interoperable multimedia 

framework. MPEG-21’s goal is to describe a ‘big picture’ of how 

different elements to build an infrastructure for the delivery and

12
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consumption of multimedia content -  existing or under 

development -  relate to each other.

The essence of all MPEG efforts is interoperability -  

interoperability for the consumers, interoperability means that 

consumers can be sure to be able to use the content and not be 

bugged by incompatibie formats, codecs, metadata, and so forth.

2.2 MPEG-4 Scene Features

The MPEG-4 standard provides a large and rich set of 

technologies to satisfy the needs of authors, service providers and 

end users.

MPEG-4 achieves these goals by providing standardized ways

to;

(1) Represent units of aural, visual or audiovisual content, called 

“media objects”. These media objects can be of natural or 

synthetic origin.

(2) Describe the composition of these objects to create compound 

media objects that form audiovisual scenes. The scene 

description builds on the Virtual Reality Modeling Language 

(VRML).

(3) Multiplex and synchronize the data associated with media 

objects, so that they can be transported over network channels 

providing QoS appropriate for the nature of the specific media 

objects.

13
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(4) Interact with the audiovisual scene generated at the receiver’s

end.

An MPEG-4 scene consists of a structured collection of 

independently coded interactive media objects (e.g. video, audio, 

graphics, and text), which are organized in a hierarchical fashion.

A media object in its coded form consists of descriptive 

elements that allow handling the object in an audiovisual scene as 

well as of associated streaming data, if needed. In its coded form, 

each media object can be represented independent of its 

surroundings or background.

Being described as objects an MPEG-4 scene can be adapted 

on the fly by adding, removing, or replacing any objects in the 

scene and the structure allows varying levels of granularity. The 

object-oriented nature of MPEG-4 makes it possible for end users 

to manipulate the media objects and create a multimedia 

presentation tailored to their specific needs, end device and 

connection limitations.

The MPEG-4 object-based representation approach where a 

scene is modeled as a composition of objects, both natural and 

synthetic, with which the user may interact, is at the heart of the 

MPEG-4 technology.

Figure 2 shows an example of an MPEG-4 scene composed of 

individual media objects.

14
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Figure 2 An Example of an MPEG-4 Scene

2.3 MPEG-4 Visual Coding Scheme

2.3.1 MPEG-4 frame types

MPEG-4 video is a sequence of three kinds of frames;

15
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The I frames are intra coded, i.e. they can be reconstructed 

without any reference to other frames. The P-frames are forward 

predicted from the last l-frame or P-frame, i.e. it is impossible to 

reconstruct them without the data of another frame (I or P). The B- 

frames are both forward predicted and backward predicted from 

the last/next l-frame or P-frame, i.e. there are two other frames 

necessary to reconstruct them. P-frames and B-frames are 

referred to as inter coded frames. Figure 3 shows a frame 

sequence example.

MPEG display order

forward prediction of P -fram es 

forward prediction of B-frames 
backward prediction of B-frames

Figure 3 A frame sequence example

2.3.2 Layered scalable coding

Layered scalable coding as shown in Figure 4 is often proposed 

as a solution for rate control in video multicast application over the 

Internet.

16
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Figure 4 Layered Scalable Coding

A layered scalable video encoder compresses a raw video 

sequence into multiple sub-streams. One of the compressed sub

streams is the base layer stream, which can be independently 

decoded and provides coarse visual quality. Other compressed 

sub-streams are enhancement layer streams, which can only be 

decoded together with the base layer stream to provide better 

perceptual quality. Decoding the complete bit-streams provides the 

highest quality. Decoding the base layer stream and multiple 

enhancement layer streams produces video with degraded quality.

Video encoding scalability refers to the ability to decode only a 

part of a bit stream and reconstruct images or image sequences 

with:

• reduced decoder complexity and thus reduced quality

17
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• reduced spatial resolution

• reduced temporal resolution

• with equal temporal and spatial resolution but with reduced

quality

This functionality is desired for progressive coding of images 

and video sent over heterogeneous networks, as well as for 

applications where the receiver is not capable of displaying the full 

resolution or full quality images or video sequences. This could for 

instance happen when processing power or display resolution is 

limited.

2.3.3 Content Based Functionality

The MPEG-4 image and video coding algorithms give an 

efficient representation of visual objects of arbitrary shape, also 

supporting so-called content-based functionalities.

Content-based functionality supports the separate encoding and 

decoding of content (i.e. physical objects in a scene, VOs). This 

MPEG-4 feature provides the most elementary mechanism for 

interactivity, flexible representation and manipulation with/of VO 

content of images or video in the compressed domain, without the 

need for further segmentation or transcoding at the receiver.

There are several scalable coding schemes in MPEG-4 visual; 

spatial scalability, temporal scalability, object-based spatial 

scalability, and fine granularity scalability.

18
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Object-based spatial scalability extends the “conventional" 

types of scalability towards arbitrary shape objects, so that it can 

be used in conjunction with other object-oriented capabilities. 

Thus, a very flexible content-based scaling of video information 

can be achieved. This makes it possible to enhance SNR, spatial 

resolution, shape accuracy, etc, only for objects of interest or for a 

particular region, which can be done dynamically at playtime. This 

concept is illustrated in Figure 5.

MPEG-4 VLBVCote Coder
Video
Object bitstream

(SlirtlirtCi

A Generic MFEG4 Coder
Video
Object — — ► bitstream
Plane

Figure 5 the VLBV Core and the Generic MPEG-4 Coder 

2.3.4 Fine Granularity Scalability

For Internet streaming application, the channel capability is 

unpredictable and varies over a wide range. So it requires finer 

granularity than the layered representation.

A new scalable coding mechanism, called fine granularity 

scalability (FGS), was proposed to MPEG-4 [8, 9, 46]. An FGS 

encoder compresses a raw video sequence into two sub-streams: a 

base layer bit-stream and an enhancement bit-stream.

19
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Similar to conventional scalable video coding, the base layer 

must be received completely in order to decode and display a 

basic quality video. In contrast to conventional scalable video 

coding, which requires the reception of complete enhancement 

layers to improve upon the basic video quality, with FGS coding 

the enhancement layer stream can be cut anywhere before 

transmission.

An FGS encoder uses bit-plane coding to represent the 

enhancement stream as shown in Figure 6. With bit-plane coding, 

an FGS encoder is capable of achieving continuous rate control for 

the enhancement stream (See Figure 7). This Is because the 

enhancement bit-stream can be truncated an\/where to achieve the 

target bit-rate.
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BP(N) = Isb

/  DOT bitplanes 

BP( 1 ) = msb

Figure 6 FGS Bitplane coding
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Figure 8 illustrated the FGS Bitplane coding PSNR gain 

compared with SNR scalable coding.

The received part of the FGS enhancement layer stream can be 

successfully decoded and improves upon the basic video quality. 

Similar to conventional scalable encoding, the FGS enhancement 

layer is hierarchical in that “higher” bits require the “lower” bits for 

successful decoding. This means that when cutting the 

enhancement layer bit stream before transmission, the lower part of 

the bit stream (below the cut) needs to be transmitted and the 

higher part (above the cut) can be dropped. The FGS enhancement 

layer can be cut at the granularity of bits. This fine granular flexibility 

was the key design objective of FGS coding, along with good rate- 

distortion coding performance. With the fine granularity property, 

FGS-encoded videos can flexibly adapt to changes in the available 

bandwidth in wired and wireless networks. This flexibility can be 

exploited by video servers to adapt the streamed video to the 

available bandwidth in real-time (without requiring any 

computationally demanding re-encoding). In addition, the fine 

granularity property can be exploited by intermediate network nodes 

(including base stations in wireless networks) to adapt the video 

stream to the currently available downstream bandwidth.

A variation of FGS is progressive fine granularity scalability 

(PFGS). PFGS shares the good features of FGS, such as fine 

granularity bit-rate scalability and error resilience. Unlike FGS, 

which only has two layers, PFGS could have more than two layers. 

The essential difference between FGS and PFGS is that FGS only
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uses the base layer as a reference for motion prediction while 

PFGS uses multiple layers as references to reduce the prediction 

error, resulting in higher coding efficiency.

The fine grain scalability (FGS) of MPEG-4 is one big step 

towards the scalabie video solution where the base layer targets at 

providing the basic visual quality to meet the minimal user 

bandwidth, while the scalable enhancement layer can be arbitrarily 

truncated to meet heterogeneous network conditions (See Figure 

9).

Rate-distonioii cmve of the 
video source -—.

2 layer-scalable

Video Quality

Nou-scaiable

Channel Bitrate

Figure 9 Performance of FGS vs. layered scalability

With the help of MPEG-4 FGS, video streaming is much 

simplified. However, scalable coding alone is not sufficient to 

achieve high inter-receiver fairness and high video quality. To 

improve the inter-receiver fairness in heterogeneous networks and
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improve the quality of video obtained by each of the receivers, a 

flexible delivery technique is critical.

2.4 MPEG-4 Transportation

MPEG-4 is transport-agnostic, and designed that way on 

purpose. This means that MPEG-4 content can be carried over 

many different transport layers, and move form one transport to the 

other. There are some cases, however, where MPEG did some 

work relating to the transport of MPEG-4 content, but adaptation to 

a specific transport layer is needed.

2.4.1 Delivery Multimedia Integration Framework (DMIF)

DMIF [2] is a session protocol for the management of 

multimedia streaming over generic delivery technologies. The 

functionality provided by DMIF is expressed by an interface called 

DMIF-Application Interface (DAI), and translated into protocol 

messages.

The DMIF architecture is such that applications that rely on 

DMIF for communication do not have to be concerned with the 

underlying communication method. The implementation of DMIF 

takes care of the delivery technology details presenting a simple 

interface to the application.

The synchronized delivery of streaming information from source 

to destination, exploiting different QoS as available from the 

network, is specified in terms of the synchronization layer and a
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delivery layer containing a two-layer multiplexer, as depicted in 

Figure 10.
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Figure 10 The MPEG-4 System Layer Model

2.4.2 MPEG-4 over IP

MPEG-4 provides a framework for the carriage of MPEG-4 

contents over IP networks and guidelines for designing payload 

format specifications for the detailed mapping of MPEG-4 content 

into several IP-based protocols.

Real-Time Transport Protocol (RTP) is the most common 

protocol for transporting real-time streaming data over the Internet. 

To assure compatibility between different RTP payload formats, the 

framework defines a conformance point as illustrated in the Figure 

11. To conform this framework all the payload formats shall provide 

normative mapping functions to reconstruct logical MPEG-4 SL
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packets. The framework also defines the standard MIME types 

associated with MPEG-4 contents.

Ajiy lormit
MPEĜ stream type&

Ncmwtiv* mwno KHKlioms 
horn RTP to SL howter »nd 

3LCorrtipD«iC

Figure 11 RTP packet to logical SL packet mapping

Several RTP payload formats are developed under this 

framework including generic payload format and FlexMux payload 

format [7]. Generic RTP payload format specify a homogeneous 

carriage of various MPEG-4 streams. It defines a simple but 

efficient mapping between logical MPEG-4 SL packets and RTP 

packets. It also supports concatenation of multiple SL packets into 

one RTP packets to minimize overheads. FlexMux payload format 

specifies a carriage of FlexMux packetized streams via RTP 

packets. It includes a payload formats to convey FlexMux 

descriptors to dynamically signal the configuration of FlexMux.
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C h a p t e  r T h r e e

3. MPEG-4 FGS VIDEO TRANSPORT OVER

INTERNET

3.1 RTP/RTCP Introduction

The Internet standard for transporting real-time data such as 

audio and video is the Real-Time Transport Protocol (RTP).

RTP provides end-to-end network transport functions suitable 

for applications transmitting data with real-time characteristics over 

multicast or unicast network services. However, RTP does not 

address resource reservation and does not guarantee quality-of- 

service for real-time services. It also neither guarantees delivery 

nor prevents out-of-order delivery. It does not assume that the 

underlying network is reliable and delivers packets in sequence. It 

is up to the receiver to reconstruct the sender’s packet sequence 

and detect lost packets using the information provided in the 

packet header.

It is augmented by a RTP control protocol (RTCP) to allow 

monitoring of the data delivery in a manner scalable to large 

multicast networks, and to provide minimal control and 

identification functionality. RTCP is a companion protocol of RTP;

(1) RTP is for carrying data that has real-time properties.
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(2) RTCP is for monitoring the quality of service and conveying 

information about the participants in an on-going session.

If quality of service Is essential for a particular application, RTP 

can also be used over a resource reservation protocol such as 

RSVP.

RTP and RTCP are designed to be independent of the 

underlying transport and network layers. However, TCP is a 

transport-layer protocol designed for reliable data 

communications, and its overhead of guaranteeing reliable data 

transfer may slow the overall transmission rate and introduce 

delays. For this reason, streaming media applications typically run 

RTP on top of UDP to make use of its r,multiplexing and checksum 

services; both protocols contribute par's of the transport protocol 

functionality. Figure 12 shows the RTP/RTCP/UDP/IP stack for 

MPEG-4 streaming over Internet.

Real-Time Media Framev/orks and Applications

m^mim Real-Iime Control Protocol (RTCP)

Figure 12 RTCP/RTP/UDP/IP Stack
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3.2 RTP/RTCP functionalities

RTP supports data transfer to multiple destinations using 

multicast distribution if provided by the underlying network. RTP 

provides the following functions for streaming applications:

Time-stamping. RTP provides time stamping for applications 

to synchronize different media streams.

Sequence numbering. Since packets arriving at the receiver 

may be out of sequence (UDP does not deliver packets in 

sequence), RTP employs sequence numbering for application to 

determine what order the packets of data should be presented. 

The sequence number is also used for packet loss detection.

Payioad type identification. The type of the payload 

contained in an RTP packet is indicated by an RTP-header field 

called payload type identifier. The receiver interprets the content of 

the packet based on the payload type identifier.

Source identification. The source of each RTP packet is 

identified by an RTP header field called Synchronization Source 

identifier (SSRC), which provides a mean for the receiver to 

distinguish different sources.

All these real-time services are implemented through the RTP 

header. Each chunk of payload data is preceded by an RTP 

header. The RTP header contains timing information and a 

sequence number that allow the receivers to reconstruct the timing 

produced by the source (See Figure 13).
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Figure 13 RTP Header

In an RTP session, participants periodically send RTCP 

packets to convey feedback on quality of data delivery and 

information of membership.

RTCP provides the following services:

QoS feedback. This is the primary function of RTCP. RTCP 

provides feedback to an application regarding the quality of data 

distribution. The feedback is performed in the form of sender 

reports (sent by the source) and receiver reports (sent by the 

receiver). The reports can contain information on the quality of 

reception such as (1) fraction of the lost RTP packets since the 

last report, (2) cumulative number of lost packets since the 

beginning of reception, (3) packet inter-arrival jitter, and (4) delay 

since receiving the last sender's report.
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The feedbacks are useful for control of adaptive encodings as 

well as diagnose of the distribution faults. Based on the feedback, 

the sender can adjust its transmission rate; the receivers can 

determine their subscribing rates; network managers can evaluate 

the network performance for multicast distribution.

Participant identification. RTCP carries a persistent 

transport-level identifier for an RTP source called the canonical 

name or GNAME. The SSRC field in the RTP header can identify 

a source. However, the SSRC identifier may change if a conflict is 

discovered or a program is restarted, receivers require the 

CNAME to keep track of each participant. Receivers may also 

require the CNAME to associate multiple data streams from a 

given participant in a set of related RTP sessions, for example to 

synchronize audio and video. Inter-media synchronization also 

requires the NTP and RTP timestamps included in RTCP packets 

by data senders.

Furthermore, the SSRC identifier is not convenient for human 

users. RTCP provides a human-friendly mechanism for source 

identification. Specifically, RTCP SDES (source description) 

packets contain textual information called canonical names as 

globally unique identifiers of the session participants. It may 

include a user's name, telephone number, email address and 

other information.

Control packets scaling. The rate for control packets 

transmission must be controlled for RTP to scale up to a large 

number of participants. A control mechanism is designed as
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follows. The control mechanism keeps the total control packets to 

5% of the total session bandwidth. Among the control packets, 

25% are allocated to the sender reports and 75% to the receiver 

reports.

Inter media synchronization. RTCP sender, reports contain 

an indication of real time and the corresponding RTP timestamp. 

This can be used in inter-media synchronization like lip 

synchronization in video.

Minimal session control information. This optionai 

functionality can be used for transporting session information such 

as names of the participants. This is most likely to be useful in 

"loosely controlled" sessions where participants enter and leave 

without membership control or parameter negotiation. To support 

all the control communication requirements of an application, a 

higher-level session control protocol may be needed.

3.3 Sender and Receiver Reports Analysis

RTP receivers provide reception quality feedback using RTCP 

report packets. There are two forms of reports: the Sender Report 

(SR) and the Receiver Report (RR). The SR is issued if a site has 

sent any data packets during the interval since issuing the last 

report or the previous one, otherwise the RR is issued. The only 

difference between the sender report and receiver report forms, 

besides the packet type code, is that the sender report includes a 

20-byte sender information section for use by active senders. The 

RR RTCP packet format is shown in Figure 14.
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Figure 14 Receiver report RTCP packet format

Based on the feedbacks, the sender may modify its 

transmissions; the receivers can determine their subscribing rates. 

Network managers may use profile-independent monitors that 

receive only the RTCP packets and not the corresponding RTP

data packets to evaluate the performance of their networks for

multicast distribution.
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Cumulative counts are used in both the sender report and 

receiver report blocks so that differences may be calculated 

between any two reports to make measurements over both short 

and long time periods, and to provide resilience against the loss of 

a report. The difference between the last two reports received can 

be used to estimate the recent quality of the distribution. The NTP 

timestamp is included so that rates may be calculated from these 

differences over the interval between two reports. Since that 

timestamp is independent of the clock rate for the data encoding, it 

is possible to implement encoding- and profile-independent quality 

monitors.

An example calculation is the packet loss rate over the interval 

between two receiver reports. The difference in the cumulative 

number of packets lost gives the number of packets lost during that 

interval. The difference in the extended last sequence numbers 

received gives the number of packets expected during the interval. 

The ratio of these two is the packet loss fraction over the interval. 

This ratio should equal the fraction lost field if the two reports are 

consecutive, but othenwise it may not. The loss rate per second 

can be obtained by dividing the loss fraction by the difference in 

NTP timestamps, expressed in seconds. The number of packets 

received is the number of packets expected minus the number lost. 

The number of packets expected may also be used to judge the 

statistical validity of any loss estimates.

In addition to the cumulative counts that allow long-term packet 

loss measurements using differences between reports, the fraction 

lost field provides a short-term measurement from a single report.
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This becomes more important as the size of a session scales up 

enough that reception state information might not be kept for all 

receivers or the interval between reports becomes long enough that 

only one report might have been received from a particular receiver.

The inter-arrival jitter field provides a second short-term 

measure of network congestion. Packet loss tracks persistent 

congestion while the Jitter measure tracks transient congestion. 

The jitter measure may indicate congestion before it leads to 

packet loss. The inter-arrival jitter field is only a snapshot of the 

jitter at the time of a report and is not intended to be taken 

quantitatively.

Rather, it is intended for comparison across a number of reports 

from one receiver over time or from multiple receivers, e.g., within a 

single network, at the same time. To allow comparison across 

receivers, it is important the jitter be calculated according to the 

same formula by all receivers.

Because the jitter calculation is based on the RTP timestamp 

which represents the instant when the first data in the packet was 

sampled, any variation in the delay between that sampling instant 

and the time the packet is transmitted will affect the resulting jitter 

that is calculated. Such a variation in delay would occur for audio 

packets of varying duration. It will also occur for video encodings 

because the timestamp is the same for all the packets of one frame 

but those packets are not all transmitted at the same time. The 

variation in delay until transmission does reduce the accuracy of the 

jitter calculation as a measure of the behavior of the network by
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itself, but it is appropriate to include considering that the receiver 

buffer must accommodate it. When the jitter calculation is used as 

a comparative measure, the (constant) component due to variation 

in delay until transmission subtracts out so that a change in the 

network jitter component can then be observed unless it is relatively 

small. If the change is small, then it is likely to be inconsequential.
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C h a p te  r F o u r

4. RATE ADAPTATION FRAMEWORK

4.1 Background

Packets loss and delay have devastating effect on video 

perceptual quality. So, reai-time media streaming applications 

should be able to adjust the transmission rate to match the capacity 

of the receiver or to adapt to network congestion. In multicast 

environment, different receivers are connected to the source via 

paths with varying bandwidth, delays, and packets loss 

characteristics. For example, some clients use 56k modems that 

have only 36Kbps payload, ISDN clients usually have 128Kbps, 

DSL or cable modem clients may have 256Kbps to 1Mbps 

bandwidth that depends on the distance of the client location. 

Excessively high bit rate transmission would result in congestions 

to the users with lower bandwidth, while conservatively low bit 

rates would waste most users’ bandwidth. In either case, the 

receivers suffer from performance degradation and experience 

inter-receiver unfairness [27].

In this thesis, the inter-receiver fairness is defined as each 

receiver can adaptively get close to the best affordable video quality 

that matches the available bandwidth on its path and the process 

capabilities of its terminal. The proposed rate adaptation 

framework attempts to achieve the inter-receiver fairness.
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4.2 Rate Adaptation Mechanisms

Rate adaptation is typically used for video streaming 

applications for congestion control. Rate adaptation attempts to 

minimize the possibility of network congestion by matching the 

transmission rate to the network conditions and the terminal 

process capabilities, and thus to prevent applications from 

overloading the network and avoid excessive packets loss and 

delay.

4.2.1 Network-based vs. End-to-end

The rate adaptation schemes can be classified according to how 

the feedback information is generated and delivered. If it is 

generated by the end receivers, the scheme is called end-to-end. If 

it is generated by the switching units or routers on the network, the 

scheme is named as network-based scheme.

Network-based rate adaptation requires that routers and 

switches monitor their available bandwidth and perform congestion 

control. This kind of approach usually requires changing the 

network service model and cannot be implemented in every 

environment.

The end-to-end rate adaptations are performed solely at the end 

systems (sender and receivers). They can be employed by the end 

systems and do not require special architectural change for QoS 

support from the network. The end-to-end approach transfers the 

congestion control responsibilities to the end systems.
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Compared with the network-based approach, the end-to-end 

approaches are easy to deploy In the Internet. However, there is a 

difficulty in catching up with fast variations of congestion status in 

the network, so the rate adaptive reaction is slow and imprecise.

4.2.2 Sender-adaptive vs. Receiver-driven

Rate adaptation to network congestion may be sender-adaptive 

or receiver-driven.

4.2.2.1 Sender-adaptive approach

In a sender-adaptive algorithm, the source adapts the 

transmission rate in response to congestion feedback from the 

network or the receivers.

Vickers et al proposed two Source-Adaptive Multi-layered 

Multicast (SAMM) algorithms, which use congestion feedback to 

adjust the transmission rates of multiple layers of data [13].

One is a network-based SAMM algorithm, in which it is 

assumed that network switches are capable of executing complex 

flow and congestion control algorithms. However, in most existing 

networks, where datagram routing and forwarding are often the 

only universally shared operations, the existence of special 

congestion control functions cannot be assumed.

Another is an end-to-end SAMM algorithm, in this algorithm, 

video receivers generate congestion feedback to the sender by 

monitoring the arrival rate of video traffic, and feedback packets 

are merged by an overlaid virtual network of feedback merging
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servers. The prerequisites for its implementation include router- 

based priority packet discarding and flow isolation.

4.2.2 2 Receiver-driven approach

S. McCanne, V. Jacobson, and M. Vetterli proposed a receiver- 

driven adaptation algorithm for the multicast of layered video [17]. 

In this algorithm, known as Receiver-driven Layered Multicast 

(RLM), the video source generates a fixed number of layers, each 

at a fixed rate, and the receivers “subscribe” to as many layers as 

they have the bandwidth to receive. Congestion is monitored at 

the receivers by observing packet losses. This approach has the 

advantage that it uses video layering to address heterogeneous 

bandwidth constraints. However, it limits the receivers to choosing 

among the layers the source is willing to provide, and in many 

cases the provided selection may not be adequate to improve 

network utilization and video quality. Furthermore, RLM is 

relatively slow to adapt to changes in the network's available 

bandwidth due to the latency of the control mechanism named 

“joint-expehments”. If the background traffic is particularly bursty, 

the receivers may not be able to adapt appropriately, resulting in 

degraded utilization and video quality.

4.3 The Proposed Framework

The stability of the Internet to date has in large part been due to 

the congestion control and avoidance algorithms implemented in its 

dominant transport protocol TCP [39, 40, 41, 42].
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However, the TCP congestion control algorithms such as 

additive-increase/multiplicative-decrease (AIMD) are not well suited 

for video streaming applications. The user’s perceived quality would 

drop drastically when the throughput decreases multiplicatively.

A flexible rate adaptation framework plays a key role in real

time video streaming over the Internet. After examined the features 

and functionalities of MPEG-4 FGS video and RTP/RTCP, reviewed 

the related research works, an end-to-end hybrid rate adaptation 

framework was proposed in this paper. Figure 15 illustrates a 

scenario of end-to-end hybrid rate adaptation in heterogeneous 

streaming over IP environment. The framework has taken 

advantage of MPEG-4 FGS and sender-adaptive/receiver-driven 

hybrid rate adaptation to improve the overall QoS for MPEG-4 FGS 

video streaming over the Internet. It can deal with both unicast and 

multicast.

For multicasting, it is assumed that intermediate network nodes 

filter and drop packets at out going Interfaces so that downstream 

receivers will receive packet at their subscribing rates. Because 

the scalable enhancement layer of FGS video stream can be 

arbitrarily truncated, there is no need for transcoding in 

intermediate network nodes in order to switch the received high 

rate stream to a lower out going rate stream when network 

congestion occurs.
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Figure 15 A scenario for end-to-end hybrid rate adaptation

42

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.3.1 MPEG-4 FGS BL and EL

The MPEG-4 FGS video consists of one non-scalable coded 

base layer (BL) and bitplane-encoded scalable enhanced layer (EL) 

as shown in Figure 16. The base layer targets at providing the basic 

perceptual quality to meet the minimai user bandwidth, and 

encoded by constant-bit-rate (GBR) rate controi. The enhancement 

layer can be arbitrarily truncated to meet heterogeneous network 

conditions. MPEG-4 FGS originally assumes guaranteed delivery of 

the BL and leaving EL to the mercy of the best-effort Internet.

Because relatively small bandwidth (as low as 5kbps) is 

required for the BL and the BL packets are very important, the BL 

stream should be guaranteed. The base layer of MPEG4 FGS is 

fully compatible with the MPEG4 non-scalable coding scheme. A 

iot of error resiiience toois are being standardized in MPEG4 

standard. Typicaily, packet-loss concealment for BL is copy data 

from previous frame.

Packet-ioss within EL does not propagate. When packet-loss 

occurs in EL, the receiver can just discard remaining iess 

significant bit-planes. No error concealment in FGS enhancement 

layer.
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Figure 16 FGS Coding

4.3.2 Rate Controllers

TCP is dominant in today’s Internet and its end-to-end 

congestion control mechanisms [41, 42, 43, 54, 55, 56] are crucial 

to the robustness of the Internet. Since a TCP flow reduces its 

sending rate on detection of congestion, flows without appropriate 

congestion control mechanism can obtain larger share of bandwidth 

on congested links and will possibly lead to ‘congestion collapse’ in 

the network. TCP friendliness is a fairness criterion to guide 

behaviors of non-TCP based best effort traffics and to prevent them 

from starving TCP flows. A flow said to be TCP friendly if its long

term throughput does not exceeds the throughput of a conformant 

TCP connection under the same circumstances.
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To be safe for the deployment of video streaming applications in 

the Internet, the rate controllers must implement ‘TCP-compatible” 

congestion control algorithms, which interact well with TCP and 

maintain the stability of the Internet [42, 43]. The idea is to ensure 

that the TCP connections get their fair allocation of bandwidth in the 

presence of these non-TCP protocols and vice versa.

The hybrid rate adaptation framework is based on RTCP 

reports. It takes the packet loss ratio measured at the receivers as 

the control indicator. The rate controllers work at both the receivers’ 

side and the sender’s side. The rate controllers can be configured 

with different rate control schemes via changing the controller 

parameters. These parameters should be adjusted for the specific 

applications and video sources.

Rate controllers perform:

• RTCP analysis. The receiver reports of all receivers are 

analyzed and statistics of packet loss, packet delay jitter and 

roundtrip-time are computed.

• Network state estimation. The actual network congestion 

state seen by every receiver is determined as unloaded, 

hold, or congested. This is used to decide whether to 

increase, hold or decrease both the subscribing rates of the 

receivers and the transmission rate of the sender.

• Bandwidth adjustment. The bandwidth of the multimedia 

application is adjusted according to the decision of the 

network state analysis. The end systems can set the rate 

parameters for adjusting bandwidth.
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4.3.2.1 Rate controllers initialization

At the beginning of a multicast session, the sender announces 

the rate range Rm/n and Rmax suitable for the source. The values can 

be estimated from the average rate-distortion curve of the source. 

Rmin should be at least a little bit greater than the rate of the BL Rbl. 

Rmax is the rate above which there is no significant improvement of 

the video quality.

When a receiver join the multicasting session, it will set an initial 

Receive Rate {RRimt) which roughly match its network condition and 

within the range of Rmin and Rm ax. Then the receiver controller will 

monitor the transmission state.

By default, the initial sending Rate (R/n«) is set to the larger value 

between Rmin and 80% of R m ax , i.e. Rjnit =max{ Rm/n, 0.8 Rmax}. 

However it can be configured according to the source and session 

features. The sender rate maybe adjust according the status 

feedback from the receivers during the session.

The increase step rate (R/s) and decrease step rate (Rc/s) used in 

the control action also needs to be set during the session 

initialization. For example, R /s =  0.1 Rmin:Rds=  1.5 R s

4.3.2 2 Packet-Loss Ratio (PLR) Analysis

RTCP provides an algorithm to calculate the packet-loss ratio at 

the receiver. This property can be retrieved from RTCP receiver 

report (RR).
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In order to avoid QoS oscillations, a low-pass filter is adopted to 

computer the average PLR, i.e. PLR = (1 - a  ) PLRp^ + OtPLRc, 

where PLRc is the current packet loss ratio, PLRpm is the previous 

average packet loss ratio, and 1 >  a  >  0. Increasing a  means 

increasing the influence of the current packet loss ratio.

in this framework, two packet loss ratio thresholds are defined. 

One is the tolerable packet loss ratio, called PLRo. At the PLRo 

packet loss ratio level, the perceptual quality at the application level 

will not be degraded.

The reason for this definition is to improve network bandwidth 

utilization. As described in R F C  1757, a reasonable estimate of 

Ethernet bandwidth utilization is the ratio of the total number of 

octets of data (including those in bad packets) received on the 

network to the time interval [65]. P L R <  P L R o  indicates there is room 

for improving network bandwidth utilization.

Another is the unacceptable packet loss ratio called P L R f .  At the 

level of packet loss ratio P L R f ,  the perceptual quality is significantly 

degraded and it is unacceptable to end-users.

So, the desired packet loss ratio for receivers is in the range 

between P L R o  and P L R f  (P L R f  > P L R >  P L R o ).

Both P L R o  and P L R f  can be chosen empirical data and justified 

by experimental results.
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4.3.2.3 Receivers subscribe rate controi and algorithm

The receivers generally include sub-modules such as FGS 

decoder, stream buffer, packet buffer, video display, retransmission 

monitor, and client controller. Figure 17 illustrates the architecture of 

the video receivers.

IPMP

0*c o<t«rm

Client
Controller

User Characteristics

Figure 17 Video Receiver Architecture

The subscribing rate control mechanism is implemented in 

client controller. The client controller adjusts the subscribing rate 

RR for each receiver according to the following algorithm:

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



IF(PLR<PLRo)
R R f MIN{RR+Rjk. FW );

ELSEÎF{PLR>fn^r)
RR% MAX { RRRdK Rmè,};

ELSE
RR remains no change.

There are three states for each receiver: HOLD, UNLOADED, 

and CONGESTED.

In “HOLD” state, the receiver rate does not change. In 

“UNLOADED” state, the receiver rate increases step by step, at the 

pace of R/s, until the receiver’s load status reaches “HOLD”. In 

“CONGESTED” state, the receiver drops rate step by step, at the 

pace of Rds, to avoid congestion and reach the “HOLD” load state. 

The states transition diagram shows as Figure 18. The receivers 

send the load state to the sender via receive report RTCP packet.
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Figure 18 The receiver states transition

With the rate adaptation, the receiver can adjust its subscribing 

rate match the available bandwidth on its path, and this leads to the 

inter-receiver fairness in a multicast session. Otherwise, if the 

subscribing rate is higher than the available bandwidth on its path, 

network congestion will occur. If the subscribing rate is lower than 

the available bandwidth on its path, the bandwidth is not fully 

utilized. In either case, the receiver suffers from QoS degradation.

A pattern of the received MPEG-4 FGS streaming with 

truncating the enhancement layer at the decoder is shown in Figure 

19.
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! FGS Enhancem ent Layer ’

Figure 19 Received MPEG-4 FGS streaming 

4.3 2.4 Sender rate control and algorithm

The sender maintains the information of session members. The 

sender adjusts the sending rate R according to the proportion of 

load status feedback from the receivers. The sender updates the 

state of the receivers when it receives a RR RTCP packet from the 

receiver. Let N stands for the number of session members, H h , Nc, 

and Nu stand for the number of the rnembers whose state are 

HOLD, CONGESTED, and UNLOADED respectively. All members 

have the same service priorities are assumed here. The algorithm is 

designed as: only if the ratio Nc/N, or Nu/N is greater or equals 

50%, then the sender will adjust its sending rate R according to the 

following algorithm. In unicast case, N=1.
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This algorithm allows a certain fraction of the receivers to be In a 

congested state and avoids frequently adjusting the sender’s 

transmission rate according to a small fraction of receivers. Since 

with MPEG-4 FGS encoding techniques, the intermediate network 

nodes can easily truncate the downstream rate matching the 

receivers' subscribing rate without transcoding, each receiver will 

estimate the available bandwidth on the path and adapt the 

subscribing rate promptly. In this case, a receiver or a small 

proportion of receivers connected via a low bandwidth link cannot 

force the sender to provide low quality video to other receivers 

which have high bandwidth connections, and vice versa. Hence, the 

Inter-recelver fairness Is achieved.

The architecture of the sender in the framework is shown as 

Figure 20.
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Figure 20 The sender in the framework

A pattern of the MPEG-4 FGS streaming at the sender is shown 

in Figure 21,
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Figure 21 MPEG-4 FGS streaming at ttie sender 

4.3.3 Avoiding feedback implosion

Soliciting feedback from receivers in a multicast environment 

migfit cause a so-called implosion problem. A potential large 

amount of feedback information would consume the resource; 

session bandwidth.

The solution is limiting the feedback control traffic to a small and 

known fraction of the session bandwidth: small so that the primary 

function of the transport protocol to carry data is not impaired.

RTF specification recommends that the fraction of the session 

bandwidth added for RTCP be fixed at 5%. It also recommends 

that 1/4 of the RTCP bandwidth be dedicated to participants that 

are sending data so that in sessions with a large number of
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receivers but a small number of senders, newly joining participants 

will more quickly receive the CNAME for the sending sites.

in the hybrid rate adaptation mechanism, the receivers adjust 

their individual receiving rate, the sender adjusts rate according to 

the proportion of the load status feedbacks of all session members, 

this benefits the framework to scale the RTCP transmission interval 

with the session sizes (members). To make the transmission rate of 

RTCP packets more adaptive to changes in the session group size, 

a “reverse reconsideration” algorithm proposed in [1] was deployed 

to computing the RTCP transmission interval.
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C h a p t e r  F i v e

5. TEST BED

5.1 The JMF architecture

Java Media Framework (JMF) provides a rich set of APIs to 

support the playing, streaming, and capturing of audio and video. 

JMF is designed to support most standard media content types 

including MPEG-4. By exploiting the advantages of the Java 

platform, JMF provides a common cross-platform Java API for 

accessing underlying media frameworks. The framework enables 

advanced developers and technology providers to perform custom 

processing of raw media data and seamlessly extend JMF to 

support additional content types and formats, optimize handling of 

supported formats, and create new presentation mechanisms. 

Figure 22 depicts the high level JMF architecture.

Java Apphcatnns, Apptets, Beans

OfTUUf«i-KWF,| I rT -rJs M .îrÇ.lf»Jr'S I

Figure 22 High-level JMF Architecture

The JMF component architecture is very flexible, and its 

components can generally be classified in three groups;
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(1) An input describes some sort of media that is used as an 

input to the rest of the process.

(2) A process performs some sort of action on the input. A 

process has a distinct input and output. A large number of 

processes are available, and can be applied to an input or a 

group of inputs. These processes can be chained together 

so that the output from one process is used as an input to 

another process. In this manner multiple processes may be 

applied to an input.

(3) An output describes some sort of destination for media.

Figure 23 shows the JMF media processing model.

mmnms

Figure 23 JMF Media Processing Model

5.2 JMF RTF APIs

JMF enables the playback and transmission of RTF streams 

through the APIs defined in the javax.media.rtp, javax.media.rtp.event, and
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javax.media.rtp.rtcp packages. The JMF 2.1 PCS Reference 

Implementation supports:

• Presenting RTF streams using JMF players.

• Transmitting RTF streams using JMF processors and data 

sinks.

• Presenting and transmitting dynamic RTF payloads.

• Dynamically switching payload types during a session.

• Accessing session statistics and monitoring RTCP.

• Unicast, multicast, and broadcast sessions for both 

presentation and transmission.

• Network protocol independence for playback and 

transmission.

JMF can be extended to support additional RTF-specific formats 

and dynamic payloads through the standard JMF plug-in 

mechanism. Figure 24 illustrates the high level JMF RTF 

architecture.
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Figure 24 High-level JMF RTF Architecture 

5.3 Implementation

The application implements the proposed framework for MPEG- 

4 FGS video streaming over RTP/UDP/IP with end-to-end rate 

adaptation.

5.3.1 Session Manager

In JMF, an RTPSessionManager is implemented to coordinate 

an RTP session. The session manager keeps track of the session 

participants and the streams that are being transmitted.

The session manager maintains the state of the session as 

viewed from the local participant. In effect, a session manager is a 

local representation of a distributed entity, the RTP session. The 

session manager also handles the RTCP control channel, and 

supports RTCP for both senders and receivers.

The RTPSessionManager interface defines methods that enable 

an application to initialize and start participating in a session.
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remove individual streams created by the application, and close the 

entire session. The Session Manager object (See Figure 25) is 

used for instantiating:

(1) DataSources, which is used to deliver time-based 

multimedia data.

(2) Players, which is used to control and render multimedia 

data.

(3) Processors, which is used to process data and output the 

processed data.

(4) DataSinks, which takes a DataSource as input and renders 

the output to a specified destination.

I M M J i n a r

mm

Figure 25 JMF Session Manager Object
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5.3.2 Receiving and presenting RTP streams

The presentation of an incoming RTP stream is handled by a 

player. Figure 26 describes the JMF player object model. To 

receive and present a single stream from an RTP session, using a 

MediaLocator that describes the session to construct a player. A 

media locator for a RTP session is of the form: 

rtp;//address:port[:ssrc]/content-type/[ttl].

am»

m m m

m m

Figure 26 JMF Player Object

The player is constructed and connected to the first stream in 

the session. If there are multiple streams in the session, a session 

manager is needed. The session manager will notify whenever a 

stream is added to the session and construct a player for each new 

stream. The session manager also monitors and controls the 

session. Figure 27 shows the RTP reception process using JMF.
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Figure 27 RTF reception using JMF 

5.3.3 Transmitting RTF streams

A session manager can also be used to initialize and control a 

session so that you can stream data across the network. The data 

to be streamed is acquired from a Processor. Figure 28 illustrates 

the RTF transmission using JMF.

D«a source
Dawswoe

Figure 28 Ri P Transmission using JMF

Steps to create a send stream to transmit data from a live 

capture source:

(1) Create, initialize, and start an RTFSessionManager for 

the session.

(2) Construct a Processor using the appropriate capture 

DataSource.

(3) Set the output format of the Processor to an RTF- 

specific format. An appropriate RTF packetizer codec 

must be available for the data format to be transmitted.
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(4) Retrieve the output DataSource from the Processor.

(5) Call createSendStream on the session manager and 

pass in the DataSource.

The transmission is controlled through the SendStream start 

and stop methods.

When it is first started, the RTFSessionManager behaves as a 

receiver (sends out RTCP receiver reports). As soon as a 

SendStream is created, it begins to send out RTCP sender reports 

and behaves as a sender host as long as one or more send 

streams exist. If all SendStreams are closed (not just stopped), the 

session manager reverts to being a passive receiver.
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C h a p t e r  S i x

6. EXPERIMENT EVALUATION

6.1 Video quality evaluation

Over the past few years, video quality evaluation and 

measurement schemes have been developed [25, 26, 28, 29].

Video quality assessment technologies can be classified into: 

subjective, objective, and perceptual objective video quality 

assessment schemes.

6.1.1 Subjective video quality assessment

Subjective video quality assessment is the most reliable video 

quality measurement method. A group of viewers is selected and 

gathered in a room, the environment of which is specified by the 

ITU-T Recommendation P.910 [28].

The source video and the processed video are presented in 

pairs to the viewers who are expected to grade the video quality. 

This is called Double Stimulus Continuous Quality Evaluation 

(DSCQE) as described in ITU-R BT.500-11. Reference is coded 

GIF without network side by side with coded GIF after networks. 

DSGQE method allows subjects to continuously monitor the quality 

of the material under test with the reference material side by side. 

This allows presenting two side-by-side GIF windows on the same 

screen (see Figure 29).
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Figure 29 Example of DSCQE side-by-side presentation

Subjective video quality measurement has several 

disadvantages. It requires a special viewing room and equipment; it 

needs a large group of people to view the video; it requires a large 

amount of post processing on the video data. In conclusion, 

subjective video quality measurement cannot provide real-time in- 

service quality monitoring for real-time video applications. Figure 30 

shows some examples of digital video impairments.
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Original Image Blurring

Edge Noise

Figure 30 Examples of Digital Video Impairments
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6.1.2 Objective video quality measurements

Objective video quaiity measurements, although not as 

accurate, can be conducted in the background without intruding on 

the end user. Objective video quality estimation software 

processes the video signals and produces the quality evaluation 

results.

One traditional objective video quality measurement. Peak 

Signal to Noise Ratio (PSNR), has been widely used in many 

applications to assess video quality. The standard deviation of 

PSNR is also a common used measure of the stability of video 

quality. A smaller standard deviation of PSNR means more stable 

video quality.

The advantage of PSNR is that it is very easy to compute. 

Assume a given source image f(i,j) that contains N by N pixeis'and 

a reconstructed image F(i,j) where F is reconstructed by decoding 

, the encoded version of f(i,j). Error metrics are computed on the 

luminance signal only so the pixel values f(i,j) range between black

(0) and white (255).

First, the mean squared error (MSB) of the reconstructed image 

is computed as follows

Z [ f ( i j ) - F ( i j ) p
M S E = -----------------------

N2

67

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The summation is over all pixels. The root mean squared error 

(RMSE) is the square root of MSE.

PSNR in decibels (dB) is computed by using

Typical PSNR values range between 20 and 40. They are 

usually reported to two decimal points (e.g., 25.47). The actual 

value is not meaningful, but the comparison between two values for 

different reconstructed images gives one measure of quality. The 

MPEG committee used an informal threshold of 0.5 dB PSNR to 

decide whether to incorporate a coding optimization because they 

believed that an improvement of that magnitude would be visible.

There is a function in MATLAB to computer PSNR: PSNR(A,B), 

where A and B are MATLAB Intensity Images.

The standard deviation of PSNR is a measure of PSNR 

spread. It is calculated as following;

Where PSNRmean is the mean of the sample, N is the sample 

size, STDEVpsNR is the standard deviation of PSNR.
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6.1.3 Perceptual objective video quality assessment

Perceptual objective video quality assessment technologies try 

to achieve a high correlation with subjective video quality 

assessment without losing the advantages of that objective quality 

assessment has to offer. Stefan Winkler presented his Vision Model 

in [25]. This model simulates the human visual system and 

achieves a high correlation with subjective video quality 

assessment, but it is not capable of in service measurements and 

requires offline processing. The ANSI objective video quality 

standards T1.801.03-1996 [29] as well as the metrics developed by 

Institute for Telecommunication Sciences (ITS) capture the 

relationship between the measurable video quality parameters and 

perceptual quality distortions (blurring, tiling, noise, etc.).

6.2 Experiments

To validate the effectiveness of the proposed framework, a 

series of experiments are carried out with multiple video sources 

under different channel conditions to assess the video quality at the 

receiving ends. Several scenarios are also identified for optimizing 

the algorithm parameters.

6.2.1 Test configuration and setup

The simulation experiments were performed in the Intranet 

environment. Although Intranet users can afford high bandwidth for 

high quality video, to better simulate Internet conditions, only two 

streaming bandwidth options 64kbps and 128kbps were simulated.
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because Internet 56K modem clients have only 36Kbps payload 

and ISDN clients have 128Kbps.

The test bed layout is shown as Figure 31.

StFsaming Server

Router

128kbps

Router

Shared
Network

Receiver 1 Receiver 2

Figure 31 Test bed layout

Both the server and the receivers are running Red Hat Linux 8 

on Intel-based box. The limitation of the outgoing bandwidth on the 

server is accomplished using the built-in QoS Class Based Queuing
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(CBQ) functions in Linux Kernel. The outgoing rate of the server 

interface ethO that connects the Intranet was configured as 

128kbps.

The iimitation of the incoming bandwidth is accomplished using 

a stand-alone kernel module called rshaper. Firstly, the rshaper.o 

module should be loaded using # insmod /usr/lib/rshaper.o. Then 

the incoming bandwidth limitation can be set using the rshapercti 

utility. For example, # rshapercti 224.168.1.0/24 128000, this 

shapes all incoming traffic on the local network to 128kbps. The 

reason to limit the incoming bandwidth is to simulate the 

heterogeneous Internet channels in a Intranet environment.

The server stream out using multicast defined IP addressed. IP 

addresses starting from 224.xxx.xxx.xxx on a network is for 

multicast. All users on the net can share and view the content by 

logging onto this address. The server will send only one stream out. 

Routers and network switches at different levels of the net will 

duplicate, filter and propagate the content to the .iownstream.

6.2.2 Rate controller parameters settings

A set of experiments was conducted to find the suitable 

controller parameters. For the filter parameter a ,  if it is set too low,

e.g., a  = 0.1, then the current packet loss ratio (PLRc) value has

not enough influence on the average packet loss ratio (PLR) but will 

significantly influence the next average packet loss ratio and the

adjustment will be delayed. If it is set too high, e.g.. a  = 0.9, then
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the current packet loss ratio value has high influence on the 

average packet loss ratio but this influence vanishes immediately 

with the advent of the next values if they indicate no or only few 

losses. Table 2 and Figure 32 shows PSNR comparison of the

“Foreman” sequence at 128kbps with different filter parameter a .  It 

shows that when a  was set to 0.5, the PSNR standard deviation is 

0.868. The PSNR standard deviations for Ot=0.1 and ct=0.9 are

1.462 and 1.441 respectively. This means that when setting a  to

0.5, the framework produces the smallest PSNR standard deviation 

and hence provides the smoothest video quality. So the filter

parameter a  is set to 0.5 in the simulation experiments.

Table 2 PSNR Comparison between different filters using 

“Foreman” sequence at 128kbps

PSNR(dB) Foreman Sequence @128 kbps
a  = 0.1 a = 0.5 a  = 0.9

20 31.833 31.88 31.92
40 34.42 32.63 32.42
60 32.77 33.22 34.97
80 34.93 34.37 32.43
100 32.93 34.9 34.89
120 35.86 33.87 31.86
140 31.01 34.67 35.98
160 34.93 33.81 32.93
180 32.87 32.98 35.17
200 35.08 34.05 32.48
220 32.89 33.26 34.53

Mean 33.593 33.60364 33.59818
STDEV 1.46203 0.868167 1.441267
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Figure 32 PSNR and a  relationship for “Foreman” sequence at
128kbps

The tolerable packet loss ratio PLRo and the unacceptable 

packet loss ratio PLR, are related with the rate-distortion 

characteristics of the source video and encoding techniques. They 

can be chosen from the video rate-distortion curve or empirical data 

and justified by experimental results. The two packet loss ratio 

thresholds was set as PLRo = 5% and PLR, = 20% in the 

experiments both for Foreman and Suzie sequences. Figure 33 

shows an example relationship among the packet loss ratio, PSNR, 

and the perceptual video quality.
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Original image PSNR=32.91; PLR=1%

PSNR=29.41; PLR=10% PSNR=25.13; PLR=20%

Figure 33 PLR, PSNR and View Quality relationship examples
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6.2.3 PSNR Comparisons

The evaluation tests use video sequences “Foreman” and 

“Suzie" in QCIF. The frame rate of MPEG-4 FGS coding is 10 

frames per second. For comparison, MPEG-4 Annex L [51] rate 

control solution was chosen as the reference.

MPEG-4 Annex L is a scalabie rate control scheme. It assumes 

the following model mr the encoder rate R:

XlS XiS

Q is the quantiser step size. S is the mean absolute difference of 
the residual frame after motion compensation. Xi and Xa are model 
parameters. S provides a measure of frame complexity.

MPEG-4 Annex L rate control consists of a set of steps that are 

carried out after motion compensation and before encoding of each 

frame.

Table 3 and Figure 34-37 show the PSNR comparison between 

the proposed rate adaptation framework and the MPEG-4 Annex L 

rate control solution at different channel bit rates.
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Table 3 PSNRs comparison scenario

PSNR
(dB)

Foreman Sequence 
@128 kbps

Foreman Sequence 
@64 kbps

Suzie Sequence 
@128 kbps

Suzie Sequence 
@64 kbps

MPEG-4 
Annex L

Proposed
RA

MPEG-4 
Annex L

Proposed
RA

MPEG-4 
Annex L

Proposed
RA

MPEG-4 
Annex L

Proposed
RA

20 36.23 32.63 34.53 25.12 33.23 30.28 31.54 27.53
40 33.42 33.23 23.34 28.37 30 42 31.33 28.42 28.32
60 32.77 33.52 31.54 30.28 32.27 32.42 31.27 29.42
8C 34.43 34.37 27.13 32.22 32.53 32.37 27.53 28.34

100 32.93 34.9 26.78 30.34 30.23 31.91 28.29 28.95
120 35.86 33.87 33.97 31.08 33.99 32.17 28,43 29.23
140 31.21 34.67 26.95 28.93 31.91 32.67 30.91 28.56
160 34.93 33.81 35.64 30.42 32.93 31.87 27.04 27.87
180 32.87 32.98 26.67 28.74 32.87 32.98 30.87 27.67
200 35.08 34.05 31.80 30.04 30.68 32.05 27.68 28.07

AVG 33.973 33.803 29.841 29.554 32.100 32.005 29.198 28.396
STDEV 1.506539 0.693095 3.962601 1.83526 1.213097 0.720142 1.651295 0.612114

3#̂ësm.

Figure 34 Comparison with Foreman sequence at 128kbps
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Figure 35 Comparison with Foreman sequence at 64kbps
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Figure 36 Comparison with Suzie sequence at 128kbps
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Figure 37 Comparison with Suzie sequence at 64kbps

The above table 3 and figures 34-37 show that compared with 

the MPEG-4 Annex L solution, the standard deviation of PSNR at 

each receiver of the proposed framework is much lower than that of 

MPEG-4 Annex L solution, while the average PSNR are at the 

same level. Thus, the proposed framework provides more stable 

video quality and the end users c an get more smooth and pleasant 

viewing experience. This achievement is mainly due to the feature 

of the rate adaptation framework that each receiver detects the 

available bandwidth on the path and adjusts the subscribing rate 

promptly to match the network conditions.
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C h a p t e r  S e v e n  

7. CONCLUSIONS

The Internet holds great promise as a medium for real-time 

streaming video because of its ubiquity and flexibility. However, 

today’s Internet was originally designed for real-time streaming 

applications, there are still many challenges for real-time streaming 

over the Internet.

Congestion control is one of these challenges. In this thesis, an 

end-to-end hybrid rate adaptation framework for MPEG-4 FGS 

video streaming over IP was proposed to address the network 

congestion control challenge in both unicast and multicast 

environment.

The main contributions of this thesis are:

(1) Combined the sender adaptive and the receiver driven rate 

control mechanisms into a hybrid rate adaptation framework 

that takes into account the rate-distortion characteristics of 

the source as well as the time-varying network conditions. 

Each receiver estimates the available bandwidth on the path, 

thus each receiver can realize its fair video quality matching 

the available bandwidth on its path and the process 

capability of its terminal.

(2) Proposed algorithms for the sender derive the adjustment 

decision from the proportion of receivers’ load status, so that
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a receiver or a small proportion of receivers connected via a 

low bandwidth link cannot force the sender to provide low 

quality video to other receivers which have high bandwidth 

connections in a heterogeneous multicast environment, and 

vice versa. In addition, this helps to reduce the overall PSNR 

standard deviations and therefore to avoid QoS oscillations.

A set of designed experiments tuned the algorithms and 

controller’s parameters for selected MPEG-4 FGS video 

sequences. Some of the parameters are related with the rate- 

distortion characteristics of the source video, so the rate controller 

should be adjusted accordingly.

The experiment results show that this framework archives the 

inter-receiver fairness in a heterogeneous environment, reduces the 

PSNR standard deviations, and thus improves the video quality 

stability. The end-to-end approach can be employed by the end 

systems, so it is effective and applicable in actual network 

environments.

Nevertheless, many open questions and challenges still remain; 

the framework presented a solution to make MPEG-4 FGS video 

streaming over the current Internet with end-to-end QoS a reality.

The future Internet [35] would add more services for real-time 

streaming applications. An important direction of ongoing and future 

work is to combine the end-to-end approaches with the next 

generation Internet architecture. We are also working to extend our 

test bed application.
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MPEG - Moving Picture Experts Group 

FGS - Fine Granularity Scalability 

RTP - Real-time Transport Protocol.

VBLV - Very Low Bitrate Video 

UDP - User Datagram Protocol 

SNR - Signal to Noise Ratio 

PSNR - Peak Signal to Noise Ratio 

QoS - Quality of Service

DMIF - Delivery Multimedia Integration Framework

AU - Access Unit in an ES

BIFS - binary format for scenes

ES - elementary stream

SL - synchronization layer

CÎF - Common Intermediate Format

QCIF - Quarter-CIF

DSCQE - Double Stimulus Continuous Quality Evaluation 

PLR - Packet Loss Ratio
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PLR) - Unacceptable Packet Loss Ratio

PLRo - Tolerable Packet Loss Ratio

ITU - International Telecommunication Union

AIMD - Additive Increase / Multiplicative Decrease

RTT - Round Trip Time

bCT - Discrete Cosine Transform

API - Application Programming Interface

VOP - Video Object Plane

VRML - Virtual Reality Modeling Language

PIM - Protocol Independent Multicast

BL - Base Layer

EL -  Enhancement Layer

STDEV - Standard Deviation
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