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Abstract 

A typical trade-off in decision-making is between the cost of acquiring information and the 

decline in decision quality caused by insufficient information. Consumers regularly face this trade-

off in purchase decisions. Online product/service reviews serve as sources of product/service 

related information. Meanwhile, modern technology has led to an abundance of such content, 

which makes it prohibitively costly (if possible at all) to exhaust all available information. 
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Consumers need to decide what subset of available information to use. Star ratings are excellent 

cues for this decision as they provide a quick indication of the tone of a review. However there are 

cases where such ratings are not available or detailed enough. Sentiment analysis –text analytic 

techniques that automatically detect the polarity of text– can help in these situations with more 

refined analysis.  

This study was performed in two interrelated phases. In the first phase the potential impact 

of Sentiment Scores (sentiment analysis outcomes) was investigated through a comparison 

between these scores with an already established numerical rating denoted as star ratings in three 

different domains. The results show that sentiment scores tend to fall into neutral areas and are not 

able to detect extremes that were reported to be more beneficial for information acquisition 

purposes. As a result, to use the current sentiment analysis results as a substitute for star ratings, a 

partial linear filter was applied to sentiment analysis results in a way to highlight the subtle 

differences away from the “neutral zone”.  

In the second phase, the impact of the extended version of sentiment scores on decision 

outcomes was examined through a controlled experiment. The examined decision was a purchase 

decision and the information provided was pages of reviews annotated with extended sentiment 

scores on each paragraph. Human subjects were used in the experiment and controlled data 

gathering sessions was designed. Results suggest that female consumers may use sentiment scores 

on review documents without other comparison aids to increase their confidence level in their 

purchase decisions. 
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1. Introduction 

Market efficiency depends on the availability of information such as product specification 

and pricing. It is evident that decision makers benefit from more information while making a sale 

or purchase decision [62]. However, gathering information comes with a cost, which is the time 

and effort (and sometimes financial resources) spent to gather, analyze, and comprehend that 

information. Individuals are normally aware of the trade-offs between the perceived costs and 

benefits of search [27] and sometimes they add this cost to the final value of the product or 

services that they are going to purchase or use, and make decisions correspondingly. 

One of the most important sources of product and service information is Word Of Mouth 

information. With the growing success of web 2.0 technologies and the emergence of social media 

interactions, user generated contents have produced a new version of WOM information. This 

information is produced each second in the form of tweets, blog posts, news, reviews, comments, 

etc. Among all these forms of information, reviews play a notably significant role in consumers’ 

purchase decision making. The benefit of online reviews over the traditional WOM information is 

the accessibility and the variety of the information that can be gathered in less than a second.  

Millions of people, nowadays, express their opinions about restaurants, hotels, products 

and even their family physicians or university professors through online review websites such as 

Yelp1, Tripadvisor2, Amazon3, RateMds4 and Ratemyprofessor5. This user-generated content can 

                                                

1 http://www.yelp.ca/ 

2 http://www.tripadvisor.com/ 

3 http://www.amazon.ca/ 

4 http://www.ratemds.com/ 

5 http://blog.ratemyprofessors.com/ 
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be used by individuals to make wiser decisions [39]. However, this voluminous amount of 

information is sometimes hard for users to digest, and hence it gives rise to the challenge of 

information overload. To mitigate this challenge, information summarization or categorization 

techniques have been proposed using intelligent systems. These studies are presented under the 

umbrella of “big data management”. One big data management technique with the promise of 

categorizing documents by their underlying emotions is “Sentiment Analysis”. 

Sentiment Analysis refers to a data mining and text analytics technique that detects the 

polarity of documents. Sentiment analysis tools use different classification techniques to determine 

whether a piece of text is positive, negative or neutral. The result will be presented in either a 

binary classification or with a specific quantitative measure. Some sentiment analysis tools are 

also able to express topic specific polarities as well as a general polarity score.  

Various applications have been developed based on this basic principle. The introduction 

of this new technology in early 2000s has raised significant attention to this new area of research. 

Researchers have focused mainly on the design of a new system or the improvement of a currently 

available one to increase accuracy. However, most studies fail to provide support for the claim that 

document polarity detection is a useful text summarization technique that yields effective and 

efficient completion of different decision-making tasks. 

As mentioned earlier, and will be discussed in more detail later in this thesis, there are 

various applications of sentiment analysis technology. Nonetheless, there is minimal, if any, 

attention to testing whether sentiment analysis technology is useful for those applications. Hence, 

in this study, we decided not to aim for designing a new system or to make any improvements to a 

currently available one, but to evaluate the technology’s usefulness and its success in assisting 
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individuals perform a specific task. For this purpose we will use a publically available state of the 

art sentiment analysis system.  

1.1. Problem specification and research questions 

In this study, we claim that sentiment scores can be used as a clue to summarize documents 

and respectively improve information acquisition process, when other numerical ratings are not 

available. We assume that if successful information acquisition occurs, decision outcomes will be 

improved. We test this claim with a controlled experiment using human subjects. The decision that 

will be investigated is a purchase decision and the document being semantically scored is pages of 

product reviews. The outcome will be tested in terms of effectiveness and efficiency of the 

decision.  

Before addressing the question of usefulness (of sentiment scores) to support our claim, 

there is a need to “validate” sentiment scores extracted from our selected system. The test for 

validation is designed not only to validate the numerical scores but also to explore the potential 

impact of these scores on decision outcomes. The sentiment analysis system, selected for this 

study, was chosen from a list of off the shelf, state of the art sentiment analysis systems (it will be 

explained further in this thesis). It can be considered an adequate representative of sentiment 

analysis systems, which delivers specific polarity scores rather than a binary report.  

Since the methodology and approach to address the validation and examination of the 

potential impact of sentiment scores is different from the evaluation of its usefulness, we split our 

work into two interrelated phases. The first phase will address the validity and potential impact 

investigation, the result of which will initiate unique ideas to support the usefulness problem. In 

the second phase, we will evaluate the “usefulness” problem through an experiment that is 

designed to evaluate the impact of sentiment analysis on decision outcomes.  
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Validity of sentiment analysis will be evaluated by comparing sentiment scores for specific 

comments to their respective star ratings, which are common clues used by individuals to filter 

what they read during information acquisition. If we are able to support that sentiment scores are 

similar to star ratings, then it can be claimed that these numerical scores can be used 

interchangeably. The research question that we intend to address in this part of our study is: 

 

Q1- How comparable are sentiment scores for reviews/comments to their respective 

star ratings? 

 

It is expected that star ratings and sentiment scores are correlated if sentiment scores are 

valid. This will be true only if comments are consistent with their respective star ratings. If this 

semantic proximity between star ratings and sentiment analysis results can be established, then 

sentiment analysis measures can be considered surrogates for star ratings when such ratings are not 

available such as in long reviews, blog posts or news websites. This will also lead to extend the 

findings of research on the usefulness of star ratings to the usefulness of sentiment scores. 

Consequently, the result from this phase of our study will support the claim that sentiment scores 

can be used to facilitate decision processes in the same manner as star ratings.  

In the second phase of our study, we will investigate how sentiment scores will impact 

individuals’ purchase decisions while using online reviews as the only source of product 

information. The research question that we are planning to address in this phase is:  

 

Q2- How do sentiment scores impact decision outcomes?  
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This question will be addressed by an empirical investigation with a controlled experiment 

using human subjects.  Decision outcomes will be evaluated both objectively and subjectively. The 

objective measure for the decision will be the time that individuals spend to search, find and 

analyze the information that is provided to them and make their decision while the subjective 

measure will be assessed by user evaluation of their level of confidence about their decision.  

The result from this phase will provide support for the claim that sentiment scores can be 

used as a clue to summarize documents and acquire an acceptable amount of information, which 

yields to a more efficient and effective decisions. We then may claim that these scores are useful 

for decision-making purposes, while information is presented in a long unstructured text 

document.  

1.2. Structure of the thesis 

The rest of this thesis is organized as follows. In the next chapter, section 2, we will do an 

extensive literature review on purchase decisions and word of mouth as well as sentiment analysis 

technology and its applications. As stated, this study was performed in two interrelated phases. 

Section 3 will cover details of the study on phase one.  Phase 2 will be outlined in the next section 

(section 4). Discussion and conclusions will be presented in section 5. In the following section 

limitations of our study will be outlined and it will be followed by future research directions in 

section 7.  
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2. Literature Review 

2.1. Consumer purchase decisions 

Opinions are central to almost all human activities and are key influencers of our behaviors 

[1], hence by taking a close look at the opinions indicated by individuals we can predict certain 

behavior related to those opinions. Also, “our beliefs and perceptions of reality, and the choices we 

make, are, to a considerable degree, conditioned upon how others see and evaluate the world” [1]. 

Hence others’ opinion plays a significant role in our decision making process.  

Even in our minor decision making, we would like to hear others opinion and act 

accordingly, and that is what marketing specialists have been using as the basis for word of mouth 

marketing. Economic and marketing studies have extensively shown that word-of-mouth (WOM) 

plays an important role in shaping consumer attitudes and behaviors [2]. More specifically, it was 

proven by previous studies that purchase decisions are increasingly influenced by supplemental 

product information provided by user and consumer feedback [93, 94, 95]. 

It has been thought traditionally that the main reason consumers search for new 

information is to reduce their uncertainty about their decision [5, 6]. They will search for 

information until they reduce their uncertainty to a tolerable level [7]. This information can be 

obtained from different sources. Reviews, whether from a professional or a regular user, can be 

considered as one the best sources of product or service information. Online reviews, being 

accessible regardless of time and distance, can be deliberated for even better source of information 

than traditional paper base (flyers) reviews. Thus, buyers may use review websites to reduce their 

uncertainty about their decision [26].  

However, the rapid increase in the volume of Internet users and the growth of web 2.0 

(interactive web) popularity among those users, gave rise to massive collections of user-generated 
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content [46].  Hence, information finding, gathering, comprehending and use from this source of 

information have become more challenging.  

Individuals normally are aware of the trade-offs between the perceived costs and benefits 

of search for more information [27]. Thus, they (often implicitly) calculate the total cost of a 

product as both the product cost and the cost of search for more information regarding that product 

[28]. For a wide range of choices, consumers recognize that there are tradeoffs between effort and 

accuracy [29]. Hence, information summarization and categorization techniques seem to be a good 

fit to reduce the effort and increase the accuracy. 

On the other hand, “Among the many and varied channels through which a person may 

receive information, it is hard to imagine any that carry the credibility and, thus, the importance of 

interpersonal communication, or word of mouth (WOM)” [30]. With the extensive use of 

interactive web and that massive amount of user- generated content, online review websites have 

become one of the most useful sources of “word of mouth” information. Kumar and Benbasat [31] 

indicate that the presence of customer reviews on a website has been shown to improve customer 

perception of the usefulness and social presence of the website.  

Review websites, mostly, require their users to rate products or services out of the scale of 

5, denoted as star rating. Some websites give their users the opportunity to indicate their opinion 

by writing comments along with these rankings. Online consumer reviews are not exceptions to 

the rules of economics of information [32] in that, it is important to discern which reviews are the 

most useful and actually able to reduce consumers’ purchase uncertainty. According to [33], star 

ratings provide an excellent opportunity to measure the valence of comments without analyzing 

the comments themselves. 
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Consumers can use decision and comparison aids [34] and numerical content ratings (such 

as star ratings) [35] not only to conserve cognitive resources and reduce energy expenditure to 

acquire information, but also to ease or improve the purchase decision process [26]. The star rating 

has been shown to serve as a cue for the review content [35]. 

There have been numerous studies on consumer’s perception of usefulness of positive and 

negative reviews. For instance, in [36], Pavlou and Dimoka found that the extreme ratings (either 5 

star or 1 star) of eBay sellers were more influential and useful than moderate ratings. Likewise, 

Forman et al. [37] found that for books, moderate reviews (3 stars) were less helpful than extreme 

reviews. However, Crowley and Hoyer [38] found that two-sided arguments (moderate reviews 

with 3 stars) are more persuasive than one-sided positive arguments when the initial attitude of the 

consumer is neutral or negative, but not in other situations. 

Nevertheless, the utility of star ratings can be limited in certain contexts. For example, 

there are occasional reviews that are pages long yet with only an overall star rating assigned to the 

whole review. In such a case, the decision facing the consumer is regarding which part of the 

overall review to read. This is particularly relevant when comparing complex products and 

services with many features where it would be useful to have numeric scores for each specific 

feature separately.  

Meanwhile, many other useful sources of reviews such as blog posts and news websites do 

not contain any numerical information resembling star ratings. Therefore the question arises as to 

which blog post or news website one should read given the limited (time) resources and the lack of 

additional cues such as star ratings on the products/services that these sources are reporting on. 

This is a “big data” problem as it is caused by not only the volume, but also the variety of data. 

One text analytics technology with promise to address this problem is sentiment analysis.  
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Sentiment Analysis is a technique that is mainly referred to as data summarization and 

opinion mining technique. Sentiment analysis, opinion mining, subjectivity analysis or review 

mining [15] are terms that are used interchangeably to refer to the process for detecting the 

polarity of a document.  In their early work, Hatzivassiloglou and McKeown [9] reported that it is 

possible to identify sentiment words and their respective polarity in sentences with a high accuracy 

of 82%. This accuracy is reported by comparing the result of an automated system versus the 

analysis done by human. Following this finding, various Sentiment Analysis Algorithms have 

been proposed and numerous studies have been testing the accuracy of those algorithms [11, 16, 

17, 18, 19, 20, 21, 22, 23].  

2.2. Sentiment Analysis Technology 

The year 2001 can be considered as the starting point of the widespread research on 

sentiment analysis and opinion mining [15]. This incident was majorly caused by the rise of 

machine learning methods, natural language processing and information acquisition 

methodologies. Also, the availability of data sets due to the blossoming of social web (web 2.0) as 

well as the realization of the intellectual challenges that the area offers were some other reasons 

that made researchers to be interested to this field [15].  

System designers face numerous challenges designing sentiment analysis tools. Opinion 

extractions and classification is the main objective of sentiment analysis systems and hence 

defining subjective versus objective opinion is the biggest challenge that system designers 

encounter. There are certain questions that should be addressed before moving to the opinion 

extraction phase.  

One main question is whether the system should express a binary value for positivity and 

negativity or an exact degree of positivity and negativity should be extracted. When ranking rather 
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(exact degree of polarity) is desired, certain categorization techniques or a combination of some 

should be used to define the exact polarity degree. For instance Niu et al. [102] used a supervised 

learning method to perform classification at the sentence level. They used various categorization 

techniques and tested performance for different combinations of feature sets to determine the 

polarity of outcomes described in medical text. They were able to find that combining linguistic 

features and domain knowledge leads to the highest accuracy to indicate medical text polarity in 

four different categories: no comment, positive comment, negative comment and neutral comment.  

Another question to be answered is what type of classification techniques should be used? 

Some use Lexicon based algorithms for opinion extraction and classification while others use 

Machine Learning algorithms.  Naïve Bayes (NB), Maximum Entropy (ME) and Support Vector 

Machine (SVM) are some [49], but not all, of various types of machine learning techniques used 

for sentiment extraction and classification.  

The next step is the opinion extraction itself and the detection of subjectivity and 

objectivity of the text in general. Hatzivassiloglou and Wiebe [103] in their early work have found 

evidence that adjective orientation in documents is highly correlated with the subjectivity of that 

document.  In that, if a positive adjective is detected in the document there is a high chance for the 

document to be positive. Moreover, Turney [104] proposed that selected phrases including an 

adjective or an adverb are better indicators of document subjectivity. Pang et al. in [11] also were 

able to find that some nouns and verbs are also playing a significant role in subjectivity detection 

of the document.  

One other debate between system designers is whether to use term presence or term 

frequency. Pang and Lee [15] indicate, “While a topic is more likely to be emphasized by frequent 

occurrences of certain keywords, overall sentiment may not usually be highlighted through 
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repeated use of the same terms”. Furthermore, Yang et al. [105] looked at rare terms that do not 

appear in any dictionary, but are used in blogs and carry subjective meanings and hence correlates 

with the subjectivity of the document.  

 A recent hot topic in opinion mining and text analytics is domain dependency. It is stated 

that words may have completely opposite meanings or different sentiment strengths from one 

domain to the other. Owsleys et al. [25] specify that in order to achieve the best sentiment analysis 

results a domain- specific lexicon should be built. This lexicon should be related to both the 

entities and their sentiment expressions. To build domain-specific lexicons, researchers have 

proposed various techniques. One common approach is to start from a small initial sentiment 

lexicon and gradually expand it during the processing of reviews, while another common approach 

is bootstrapping. Bootstrapping was introduced by Riloff and Wiebe [10] and is the approach for 

subjectivity classification that learns patterns of subjectivity clues from un-annotated texts. These 

clues will then be used by a Naive Bayes classifier to produce input for the pattern learner.  

Additionally, most sentence level and even document level classification methods are 

based on identification of opinion words or phrases. There are basically two types of approaches 

for opinion words identification: (1) corpus-based approach, and (2) dictionary-based approach 

[11,12,13,14]. Corpus-based approaches find co-occurrence patterns of words to determine the 

sentiments of words or phrases, while dictionary-based approaches use synonyms and antonyms 

indicated in lexical English data bases such as WordNet and Epinion to determine word sentiments 

based on a set of opinion words.  

As mentioned above various, extraction and classification techniques can be used to 

identify the tone of a given piece of documents. In general, sentiment Analysis systems perceive 

whether a text is positive, negative or neutral. This analysis can be aggregated over large sets of 
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data and the resulting information can be helpful in different contexts, which is going to be 

discussed in the following section. 

2.3. Sentiment Analysis Applications 

As stated above, Sentiment Analysis systems use extraction and classification techniques 

in order to indicate the polarity of the document. Various applications have been developed based 

on this basic principle. Some of those applications from recent literature are listed in table 1.  

Table 1- Sentiment Analysis Applications 

Author Year  Sentiment Analysis applications Potential outcomes 

Huang et al. [39] 2013 § Decision making § Make wiser decisions 

§ Make decisions significantly 

faster 

Cambria et al. [41] 2013 § Information extraction § Distilling useful information 

from unstructured data 

Rosas et al. [42] 2013 § Branding and product analysis 

§ Tracking sentiment timelines in on-

line forums and news 

§ Analysis of political debates 

§ Question answering 

§ Conversation summarization 

 

Paltoglu et al. [43] 2012 § Making Predictions 

§ Review summarization 

§ Estimates the level of 

emotional intensity contained 

in text in order to make a 

prediction 
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§ Aiming to predict whether a 

reviewer recommends a 

product or not 

Liebmann et al. [44] 2013 § Finance and E- commerce § Resource allocation of E-

commerce 

§ Financial prediction 

(difference between analyst 

and investors decisions) 

Zhao et al. [45] 2012 § User behavior evaluations § Understanding user behaviors 

 

It is noteworthy to mention that almost all publications on Sentiment Analysis present at 

least one application for this technology. Yet, most do not provide an empirical support for their 

claim. For instance, Huang et al. [39] indicate that sentiment analysis results can be used to make 

wiser decisions and to make those decisions significantly faster. Their argument is based on the 

idea that the extensive amount of product or service information extracted from user generated 

contents (mainly retrieved from web 2.0) is not easy to digest by individuals who are seeking to 

make a purchase decision using those information. This paper relies on the results from a previous 

study by Yatani et al. [96] on feature-sentiments information and their impact on decisions. Huang 

et al. [39] explain, “feature-sentiment information can help users digest user-generated reviews 

more efficiently”. Neither former nor latter mentioned the impact of “sentiment scores” or 

“polarity detections” or evaluated their impact on decision-making.  

Cambria et al. in their work [41] believed that sentiment analysis tools could be used to 

extract useful information from unstructured data. They were able to design a system that they 

believe is different “as it is an open-domain resource and it exploits reasoning techniques able to 
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infer general conceptual and effective information, which can be used for many different tasks 

such as opinion mining, affect recognition, text auto-categorization, etc.” In their system they used 

a blend of common and common sense knowledge to build a comprehensive resource that can be 

seen as an attempt to emulate how tacit and explicit knowledge is organized in human mind and 

how this can be used to design an opinion mining and sentiment analysis system. This study also 

does not provide any evidence to support their claimed application- information extraction out of 

unstructured data- for their system. 

Roses et al. [42] reviewed some applications of sentiment analysis. 1- Branding and 

product analysis: This application was studied by Hu and Liu [97]. They were able to build an 

algorithm using various techniques to summarize reviews on a specific product in terms of 

polarity. They believed that “summarizing the reviews is not only useful to common shoppers, but 

also crucial to product manufacturers” [97]. However, no empirical support for this claim was 

provided.  

2- Analysis of political debates: In [98] Carvalhi et al. proposed a system that was mainly 

designed for analyzing political debates and they indicate that their system can be used by “the 

community interested in mining opinions targeting politicians from user generated content to 

predict future election outcomes” [98]. This application was tested later by various scholars such 

as Thumasjan et al. [108] and Thomas et al. [109].  

3- Question answering: This topic was studied by Yu and Hatzivassiloglou [99]. They were 

able to design a system that could label documents in three main categories: fact, opinion and 

uncertain. Then the opinion sentences were evaluated in terms of positivity and negativity. Mix 

orientation, no orientation and uncertain orientation could also be labeled by their proposed 

system. They suggested that this system could be used by individuals who are looking for specific 
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answers to their questions out of unstructured massive answers available in question answering 

websites. This application was not tested empirically.  

4- Tracking sentiment timelines in on-line forums and news: This topic was studied by 

Lloyd et al. [100], in which they suggested a model combining the reporter information (who, 

when, where) as well as sentiment detection on news website to predict or evaluate a social event. 

This system is tested and studied several times for event prediction purposes. 

Paltoglu et al. [43] also believe that predictions can be made by summarizing the opinions 

that are available on social media interactions. They also believe that by extracting the polarity of 

one’s opinion expressed through social media interactions such as tweets, my space comments and 

etc. without looking at the product review expressed by the same user, we are able to predict 

whether the user is going to recommend that product or not. The biggest challenge with working 

on social media interactions, such as tweets, is the level of unstructured communication. For 

instance, they refer to the work of Thelwall [13] that reports that 95% of the exchanged comments 

in MySpace contain at least one abbreviation (such as “m8” for “mate”) of Standard English.   

According to Grandos et al. [107] “it is evident that decision makers, i.e. consumers, 

suppliers and intermediaries, benefit from more information to make purchase and sales 

decisions”.  Libeman et al. [44] believe that there are three main challenges in collecting more 

information for decision makers to make a decision, and one stated by Engelberg [106] is “As 

most qualitative information is compiled in the shape of unstructured textual data, their processing 

is more costly as processing quantitative content”. So Libeman et al. [44] decided to use sentiment 

analysis to summarize e-commerce unstructured qualitative data and transform it into quantitative 

data that was used by financial analysts and investors to make decisions. They were able to find 

that these results can be helpful in resource allocation on e-commerce. They also found that 
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individuals in different roles could interpret a unique piece of information differently to do 

financial predictions. However, the results of sentiment analysis were helpful for both groups.  

Zhao et al. [45] believe that “tweets not only convey factual information, but also reflect 

the emotional states of the authors”. They also believe that information about users’ emotions is 

very important in understanding user behavior. In that, they refer to the work by Bollen et al. [101] 

in which the authors argued that “the events in the social, political and cultural fields did have a 

significant effect on the users’ mood”. Hence Zhao et al. claimed that those events could be 

predicted via users’ underlying moods in their tweets. So they designed a sentiment analysis 

system that was able to categorize Chinese tweets into 4 levels of emotions: angry, disgusting, 

joyful and sad and they were able to find mood patterns in a time frame and detect the abnormal 

events according to those patterns. Again, no empirical evidence is provided to support the 

usefulness of these results for a specific task. 

In his work, Liu [40] listed a set of application for sentiment analysis. From evaluation of 

consumer products, services, healthcare, and financial services to the analysis of social events and 

political elections all was mentioned and partially tested and reviewed by the author. He 

particularly believes that the information derived from sentiment analysis can be used mainly for 

predictions. He argues “such analyses can predict sales performance, volume of comments in 

political blogs or box-office success of movies as well as characterizing social relations”. He did 

not test any of these claims using human subjects. 

As described in this review section, studies on sentiment analysis mainly focus on system 

design and improvement of an existing system. Almost all studies claim at least one application 

for this technology. Yet, not so many supported their claim empirically. Hence, in this study we 

will use an off the shelf state-of-the-art sentiment analysis system to test the claim that sentiment 
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scores (the numerical result from sentiment analysis system) will improve decision-making. 

Specifically, we will evaluate whether sentiment scores are able to help individuals make a 

purchase decision faster and with more confidence. This evidence will mainly contribute to text 

analytics and sentiment analysis literature while providing support for further investment on 

system design and improvement studies. Also, the results from this study introduce new areas of 

research such as visualization of sentiment scores and how it impacts the decision making process.  
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3. Phase one- Star Ratings versus Sentiment Analysis - A 

Comparison of Explicit and Implicit Measures of Opinions 

3.1. Introduction 

 In this phase of our study as stated in the problem specification and question section we are 

interested to test the validity and potential impact of sentiment analysis scores on information 

acquisition processes. Our measure for validity and potential impact is the correlation evaluation 

of sentiment scores on written documents with their respective star rating values. It is assumed that 

individuals’ opinion regarding a product or service is substantially equivalent to their respective 

star ratings evaluation of that same product or service. Hence, sentiment scores on one comment, if 

valid, should be correlated with its respective star ratings value and may have the same impact for 

producing cues in information acquisition processes.  

 The hypothesis that we will test in this phase of our study is: 

H1: Sentiment analysis scores on written reviews are correlated with their respective star 

ratings. 

As sated, if the above hypothesis can be supported by the result of this study, then the 

result of the studies on usefulness of star ratings can be extended to sentiment analysis scores. For 

that purpose the simple statistical correlation between the two scores can be used to compare the 

two measures. The descriptive analysis will be presented later in section 4.3. 

3.2. Methodology 

To conduct this phase of our study, we used publically available archival data. The general 

guidelines we used in selecting reviews for products/services were that 1. there are abundant 

amount of reviews on the product/service 2. the purchase is not trivial for the consumer, and 3. the 

decision regarding the product/service has emotional as well as rational components. 
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3.2.1. Data selection process 

We first selected four different products from the Amazon website (http://amazon.ca/) that 

had at least 40 reviews with corresponding star ratings. The first product was a pdf reader that had 

diverse reviews ranging from 1 star to 5 star ratings. The second product chosen was a book. Our 

prediction was that the reviews for this product would be slightly different from those of a 

technical product. This is because the reviews on books are sometimes regarding the storyline or 

the content of the book, which is occasionally different from the general opinion regarding how 

the reviewer enjoyed reading and consequently rated the book. Therefore, we expected to see 

different results from the sentiment analysis of this dataset compared to that of datasets about 

technology products. The third product studied was a streaming audio player, and the last one was 

an HDMI cable adaptor, two more technology products with a wide range of comments from 

positive to negative (with star ratings from 1 to 5). 

The results of a study by Qiang et al. suggest that online user reviews have an important 

impact on online hotel-bookings [91]. Therefore, the second domain chosen for the analysis was 

hotel reviews. The data were gathered using tripadvisor website (http://www.tripadvisor.com/). 

Trip advisor is one of the best-known websites used by individuals to book hotels and get 

information regarding the destination they are going to visit. We selected three different hotels and 

collected on average 80 distinctive comments for each hotel to run the sentiment analysis. A 

general star rating regarding the consumer’s overall experience in that hotel accompanied each 

comment. The three hotels were chosen randomly from a five star hotel to a 2 star one. 

Lastly, we included reviews of doctors since the content of those reviews are different from 

those of hotels and products in that they are mostly about (albeit professional) person and thus 
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contain more sentiments than a typical consumer good. To gather data for doctors’ review we used 

RateMDs website (http://www.ratemds.com/). RateMDs contains a database of doctors with 

different specialties and gives users who are supposedly the patients of those doctors the 

opportunity to rate and review them. Three family doctors, from Toronto, were randomly selected 

from this database. For each doctor, we collected 50 comments on average. The difference 

between doctors’ reviews and hotels’ reviews was that for doctors, there was not a general star 

ratings available but a rating was reported in four different categories: staff, punctuation, 

helpfulness, and knowledge. We used the (rounded) average of those ratings as the general star 

rating score to compare it with the comment’s sentiment score. 

3.2.2. Sentiment Analysis Tool 

As indicated, in this study we do not aim to design or develop a new sentiment analysis 

tool but rather assess the available state of the art technology. Therefore we decided to use an off 

the shelf, publically available system, named Lexalytics (specifically, Lexalytics web demo6) as 

our sentiment analysis tool.  

There are various open and commercial text mining and natural language processing tools 

that can perform sentiment analysis. The most commonly used tool in scholarly papers is Opinion 

finder.7 This tool is mainly used to analyze tweets and is not able to analyze the text from our 

datasets that may sometimes exceed 20,000 words.  

Some more examples for off the shelf sentiment analysis systems are Sentistrength8 and 

sentiment 1409. Sentiment 140 is basically developed for tweets and is not able to analyze 

                                                

6 http://www.lexalytics.com/demo 

7 http://mpqa.cs.pitt.edu/opinionfinder/opinionfinder_1/ 

8 http://sentistrength.wlv.ac.uk/ 
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documents that contain more than 140 words. Sentistrength provides two separate scores for 

positivity (from 1 to 5) and negativity (from -5 to -1) while in our study we needed a unique score 

for the whole document. This drawback, along with the system’s inability to work with longer than 

140 word tweets makes this and the other above mentioned tools not qualified for our experiment. 

Lexalytics, on the other hand, delivers one single specific score in 3 decimal places between -1 to 

+1.  

Besides these “pure” sentiment analysis tools, software solutions that perform various 

types of media analytics also provide sentiment analysis as one feature for analyzing social media. 

However, these tools are only able to search the media for a query and deliver the general trend of 

how people are talking about the specific key words in that query. Some of these tools also deliver 

the binary tagging for each comment or document, but none are able to deliver a specific 

numerical rating that goes beyond the binary evaluation, and hence these systems are also 

disqualified for our study. Sysomos10, viralheat11, lithium12, Gravity13 and Datasift14 are some 

examples of such software.  

Lexalytics includes a very large dictionary of sentiment bearing phrases in five different 

languages (English, French, Spanish, Portuguese, German) along with their relative sentiment 

scores. These scores are pre-determined by how frequently a given phrase occurs near a set of 

known good words (e.g. good, wonderful, spectacular) and a set of bad words (e.g. bad, horrible, 

                                                                                                                                                          

9 http://www.sentiment140.com/ 
10 http://www.sysomos.com/ 

11 https://www.viralheat.com/ 

12 http://www.lithium.com/ 

13 http://www.gravity.com/ 

14 http://datasift.com/ 
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awful) [92]. This software identifies the emotive phrases within a document, scores these phrases 

(roughly -1 to +1), and then combines them to discern the overall sentiment of a sentence. This 

automatic sentiment scoring will score each sentence the same every time it is exposed to the 

system and is not affected by any human biases. Besides, its unique categorization engine, which 

requires no training, along with the ease of use of the system makes it uniquely appropriate for our 

study.  

The first step in determining the tone of a document is to break the document into its basic 

parts of speech (POS tagging). POS tagging is a mature technology that identifies all the structural 

elements of a document or sentence, including verbs, nouns, adjectives, adverbs, etc. Lexalytics 

uses well-defined, well-understood techniques that generate extremely high accuracy for tagging 

the various Parts of Speech. Each query used on this system comes back with a hit count. These hit 

counts are combined using a mathematical operation called a “log odds ratio” to determine the 

score for a given phrase. Lexalytics uses an algorithm to combine the phrase scores in the 

document based on an operation called “lexical chaining” that supports the consistency and 

repeatability of the analysis [92].  

To support our claim that Lexalytics is an adequate choice for our experiment, we 

compared the results from Lexalytics to those from another system that analyze and yields 

analytically equivalent results (the outcome for both is a specific polarity score rather than a binary 

classification). Lymbix15 [78] is a sentiment analysis tool that is able to analyze documents that are 

longer than tweets, but still limits the number of words to 20,000. This drawback makes this 

system not to be our primary selected tool for this study. As stated, in our datasets of comments 

and reviews we sometimes deal with comments that are longer than 20,000 words. However, this 
                                                

15 http://www.lymbix.com/ 
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system is able to provide numerical scores (from -10 to 10) rather than binary (positivity and 

negativity) reports.  

Using this system, we were able to verify the results from Lexalytics by comparing it to the 

results from this new system. This comparison was made to test the accuracy of Lexalytics 

compared to another majorly used system. To conduct this comparison, we randomly selected one 

of our datasets and applied sentiment analysis to the data therein with both tools. Then a bivariate 

correlation test was conducted for the two sets of scores. The results are shown in table 2.  

As is illustrated in the descriptive statistics box, Lymbix was not able to analyze 3 

comments out of our sample of 88, because they contained more than 20,000 words. However, the 

correlation analysis shows that the results from the two systems are highly correlated, which 

further confirms that Lexalytics is a good representative of a sentiment analysis system that 

delivers specific sentiment score rather than a binary classification.  

Table 2 - Lexalytics and Lymbix comparison 
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3.3. Analysis of data 

We conducted sentiment analysis on each comment for each dataset using Lexalytics. 

Lexalytics provides sentiment scores in the range of -1 to +1. We normalized these scores to be 

expressed in the range of 1 to 5 (rounded the scores to their nearest integer values) to make them 

compatible with star ratings. 

To compare each sentiment analysis score with its corresponding star ratings we conducted 

cross tabulation and chi square analyses for all the datasets. The chi-square test is used to 

determine whether there is a significant difference between the expected frequencies and the 

observed frequencies in one or more categories. In our case, it specifically tests whether the 

sentiment analysis score (when normalized to a range from1to 5) for a comment is the same as the 

corresponding star ratings. 

To test how much the results of sentiment analysis on the comments are related to 

respective star ratings, we also conducted two tail bivariate correlation analysis using SPSS. 

Bivariate correlation analysis compares the trends of the two datasets (sentiment analysis scores 

and star ratings). 

 

Table 3 - Cross Tabulations of Normalized Sentiment Analysis Scores (SA) & Star Ratings 

(SR) 

3.1. Hotel 1 Data Set 

 SA Total 

2 3 4 5 

SR 

1 
Count 2 2 1 0 5 

Expected Count .1 1.7 2.8 .3 5.0 

2 
Count 0 10 2 0 12 

Expected Count .3 4.1 6.8 .8 12.0 



The Impact of Sentiment Analysis on Decision Outcomes- An Empirical Investigation 

 25 

3 
Count 1 15 2 0 18 

Expected Count .5 6.2 10.1 1.2 18.0 

4 
Count 0 8 25 2 35 

Expected Count .9 12.1 19.7 2.4 35.0 

5 
Count 0 6 37 6 49 

Expected Count 1.2 16.9 27.6 3.3 49.0 

Total 
Count 3 41 67 8 119 

Expected Count 3.0 41.0 67.0 8.0 119.0 

 
3.2. Product 4 Data Set 

 SA Total 

2 3 4 5 

SR 

1 
Count 0 5 3 0 8 

Expected Count .3 3.8 3.5 .3 8.0 

2 
Count 0 7 2 0 9 

Expected Count .4 4.3 3.9 .4 9.0 

3 
Count 0 1 2 0 3 

Expected Count .1 1.4 1.3 .1 3.0 

4 
Count 0 5 5 0 10 

Expected Count .4 4.8 4.3 .4 10.0 

5 
Count 2 4 8 2 16 

Expected Count .7 7.7 7.0 .7 16.0 

Total 
Count 2 22 20 2 46 

Expected Count 2.0 22.0 20.0 2.0 46.0 

 
 

We included only two representative cross tabulations (one with significantly different 

distributions, and one without significantly different distributions) of sentiment analysis scores and 

star ratings in table 3. The results show that sentiment analysis results mostly fall into a neutral 

and moderately positive range of scores (3 and 4) rather than the extremes of 1 or 5. For most data 

sets, although there were many “1 star” ratings, there was a very low frequency of 1s on the 

corresponding sentiment analysis scores. The same trend is observable for scores of 5. As such, 
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distributions of the sentiment analysis scores seem fundamentally different from those of star 

ratings. 

To test the statistical significance of that observation, we conducted chi-square tests, the 

results of which are displayed in Appendix 2. The results show that in 7 out of the 10 data sets that 

analyzed, the distribution of the star ratings and (normalized) sentiment analysis scores are 

significantly different from each other. Therefore for these data sets, sentiment analysis results 

seem to provide un-identical information to star ratings. The difference seems to be mostly due to 

a “neutralization” effect that sentiment analysis indicates. The next issue we address is, whether, in 

spite of these differences, the general tendencies (positivity and negativity) indicated in star ratings 

can be predicted by sentiment analysis.   

For this purpose, bivariate correlation analyses were conducted. Table 4 displays the 

results. As seen in the table 4, for 9 of the 10 data sets studied, the sentiment analysis results are 

significantly correlated with star ratings (p<0.01). The only data set that yielded non-significant 

results belongs to a product where the reviews were shorter than those of the other products. Given 

that some of these reviews were less than 30 words long, they likely did not contain many 

sentimental phrases. That might be the reason that our sentiment analysis tool was not able to 

detect the sentiment of those comments. 

The results indicate that although sentiment analysis results do not exactly correspond to 

opinions expressed in star ratings, these two scores are generally in agreement.  For example, 

sentiment analysis of a review with a “1 star” rating almost always yields a negative score, 

although the degree of negativity is typically lower. Likewise, sentiment analysis of a review with 

a “5 star” rating almost always yields a positive score yet with a lower degree of positivity. In 
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other words, natural language expression of opinions seems to carry a more neutral tone even 

when an extreme star rating has been assigned to them.  

Table 4 - SPSS bivariate correlation results 

D
om

ain 

Sam
ple size 

Star rating 

M
ean 

N
orm

alized 

SA
 M

ean 

Pearson 

C
orrelation 

Dr-1 40 4.23 3.53 .415** 

Dr-2 62 3.69 3.26 .620** 

Dr-3 46 2.76 2.15 .442** 

Hotel-1 119 3.93 3.67 .597** 

Hotel-2 70 1.90 2.87 .640** 

Hotel-3 65 4.58 3.85 .475** 

Product-1 53 3.64 3.51 .523** 

Product-2 48 3.19 3.31 .578** 

Product-3 46 3.70 3.74 .585** 

Product-4 46 3.37 3.48 .193 

**. Correlation is significant at 0.01 level (2-tailed) 

 

3.4. Discussion and Conclusions 

The results show that the sentiment analysis has limited ability to detect extreme ratings 

explicitly assigned by reviewers. Meanwhile as reported in the background section, research 

indicates that those very extreme ratings are the most useful in helping consumers with their 

purchase decisions. Therefore current sentiment analysis is not a strong alternative to explicit 

consumer ratings, and should not be used to replace them. 

One potential reason between the discrepancy between the explicit ratings and scores 

extracted from open-ended comments may be that people tend to use more neutral language while 

expressing their opinions in natural language. If that is the case, to be compatible with star ratings, 
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sentiment analysis techniques need to be more sensitive to the subtleties in natural language 

expressions. This, of course, is a significant challenge. Yet, if the idea is to use current technology 

to find surrogates for star ratings when they are not available, one simple solution would be to 

apply a simple linear or nonlinear filter to sentiment analysis results in a way to highlight the 

subtle differences away from the “neutral zone”. 

Another potential reason for the differences we observed may be stemming from the tool 

that was used in this study. To our knowledge, a comprehensive comparison of available sentiment 

analysis technology has yet to be performed. This part of our study suggests one criterion (ability 

to predict star ratings) that can be used in such a comparison. It is also possible that in order for 

any sentiment analysis tool to yield more meaningful results, the texts that are analyzed should be 

long enough to include a sufficient number of sentiment bearing phrases. 

A related limitation of this study is that our data did not perfectly meet the distribution 

assumptions of chi-square test. This is largely due to the shortcomings of the sentiment analysis as 

discussed above. Future fine-tuning of sentiment analysis techniques might alleviate this issue 

hence improving the reliability of chi-square testing for comparisons such as what is reported in 

this part of our study. 

In selecting our review data, we strived to choose domains where consumers typically use 

reviews. Nevertheless, our results should be generalized to other domains with caution. Future 

work should focus on developing theory that provides better guidance in selecting domains for 

empirical studies such as this one as the performance of sentiment analysis is likely to be domain 

specific. 

Our results also imply that sentiment analysis is much better in capturing the general 

sentiments (negative, neutral or positive) expressed in star ratings. Therefore, sentiment analysis 
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scores for reviews without explicit ratings can be used in the same way as star ratings as a cue for 

which review might be the most useful to read. Sentiment analysis can also be used to assign a 

score to a part (for example each paragraph) of a long review hence detecting the variety of 

opinions within the same review. This helps consumers decide which part of a long review is more 

useful to focus on. Such fine-level support is not provided by current star ratings. 

Sentiment analysis, as a “big data” analysis tool, holds much promise. In this study, we 

have attempted to explore the performance of current state of the art sentiment analysis technology 

in important domains where it can potentially be useful. We believe the importance of this 

technology will be more pronounced as user generated content gets bigger and more prevalent. 

In the next phase of our study, we will empirically examine the impact of sentiment scores 

on purchase decision outcomes. More specifically, we will evaluate individuals’ purchase decision 

outcomes when pages of reviews are used as their source of product information. In that, we will 

first conduct sentiment analysis on each paragraph of the review in the document file. Then we 

will apply the proposed partially- linear filter16 to sentiment analysis results to highlight the subtle 

differences away from the “neutral zone” in order to produce a closer to star ratings cue for 

information acquisition. The purchase decision outcome will be investigated in terms of efficiency 

and effectiveness as will be explained in the following chapters.  

 

  

                                                

16 Extended score = Original score / 0.5 if original score < 0,  

  Original score/ 0.3, if original score >= 0 



 30 

4. Phase 2 – User Studies 

4.1. Introduction 

This phase is designed to address the main question of this study, which is the evaluation 

of the usefulness of sentiment analysis technology. More specifically, we will investigate whether 

the outcomes of sentiment analysis technology – sentiment scores – are able to improve decision 

outcomes. The results from this phase of our study contribute to sentiment analysis and text 

analytics research by providing empirical evidence to support the usefulness of this technology in 

providing cues for information acquisition used for purchase decisions. Also, this study can be 

referred to as a justification for the investments (time and resources) on further studies in the field 

of sentiment analysis that yields to higher accuracy and improvements of this technology. 

It has been thought traditionally that the main reason consumers search for new 

information is to reduce their uncertainty about their decision [5, 6]. This is due to the fact that 

sources of information are unlimited and it is almost impossible to get a thorough product or 

service information. Individuals, intuitively, find a balance between the cost of information 

acquisition and the benefit of each piece of information. Subsequently, they decide where, when, 

how, and to what extend they need to seek for information.  

Individuals often use review websites as a good source of information to reduce the level 

of uncertainty in their purchase decisions [26]. However, the rapid increase in the volume of 

review information available as well as the substantial amount of user generated reviews, creates 

the problem of information overload. To mitigate this problem, consumers use decision and 

comparison aids [34] and numerical content ratings (such as star ratings) [35] not only to conserve 

cognitive resources and reduce energy expenditure to acquire information, but also to ease or 

improve the purchase decision process [26].  
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Sentiment analysis technology has been claimed to help users to make wiser decisions [39]. 

We believe that this can be due to the fact that sentiment evaluations on a piece of document can 

be used as a cue for information acquisition purposes and therefore for more effective and efficient 

decision outcome. In this study, we will assess this claim by investigating the impact of one 

particular sentiment analysis outcome-sentiment scores- on a specific decision process -purchase 

decision.  

4.2. Theoretical background 

Big data analytics mainly refers to two technical entities alongside each other. First, there’s 

big data for massive amounts of detailed information and second, there’s advanced analytics, 

which is a collection of different tools and quantitative techniques. The latter includes tools and 

technologies designed for predictive analytics, data mining, statistics, artificial intelligence, natural 

language processing, etc. Big data analytics has become the hottest new practice in Business 

Intelligence research [50]. However, the debate on the usefulness and success of those tools and 

techniques continues among scholars. Also there is always an argument on when, where and to 

whom these technologies can be more helpful and beneficial.  

Big data challenges are not limited to specific group of individuals. We all may have 

experienced challenges caused by big data at least once in our modern life. One example is when 

we are making a purchase decision. The information gathered for our decision may come from 

different sources; from a friend’s suggestion to the sales person’s recommendation and most 

importantly product reviews and descriptions available online. Nowadays, online reviews and 

comments have become one of the most reliable and useful sources of product information. 

However, this huge amount of data can be more useful if clustered, organized and structured in the 

way that is more cognitive to our mind.  
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We, as consumers, sometimes may use decision and comparison aids and numerical 

content ratings (such as star ratings) [35] not only to conserve cognitive resources and reduce 

energy expenditure to acquire information, but also to ease or improve the purchase decision 

process [26]. On the other hand, we normally welcome any other new technologies that can 

contribute to overcome our big data challenges. Nevertheless, not all our efforts in learning and 

using new technologies turn out beneficial. This problem is more emphasized for innovators and 

early adopters, from technology adopters’ lifecycle [51]. 

In this study, we will investigate the impact of sentiment scores (resulting from a sentiment 

analysis tool) on decision outcomes. In that, we will evaluate how sentiment scores will impact 

individuals’ purchase decision outcomes when they use online reviews as the source of product 

information. The framework that we will use to support our hypothesis is derived from Cost/ 

Benefit framework, Information Foraging Theory, and Task Technology Fit. In the following sub-

sections, we will briefly review these theories by providing explanations on their basic tenets and 

structures. 

4.2.1. Cost/ benefit framework 

Cost-benefit theory of decision strategy choice provides a conceptual foundation for 

studying human decision behavior. This framework asserts that individuals weigh benefits and 

costs before choosing a strategy for processing information in a decision making task [74, 75, 76]. 

In cost/benefit literature, “cost” refers to the mental effort by individuals for information 

acquisition and computation, while “benefit” can be considered as the impact of the strategy they 

choose to acquire the best and most useful information. In the context of cost/ benefit framework 

individuals choose a strategy or technology to acquire information that has more benefit and less 

cost cognitively. 
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Cognitive cost/ benefit perspective is based on the proposition that individual’s 

performance will be affected if there is a fit between the strategy in cost/benefit and the task in 

hand. Moreover, Individuals can evaluate the fit between their task and a proposed technology, 

and are able to choose technologies or strategies of acquiring information according to that fit. In 

her work, Jarvenpaa [55] suggest that the cognitive cost/benefit framework can provide a robust 

theoretical foundation for design decisions regarding graphical presentation formats in decision 

support systems.  

Cost-benefit theory also proposes a way to organize knowledge with regards to information 

presentation. Vessey denotes that certain strategies in problem-solving processes will dominate 

alternative ones when the problem representation matches the nature of the decision-making task 

[110]. Moreover, this theory suggests that decision makers may change their problem solving 

strategies to minimize the joint cost of effort and error in making a decision [110]. This is 

consistent with cognitive fit theory, which was explained in section 3.1 and can be considered as 

the economic justification for what naturally happens in human mind.  

This theory has been widely used in technology and information system adoption and 

decision making studies. Cost benefit framework provides a formal description of the decision 

process and examines theoretical basis to understand how some decision aid tools have become 

more acceptable around the world over the others. Essentially, the aim of cost-benefit analysis is to 

provide a consistent procedure for evaluating decisions in terms of their consequences [111]. 

4.2.2. Information Foraging theory 

 
“Information Foraging Theory is an approach to understand how strategies and 

technologies for information seeking, gathering, and assumption are adapted to the flux of 

information in the environment” [24]. This theory is originated from Optimal Foraging Theory or 
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more specifically Food Foraging Theory in anthropology [64] and behavioral ecology [65]. Food 

foraging theory provides a framework to explain food seeking and prey selection among animals. 

It evaluates the factors that influence the behavior of animals searching, selecting and consuming 

their foods.  

The Optimal Foraging Theory indicates that animals will choose their food in the way that 

the amount of energy they gain from the food outweighs the amount of effort and energy they 

spend to search, select and consume the food [24]. This evaluation depends on the animal’s body 

shape, habitat and the type of food itself [67]. Pirolli and Card [24] argue that information seeking 

in human mind is similar to food foraging behavior in animals and proposes Information Foraging 

Theory.  

“The basic hypothesis of information foraging theory is that when feasible, natural 

information system evolves toward stable states that optimize gains of valuable information per 

unit cost” [24]. The theory assumes that individuals, when possible, will modify their strategies of 

acquiring information or the structure of environment to maximize their rate of gaining valuable 

information. Optimal information foraging focuses on how people will best shape themselves to 

their information environments, and how information environments can best be shaped to them, to 

get maximum amount of information in a limited amount of resource allocation (energy and time 

expenditure) [112]. 

This seems to be consistent with cost benefit framework discussed in section 3.2. As stated, 

individuals weigh benefits and costs before choosing a strategy for processing information in a 

decision making task. Human minds evaluate the amount of time and effort spent to obtain and 

process information as the cost of search for more information, and the value of the information 
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gained as the benefit. The result of the analysis conducted cognitively will result in finding an 

optimal point, which yields to minimum cost and maximum benefit.  

Likewise, according to optimal information foraging, it is expected that in the process of 

searching, finding and digesting information, users need to adjust the strategy of information 

foraging to optimize the profit of information acquisition. Cognitive systems engage in 

information foraging are argued to be the reason to exhibit such adaptive tendencies [24].  

Information Foraging Theory, as Pirolli and Card [24] explain, “attempts to specify the 

ways in which users search for information”.  They refer to the results from the study by Pirolli 

[68] that users are heavily influence by the “information scent”. Pirolli [68] indicates that cues in 

the immediate environment of information presentation, will let out a scent about the nature of 

information. This scent then, will direct the user to either choose and pursue that source of 

information or ignore it for another more promising information paths to achieve information 

seeking goal.  

Hyperlinked text on Web pages is an example for information cues that can possess various 

level of scent (a strong scent, weak scent, or no scent) based on the degree to which the hyper- 

linked words relates to the user’s information goals [68]. Web browsing clustering is another 

means for information overload mitigation. Pirolli in another work [69] examined the impact of 

web-browsing clustering on information foraging and was able to support the claim that successful 

use of clustering may increase effectiveness and efficiency of information acquisition.  

Sundar et al. [66] investigate the user reliance on information cues to moderate the 

information overload problem. More specifically, they evaluate the impact of different cues on 

news websites and how they affect users’ information foraging behavior. The main problem in 

information gathering and sense making is the allocation of attention [24]. Different types of cues 
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have distinctive impact on users’ attention. This variation depends on users’ experience, 

information representation and the information goal. Sauder et al. [66] also, compared the impact 

of different cues on users’ news selection behavior. They were able to find evidence that different 

combinations of cues have different effects on users’ information selection behavior.  

As indicated by Khapre and Basha [67] “Information clues, play a very important role in 

the process of directing the user to query information in the information foraging process”. 

Individuals based on the understanding of the existing categories to their own minds (experience) 

and judgment of information available (mental representation of information), combined with 

specific tasks in different network environment may develop appropriate information feeding plan 

[67]. 

The analysis of information clues in Information foraging theory is based on four major 

theories [67]: The Lens Model by Brunswick [70], Anderson’s classification of Adaptive Theory 

[71], Anderson’s Memory Adaptation Theory [72] and Mcfadden’s Random Utility Model [73]. 

Optimal information theory uses a combination of these theories along with some other foraging 

and behavioral models to articulate an estimation of how human minds behave in different 

information foraging situations. 

4.2.3. Task Technology Fit 

The ultimate argument of fit models states that Information Technology will be used and 

will provide benefits if the functions available to the user support the activities of the user [58]. 

The ability of Information Technology to support a specific task is expressed by the formal 

construct known as Task Technology Fit (TTF) [47]. This indicates that when technology 

characteristics match the task characteristics then there is a fit between that task and the 

technology and therefore using technology will improve users’ performance.  
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Likewise, task-technology fit (TTF) theory holds that IT is more likely to have a positive 

impact on individual’s performance and will be used in future, if the capabilities of the IT meets 

the requirements of the task that the user should perform.  In another words, Task–Technology Fit 

(TTF) is defined as the degree to which a technology (broadly defined to include information 

technologies and information systems, but also other manual technologies or techniques used to 

assist in task accomplishment) assists an individual in performing his or her portfolio of tasks.  

The positive relationship between task technology fit and user performance has been 

examined in many studies. Goodhue and Thompson [47] found support for this proposition for 25 

different technologies in two organizations. Dickson et al. [60] studied the impact of information 

representation, comparing tabular versus graphical representation of a problem in 3 consecutive 

experiments. They were able to find evidence that supports the claim that no visual representation 

is superior to the other by its relative characteristics, but it is the match between these 

characteristics and the task in hand that makes them outperform the others. Moreover, they found 

that it is the fit between the problem representation and the task that improves performance not the 

type of representation alone. Staples and Seddon [61] in their study of the difference between the 

mandatory and voluntarily use of technologies and their impact of performance found support that 

if the task and technology matches, performance will be improved even if the use was mandatory.  

The basic idea of task technology fit and the general model that other versions of TTF were 

built around is presented in figure 3. 
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Figure 3 - Task Technology Fit 

 

In this model, there are two factors that define task technology fit. One is technology 

characteristics and the other is task characteristics. As explained, if the technology features 

matches the task demands, then there is a fit between that technology and the task it is used to 

accomplish. Some other models of task technology fit have a common addition of individual 

characteristics to task and technology characteristics. The inclusion of individual characteristics is 

supported by Work Adjustment theory from which TTF was originally derived from [56]. 

The general concept of fit has been used widely by scholars in the field of management of 

information systems. Particularly, TTF has been used in the explanation of data representation 

techniques. For instance, Tan et al. [53] used the concept of cognitive fit and TTF framework to 

support their hypothesis on the dependency of data representation to task requirements. They 

specifically studied the use of graphs vs. tables for data representation and were able to provide 

support that the choice decision is dependent on the task requirements [53].  

Task technology fit and cognitive fit theory, are commonly used interchangeably or as a 

support to each other such as in the study by Tan et al. [53] mentioned earlier. Both theories 
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provide foundation for the studies on the impact of the fit (between task and technology in TTF or 

problem and information in cognitive fit) on performance improvement for the former or efficient 

and effective problem solving in the latter. Vessey [54] was able to provide support that when data 

representation does not match the task requirements, it will slow down the decision making 

performance using both TTF and cognitive fit concepts interchangeably. This is consistent with 

the fact that, in the events when fit does not occur, users will need additional time to translate the 

presented data to useful information [54].  

Goodhue indicates “information system, in general (systems, policies, IS staff, etc.), has 

positive impact on performance only when there is a correspondence between their functionality 

and the task requirements of users” [47]. He adds that “for an information technology to have a 

positive impact on individual performance, the technology: (1) must be utilized and (2) must be a 

good fit with the task it supports” [47].  

Technology in this model refers to any tool used by individuals in carrying out their tasks. 

Some examples of technology are hardware, software and data as well as user’s support such as 

training provided to assist users in performing their tasks [47]. Tasks are defined as actions carried 

out by individuals in order to turn inputs into outputs. Characteristics of individuals refer to 

specific abilities one may have, such as experience with the technology or experience with 

performing the task itself that will affect both individual’s utilization of the technology and their 

performance. 

As Goodhue indicates in his further research [52], the ability of the technology and its 

characteristics is not the only factor that should match the task requirements; he argues that user 

characteristics may also be another factor that influences the fit between the technology and the 

task in hand. This addition to the original TTF makes a more thorough model since user 
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characteristics such as experience and intelligence as well as demographic characteristics not only 

directly affect users’ performance, but also have an effect on the perception of fit. 

In our study of the impact of sentiment analysis technology on decision outcomes, we also 

believe that users’ characteristics may affect decision outcomes; hence we will control for these 

characteristics as we perform our analysis.  

4.3. Hypothesis and research model development 

According to information foraging theory, individuals based on their experience and 

judgment of information available, combined with specific tasks that they are aiming to perform in 

different network environments may develop an appropriate information-feeding plan [67]. In 

addition, as Pirolli indicates, cues in the immediate environment of information presentation, will 

let out a scent about the nature of information [68]. This scent will then be used by individuals to 

design their information-gathering plan.  

We believe that if sentiment scores can be used as a cue for information acquisition 

process, optimal information foraging will occur. Subsequently, optimal information foraging will 

provide the best and most beneficial (after a cost benefit analysis) amount of information, which 

yields to an efficient and effective decision outcome. Decision makers’ characteristics such as 

experience and intelligence, as was mentioned in the extension of Task Technology Fit theory 

[52], will also affect the decision outcomes and will be controlled in our experiment. Hence, the 

proposition we will test in this part of the study is Sentiment scores will improve consumers’ 

purchase decision outcomes, while using reviews.  

In the first phase, we examined the potential impact of sentiment scores by comparing 

them to an existing implicit measure. As stated, previous studies found evidence that star ratings 

are effectively used as a cue for successful information acquisition, which support efficient and 
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effective decision outcomes. The results from the previous phase provide support for the potential 

impact of sentiment scores. It is argued that these scores for reviews without explicit ratings can be 

used in the same way as star ratings (as a cue for which review might be the most useful to read). 

It is also argued that sentiment analysis can be used to assign a score to a part (for example each 

paragraph) of a long review and hence detecting the variety of opinions within the same review. 

This helps consumers decide which part of a long review is more useful to focus on.  

To provide empirical evidence for the above claim and test this potential application for 

sentiment scores, we conduct an experiment. The results will provide support for the effective use 

of sentiment scores in information acquisition and consequently will indicate the usefulness of 

sentiment analysis technology for this specific application. Essentially, purchase decision 

outcomes will be examined in terms of efficiency and effectiveness. Efficiency will be 

investigated by the time it takes consumers to make their decision and effectiveness will be 

measured by their confidence about their decision. Information provided to support this decision is 

pages of reviews annotated by sentiment scores for each paragraph.  

“User characteristics” are also important factors that may affect the decision outcomes. For 

instance, decision maker’s experience about the product may affect both the time to make decision 

and the level of decision confidence. Likewise, demographical characteristics might affect the 

decision outcomes both directly and through the effect on information foraging behavior. Also, 

individuals’ speed of reading and interpretation of information may affect the efficiency of the 

decision outcomes. These characteristics are all expressed under the user characteristics that are 

used as control variables in our model. The model that we test is demonstrated in figure 4.  
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Figure 4 - Proposed Model 

 

As illustrated in figure 4, two types of cues will be provided to decision makers and their 

decision outcomes will be investigated through two variables that are decision-making speed and 

confidence in decision. The former is an objective measure while the latter is a subjective measure 

evaluated and rated by users. The hypotheses that are tested in this study are: 

H2- Sentiment scores will help individuals make their purchase decision faster. 

H3- Sentiment scores will help individuals make their decisions with higher level of 

confidence. 

In the next section, the research methodology will be explained and the experiment design 

as well as data gathering process will be outlined. Data analysis and results will be presented in the 

subsequent sections. 
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4.4. Research methodology  

To explore the impact of sentiment scores, the main product of sentiment analysis 

technology, on decision outcomes, we conducted an experiment on random individuals making a 

conceptual purchase decision. The decision was on the purchase of a semi-professional camera and 

information provided was pages of product reviews as well as a thorough description of the 

specifications of the product. One major challenge with working on social media interactions, such 

as tweets or any other informal conversation, is the level of unstructured communication. Thelwall 

[13] reported that 95% of the exchanged comments on MySpace contain at least one abbreviation 

(such as “m8” for “mate”) of Standard English. This finding and the level of inaccuracy that the 

structure of the text in those fields creates made us focus only on user and professional reviews 

rather than including any other social interactions such as tweets regarding the product.  

Human subjects are involved in our study, since the information needed is regarding 

consumers’ purchase decision outcomes. To estimate our sample size while providing support for 

our test of significance by providing reliable discrimination between Null (H0) and the alternative 

hypothesis (H1) of interest, we conducted a power analysis using G*power3 software17. By 

definition, the power of a statistical test is the probability that its null hypothesis (H0) will be 

rejected given that it is in fact false [79]. “Statistics textbooks in the social and behavioral sciences 

typically stress the importance of power analyses” [79].  

In a priori (analysis prior to the study) power analysis [80], sample size N is computed as a 

function of the required power level (1 - β), the pre specified significance level α, and the 

population effect size to be detected with probability (1 - β). In our study, we test the difference 

                                                

17 http://www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/ 
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between the decision outcomes of two independent groups; one using reviews annotated with 

sentiment scores for each paragraph while the other receives the review file only to support their 

decision. We defined the Cohen’s effect size d measure18 for our experiment to be 0.65, our α as 

0.05, and 1- β (power) to be 0.95. d= 0.65 is considered as medium effect and this means that the 

treatment group outperformed the comparison group by 0.65 of a standard deviation. The result 

turns out to be a total sample size of 104 while groups are equally distributed and each contains 52 

subjects. The result for our power test is provided in appendix-1. 

A controlled experiment was designed for data gathering purposes. A questionnaire was 

prepared using questions mainly extracted from previous studies [88, 57, 87, 90, 89] and the 

constructs were defined according to the related sentiment analysis literature [39, 89]. Most of the 

variables were measured quantitatively using 7-point likert scale that is commonly used in 

previous IS literature. Decision outcomes were evaluated by one objective measure that is time to 

make decision, and a subjective measure, which is confidence and is measured by participants’ 

evaluation of their decision.  

In the previous phase of our study, we found that sentiment scores, while correlated with 

star ratings, are not able to predict the extreme sentiments. These scores are typically around the 

neutral values, and the extremes could not be detected. On the other hand, referring back to studies 

on the usefulness of star ratings, Pavlou and Dimoka found substantial evidence that the extreme 

ratings of eBay sellers were more influential and useful than moderate ratings [36]. The same 

result was identified in the study done by Forman et al. [37]. They specified that for books, 

moderate reviews (3 stars) were less helpful than extreme reviews. Although there is also evidence 
                                                

18 This measure can be calculated using the difference of two group’s mean divided by total sample size. A lower Cohen's d 

indicates the necessity of larger sample sizes, and vice versa.  
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that neutral ratings are sometimes useful (such as in study by Crowley and Hoyer [38]), we 

decided to use “Extended sentiment scores” that amplify the negativity and positivity in text, in 

this second phase of our study.  

A simple partially linear filter was applied to sentiment scores in a way to highlight the 

subtle differences away from the neutral zone. As a note from section 4.2.2, the original sentiment 

values are expressed as a number between -1, for extreme negative, and +1, for extreme positive 

sentiments. In our analysis on the documents used in this phase, which was consistent with the 

results from the previous phase, sentiment scores were more centralized around the neutral zone as 

shown in figure 5.  

Thus, the extended sentiment scores used in this phase, were calculated as an extension of 

the original values (-1=< Original value =<+1) while the furthest from neutral (which is 0) is 

considered to be in one of the extreme (-1 if the furthest to neutral is negative and +1 if the furthest 

to neutral is positive) and the rest of the scores are expressed using the same scale to make the 

extremes. By that simple equation, we were able to add extreme rankings, which seem to be more 

influential than moderate ratings [36] to our experiment, while still benefiting from the original 

polarity classification. The contrast between the original and extended sentiment score is 

illustrated in the distribution graph shown in figure 5. 
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Figure 5 - Original vs. Extended sentiment scores 

  

4.4.1. Experiment design 

As stated, purchase decision outcomes are evaluated while pages of reviews are provided 

as the only source of product information. Online reviews are used by consumers in their purchase 

decision process for both utilitarian and hedonic purposes [81]. Individuals use online reviews 

since they assume other consumers' information is more important than advertising [83]. Eight 

distinct factors influence purchasers to search for more information online.  Consumers seek the 

opinions of others online 1. to reduce their risk, 2. because others do it, 3. to secure lower prices, 4. 

to get information easily, 5. by accident (unplanned), 6. because it is cool, 7. because they are 

stimulated by off-line inputs such as TV, and 8. to get pre-purchase information [83].  

“The most basic motive for a consumer to use reviews is the expectation of receiving 

information that may decrease decision time and effort and contribute to a more satisfying 

outcome” [82]. According to Schindler and Bikart [81] consumer reviews are the most frequently 

mentioned source of WOM that users seek for. They also mentioned that technical reviews would 

be used when the decision is important and risky.  
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In this experiment we selected semi-professional cameras and chose a moderate price range 

variations to have a product that might be considered both as an important product for some and 

“not so important” product for the others. In our review document, we used professional and 

technical reviews as well as user reviews along with a table of product specification. Three choices 

of competing cameras, from three different brands, were selected according to a camera review19 

website. The competition was not due to the cost and monetary value of the cameras, but the 

general capability of the products.  

Product Specifications were extracted from dpreview (http://www.dpreview.com), one of 

the most trusted camera review websites. Professional Reviews were obtained from various 

camera review websites such as photo.net (http://photo.net), photographyblog 

(http://www.photographyblog.com/) and digitaltrens (http://www.digitaltrends.com). Finally, User 

Reviews were gathered from amazon website (http://www.amazon.com/). The final document was 

approximately 80 pages long with a hyperlinked directory that provided the readers with direct 

access to any part of the document.  

As stated, we will test the difference between the decision outcomes of two independent 

groups; one using reviews annotated with sentiment scores for each paragraph while the other 

receives the review file only to support their decision. The review file presented to the former 

group was annotated by sentiment scores extracted from the same instrument used in the previous 

phase, Lexalytics. Two sets of questionnaires were created using Qualtrics20 online tool and the 

prepared file was uploaded to the web based software environment. The data gathering process 

                                                

19 http://snapsort.com 

20 http://www.qualtrics.com/ 
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was planned and application for Ethic Board’s approval was prepared. Details will be outlined in 

the following subsections. 

4.4.2. Measurement Scales 

Two partially different questionnaires were generated according to literature and previous 

studies. We used Qualtrics web based survey service to design our questionnaires. Questions 

included in questionnaires are attached as appendix-4. User characteristics were measured by some 

background questions such as age range, gender, education level and past experience with DSLR 

(Digital Single Lens Reflect) cameras. Owning and intention to buy camera -in one-year 

timeframe- questions were used to evaluate the participant’s interest as well as his/her experience 

in the prearranged purchase decision task.  

The time was measured automatically by the online survey tool (Qualtrics). This was 

captured from the second subjects started reading the reviews to when they made their decision 

and got back to the questions. This time measurement tool was used in some other parts of the 

questionnaire to measure and monitor one of our control factors that is the natural reading and 

comprehension speed of the subjects. The second set of questions was regarding the subjects’ 

decision and the information that was provided (the review document). The sufficiency, 

understandability and completeness of the information were measure for both groups. This was to 

compare the difference between the users’ evaluation of the information provided within the two 

groups. These questions were extracted from the study done by Yang et al. [87].  We used 7-point 

likert scale to quantify these evaluations.  

Decision makers’ confidence questions were used to evaluate the effectiveness of decision 

outcomes. As stated, this was measured by users’ evaluation on the same 7-point likert scale. 
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These set of questions were extracted from O’Connor’s study on “Validation of a decisional 

conflict scale” [89].  

4.4.3. Ethics approval 

Ryerson University policies, requires that every research involving human participation, to 

receive Research Ethic Board’s (REB) approval. The goal of REB is to protect the research 

subjects (participants) and to ensure that the research is conducted in an ethical manner (Research 

Ethic Board 2013). For that purpose a web based application form should be completed and 

submitted to REB. The committee asked for a meeting to revise some of the recruitment materials 

as well as description of the study. The required revision was applied and submitted back. The 

second revision was requested from the REB and all required materials were submitted for the 

third time. The final approval from REB was received after 45 days from the first submission of 

application. This approval allowed us to start the recruitment process. 

4.4.4. Pilot study 

 To test our measurement scales and experimental design process, we conducted a pilot 

study. 8 graduate students with different backgrounds from engineering to business and computer 

science participated in this experiment in the role of both subjects and advisors for the general 

process and more specifically on the contents of the material and measurement scales.  

After this pilot, the time for the sessions was reduced from one hour to 30- 45 minutes and 

the review file was changed from an Html version to a word document file, which was reported 

easier to read by our participants. Another change from the original data gathering process was 

that we decided to start the study for each participant separately, whenever they arrive to the 

venue, rather than wait for everyone to give a single instruction for the whole team. To make the 

situation consistent for all participants the instructions were given from a written document. Also a 
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control number was given out as raffle tickets pinned to the subjects’ consent form rather than a 

number written on their forms to protect anonymity of participants.  

Another feedback was regarding the amount of information provided. Almost all 

participants suggested that the review file was too long and would not allow users to get enough 

information in a limited amount of time and due to boredom. We consider this a positive one since 

the amount of information was too much by design given the nature of our study. In fact, behavior 

of users was monitored while they were presented with an overload of information. Hence, we 

decided to keep the amount of information as it was originally designed. 

4.4.5. Data collection 

 The recruitment process started once the ethic’s approval was received and the pilot was 

completed. An event page was designed using a web-based event planning software 

(www.eventbrite.ca). Several sessions were planned to match interested participants’ schedule. An 

incentive was also arranged to appreciate and encourage participations. The incentive was set to be 

$10 cash and entering on a draw for an apple iPad. Advertisement posters – approved by REB- 

were attached on the news boards of almost all Ryerson departments. Invitation emails were sent 

to all student unions and professors to help in the recruiting process. A recruitment pitch was given 

during some summer classes upon professors’ permission.  

Signs were displayed across the campus to announce when sessions were taking place. As 

a result, in the first round of data gatherings, conducting more than 25 data gathering sessions, we 

were able to attracted 76 participants in total that were equally distributed in our two groups. The 

second round of data gatherings took place during fall semester. Same recruiting speeches were 

given and posters and signs were displayed. 5 more sessions were coordinated and 41 more data 
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points were added to the previous data, making the total 117, which is slightly greater than 104, 

the result from our power analysis.  

All sessions were held at computer labs located at Ted Rogers School of Management. The 

whole purpose was to have a controlled experiment so none of the participants had the access to 

any other information rather than the review file provided by the investigator. Participants were 

required to read the consent form (attached in appendix-3) carefully, sign and date it to follow the 

ethics policies. Verbal instruction was also provided for each individual and the opportunity to ask 

clarification questions at any time during the study were given verbally as well as written through 

consent form.  

Once the decision was made and final set of questions was answered, survey completion 

was controlled, consent forms were collected, and the incentive was provided. The validity of data 

points was investigated right after the completion of each session. Data points in which 

participants spent less than 1 minute on the review file were dropped instantly from the data file. 

Also, incomplete questionnaires and/or missing values for highly involved variables were detected 

and if substitution was not applicable the whole data were deleted. Consequently, we ended up 

with 100 usable data points, 50 from the group using sentiment scores and 50 from the other.  

4.5. Data analysis and results 

All statistical analyses were done using SPSS software.  In the next sub-section, we will 

start by defining the coding of variables that are used in our analysis. This will be followed by 

descriptive statistics analysis of those variables and distribution of our data. In the final section, 

test of our hypotheses and statistical evidence is presented.  
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4.5.1 Coding of variables 

 As stated, in our experiment, we had two groups; one using sentiment scores along with the 

reviews while the other used reviews only. Group 0 refers to the group using sentiment scores 

while group 1 signifies the one using reviews without annotations. Participants were asked about 

their gender and education level (demographical characteristics) as well as their familiarity with 

DSLR cameras that was the subject of our study. In terms of gender, “male” was represented as 

group 1 and “female” was denoted as group 2. Education had 7 different levels from 1 as lowest 

being “some high school” to 7, highest level of education and being “postgraduate degree”.  

Familiarity was measured by a subjective measure “Familiar” that was rated out of a scale of 7, 1 

being strongly unfamiliar and 7 being strongly familiar. Table 5 lists these variables with their 

respective coding and descriptions. 

Time to make decision was measured by a time recorder instrument that was built in to our 

survey environment. This timer started recording once users opened the review file and it stopped 

at the time they made their decision. This was detected when they got back to the survey 

environment and a clicked on “I made my decision” button. Same timer was used several times 

during the survey to control for users’ “reading speed”, which was the measure of both speed of 

reading and interpretation of the information that will be used as a control factor in our analysis. 

This variable is labeled as “timefirst” in our analysis. 

Confidence was measured by 3 variables, using questions extracted from the study by 

O’Connor [89]. These variables are measured by user evaluation measurement technique and are 

evaluated out of scale of 7. The result from factor analysis shows that all three variables (labeled 

as conf1, conf2, conf3 as outlined in Appendix 4) loading on one main component denoted as 

confidence (table 6).  
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Table 5 - Description of Variables and Coding 

Variable Coding Description 

Group 0 Using sentiment scores  
1 Not using sentiment scores 

Gender 1 Male 
2 Female 

Education 1 Some high school  
2 High school graduate 
3 Some college 
4 Trade/ Technical/ Vocational 

training 
5 College graduate 
6 Some post graduate work 
7 Postgraduate degree 

Familiarity 1 Strongly Unfamiliar 
2  
3  
4 Neither familiar nor unfamiliar 
5  
6  
7 Strongly familiar 

Reading speed 
(timefirst) 

Measured in 
seconds 

N/A 

Time to make 
decision (timefile) 

Measured in 
seconds 

N/A 
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Table 6 - Factor analysis on Confidence factors 

 

We then used SPSS to calculate that unique confidence variable using factor scores 

extracted from the factor analysis [86]. This tool will produce a new factor with the mean being 0 

and the effect of each construct being multiplied by their factor scores. In fact, the system uses a 

linear mathematical equation to build this new factor from the three variables that are explaining it 

[63, 77]. The result turned out a confidence variable with distribution shown in table 7. The 

minimum shows the lowest level of confidence while the maximum expresses the highest level of 

confidence. This measure will be used as the subjective measure of decision outcome in our 

analysis. 

Table 7 - Descriptive statistics for Confidence  
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4.5.2. Descriptive statistics and frequencies of variables 

In this section, each variable is evaluated through a descriptive statistical analysis and 

frequency of data is provided. Descriptive statistics provides information such as range, variance, 

minimum, maximum and mean as well as standard deviation for each variable. Table 8 provides a 

summary of our variables’ descriptive statistics. 

Table 8 - Descriptive Statistics for all Variables 

 

As illustrated in table 8, the variances for both time variables are too large. For instance, 

for “Time to make decision” the minimum is 63 seconds (1 minute) while maximum being 2945 

seconds (49 minutes) that was the maximum amount of time provided to our subjects to make their 

decision. It is predicted that these two variables may not generate the expected results to support 

our hypotheses. This is according to the wide distribution of time that might be due to couple of 

factors such as experiment design.  

Table 9, shows the frequencies for each variable. As shown, the distribution for group is 

equivalent and each group contains 50 participants, which is ideal for our tests. 61% of our 

participants were male while 39% were female. While most of our participants claimed a moderate 
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knowledge about the subject, DSLR cameras, 17% reported absolutely no familiarity and 6% 

reported strong familiarity with the subject. In our analysis, we will consider familiarity level 

lower than 2 as unfamiliar and familiarity of higher than 5 as being familiar. It is interesting to 

highlight that 30% of our participants were high school graduates while 26% were having a post 

graduate degree. Therefore, we can claim that our sample covered a wide range of variation from 

education point of view and that makes a great random sample from that perspective. 

Table 9 - Frequencies of Variables 
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“Time to make decision” and “Reading speed” being scale variables, as discussed, have a 

wide range of distribution and hence the frequencies for those variable is specified by a scatter plot 

illustrated in figure 6.  

  

 

Figure 6 - Distribution of Reading speed (left) and Time to make decision Variable 

(right) 

 

To test whether the two measures of decision outcome are different, we conducted a 

correlation test between these two measures. The result is provided in table 10. The scatter plot for 

this distribution is also provided in figure 7. The outcome from this evaluation provides support 

that these two measures are not significantly correlated and should be evaluated separately, since 

each represents a unique characteristic of decision outcome.  
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Table 10 - Relationship between “Time to make decision” and “Confidence” 

 

 

 
 

Figure 7 – “time to make decision” versus “confidence”  

Moreover, participants provided feedback on which part of the review file was more useful 

in their decision making process. As stated, three main sections were provided for each camera, 

Professionals’ review (prorev), Users’ review (userrev) and product’s General features (genfeat). 

The distribution of evaluations is presented in table 11.  
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Table 11 - Distribution of use of sources of information  

 

This table shows that 48% of our participants indicated that they used professionals’ 

reviews in their decision process while 69% used users’ reviews and 67% general specifications. It 

should be noted that each user was able to choose more than one source of information. This 

evaluation shows that reviews were considered useful by almost 70% of our participants and hence 

provides evidence that they used reviews to make decisions, and it is appropriate to assess the 

impact of reviews on their decision. 

4.5.3. Hypotheses Testing 

To test our main hypotheses in this study, we should investigate the difference between 

decision outcomes within our groups from two perspectives; time to make decision and confidence 

level considering the impact of our control factors on these two components. This requires a 

statistical test with the ability to compare means of our dependent variables (time to make decision 

and confidence level) within our two groups (using sentiment scores vs. not using sentiment 

scores) while controlling for the effect of other factors that are not of primary interest but will have 
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an effect on our dependent variables (such as familiarity, gender, education and reading speed). 

One statistical analysis test with the promise of supporting the requirements of our investigation is 

ANCOVA [84].   

Analysis of covariance (ANCOVA) is a general linear model, which is a combination of 

Analysis of Variance (ANOVA) and regression. This statistical test evaluates whether population 

means of a dependent variable (DV) are equal across levels of a categorical independent variable 

(IV), while statistically controlling for the effects of other continuous variables that are not of 

primary interest, known as covariates (CV). 

Test of Covariance analysis (ANCOVA) has some assumptions that should be taken into 

consideration while using this test. One is the test for normality of dependent factors under 

analysis. The result for normality test on our dependent variables using “Q-Q plot normality test” 

is presented in figure 8.  

 

Figure 8 - Test for normality using Q-Q plot 

 

According to figure 8, confidence (DV1), follows the normal line and its distribution can be 

considered as being normal. Time to make decision (DV2), however, slightly deviates from 
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normality line. This deviation is more detected around the lower levels and might have a trivial 

effect on our analysis since it might slightly increase type1 error. Hence, it is anticipated that if the 

seven observations (extracted from figure7 right) reporting the lowest time to make decision are 

dropped, the distribution will be closer to normal. However this yields to the reduction of our 

sample size and accordingly the increase in type 1 error in that sense. Hence, we decided to keep 

those observations and accept the increase in type 1 error resulting from not satisfying this 

assumption of ANCOVA.  

Second assumption is the independence of the covariates and treatment effects. This can be 

tested through a t-test for our covariates between the two groups. This is to provide support for the 

random distribution of our covariates between groups. The result for that t-test is illustrated in 

table 12. 

Table 12 - Test for the independency of covariates and treatment effect 

 

As shown, both continuous control variables are non-significant, and therefore this 

assumption for ANCOVA is also satisfied by our control variables that are Familiarity to the 

subject and Reading speed. There are also other categorical and ordinal factors that might have an 

effect on decision outcomes such as Gender and education. These two will also be used as random 

factor in our analysis. 
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The third assumption for ANCOVA is “homogeneity of regression slope” for covariates. 

Figure 9 contains scatter plots and regression lines for each control variable in terms of each 

dependent variable. Regression lines for IVs (independent variable) are also graphed. If the slopes 

are equal (the lines are parallel) then this assumption is satisfied. 

 

Figure 9.1 – Left: Familiarity and confidence level, Right: Familiarity and Time to make decision 

  

 Figure 9.2 – Left: Reading speed and confidence level, Right: reading speed and Time to make 

decision 

Figure 9 - Test for homogeneity of regression slopes 

 
As illustrated in figure 9.1 left, the regression lines for two groups are not parallel and the 

slopes are not equal for familiarity while measuring confidence. This difference translates into the 
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heterogeneity of the variances and will lead to a greater error type 1. When such an incident occurs 

it is suggested to use an alternative analysis approach [85]. This seems to be the most important 

assumption of ANCOVA. As a result, we produced another measure for familiarity that is a 

categorical variable and can be used as a random factor in our analysis using ANCOVA. Also 

figure 9.2 right shows that reading speed cannot be used for the analysis of time to make decision 

for the same reason as discussed before. So this measure will not be used in our ANCOVA 

analysis for time to make decision.  

The forth assumption of ANCOVA can also be tested through the same graphs. The 

assumption indicates, “The regression relationship between the dependent variable and 

concomitant variables must be linear”. The scatter plots plus regression lines confirm the linearity 

of the regression relationship between DVs and Covariates. Lastly the fifth assumption is “the 

independence of error terms”. This specifies that the correlation of error terms should be 

significant. The error term is independent of the covariates and the categorical independents. 

Randomization in experimental designs assures this assumption will be met that is the case for our 

experiment (Table 13). 

Table 13 - Independent sample t-test on control variables 
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After evaluation of the assumptions of ANCOVA, we can use it to test our hypotheses, it is 

time to apply the test considering limitations mentioned above. As a note from section 5.1, the 

alternative hypothesis (H2) that we will test in this part is: 

H2- Sentiment scores will help individuals make their purchase decision faster.  

According to this hypothesis we expect that participants from group 0 (using sentiment 

scores) will be significantly faster than those of group 1 (not using sentiment scores). In that, time 

to make decision for the former group should be significantly lower than that of group 1.  

Table 14 illustrates the results from ANCOVA test on “time to make decision” factor, 

considering all control variables satisfying the ANCOVA test assumptions for this factor. 

Table 14 - ANCOVA test for H2 

 

According to this table, there is not any significant difference for “time to make decision” 

between groups. Therefore, H2 is not supported. This is consistent with our prediction from the 
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distribution of this time construct and due to the limitations of our study that will be highlighted in 

limitations section (section 9). 

The result from the test for H2 did not provide evidence to support the hypothesis that 

sentiment scores helps users to make decision faster. One more decision outcome character, 

confidence, should be tested to find evidence that sentiment scores were successfully used as a cue 

for information acquisition purposes and hence can improve decision outcome: 

H3- Sentiment scores will help individuals make their decisions with higher level of 

confidence 

 This is due to our prediction that sentiment scores will be used as a clue to read through 

that huge review file and accordingly participants might feel more confident while having access 

to those review comparison aids.  

This is also tested using ANCOVA while considering its assumptions for this specific 

variable. As mentioned, we will use a categorical familiarity variable for this test to avoid the 

problem of violating one of the assumptions of analysis of covariance test. It is important to note 

that the hypothesis that will be tested by ANCOVA is only able to detect whether there is a 

difference between the groups in terms of confidence. Further analysis should be implemented to 

find the exact effect. The alternative hypothesis tested by ANCOVA will be referred to as H3-1 that 

is: H3-1- Sentiment scores will help individuals make their decisions with different level of 

confidence 

To test this hypothesis, dependent variable- confidence- will be tested over the independent 

variable- group- considering the effect of all control variables, i.e. speed of reading as a covariate 

and other categorical variables- education, gender and the new familiarity variable- as random 

factors. The result for this test is reported in table 15. 
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Table 15- ANCOVA to test H3-1 

 

As shown in table 15, the interaction between group and gender yield a significant 

difference in confidence level. Hence, the hypothesis is supported for some cases 

depending on gender. Further analysis should be performed to find the specific nature of 

this result.  

To further investigate how sentiment scores influences each gender group, we 

conducted the analysis two more times, one for each gender group individually evaluating 

the main effect of each variable on confidence. The result from ANCOVA on Gender 1, 

males, is reported in table 16. 



The Impact of Sentiment Analysis on Decision Outcomes- An Empirical Investigation 

 67 

Table 16- ANCOVA to test H3 on Males only 

 

As shown in table 16, group is not significant for the analysis on male participants. Hence, 

the confidence for male subjects is not significantly different between the two groups. This 

specifies that using sentiment scores did not have a significant effect on the confidence (in 

purchase decision) of male participants. The same analysis was conducted for female participants. 

Table 17- ANCOVA to test H3 on Females only 

  

 The result shown in table 17 provides evidence that the confidence is significantly different 

between the two treatment groups considering females only. Therefore, the hypothesis (H3) is 

supported for females. This confirms that female participants from the group using sentiment 
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scores reported different confidence levels than those of the group that did not use sentiment 

scores.   

To find which group outperforms the other, in terms of confidence, we will use descriptive 

statistics table for this test provided in table 18. It is shown that the mean for confidence variable 

for the group using sentiment scores (group 0) is higher than that of the group that did not use 

sentiment scores. This result provides evidence to partially support H3 that sentiment scores will 

help users to make decisions with a higher level of confidence. To be more exact, we may 

conclude “sentiment scores help female users make decisions with a higher level of 

confidence”.  

There are also some other interactions of education and gender with groups or familiarity 

and gender with groups that yield significance on confidence. However, we do not further analyze 

those, as the sample size would get too small due to multiple filtering and the results would not be 

reliable enough to report. But, the interactive effect of those control factors is worth further studies 

that will be in our future work plans. 
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Table 18- Descriptive Statistics for H3 

 
Descriptive Statistics 

Dependent Variable:   Confidence   

Group Education Level Familiarity-group Mean Std. Deviation N 

Using SA 2 1.00 1.3848549 . 1 

3.00 .5825529 .30454818 3 

Total .7831284 .47196947 4 

3 3.00 .8642125 .73629946 2 

Total .8642125 .73629946 2 

5 1.00 .4135725 . 1 

2.00 -.5948555 .50514753 2 

3.00 .6704684 . 1 

Total -.0264175 .72586928 4 

6 1.00 .6704684 . 1 

3.00 1.1911107 . 1 

Total .9307895 .36814973 2 

Highest level of 
education 

1.00 .3015529 .76568257 4 

2.00 .1532513 .73145537 2 

3.00 -1.0852028 .36330564 2 

Total -.0822114 .85672102 8 

Total 1.00 .5250153 .67471615 7 

2.00 -.2208021 .67078680 4 

3.00 .3519175 .90003104 9 

Total .2979578 .79555677 20 

Not Using SA 2 2.00 .8036224 .82198678 2 

3.00 -1.2089446 .63106343 3 

Total -.4039178 1.25823843 5 

3 1.00 -.4945581 . 1 

2.00 .4067219 . 1 

3.00 .6704684 . 1 

Total .1942107 .61089479 3 

5 1.00 -.3466283 .36944853 3 

Total -.3466283 .36944853 3 

6 2.00 .6704684 .00000000 2 

3.00 .1498260 . 1 

Total .4969209 .30059300 3 
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Highest level of 
education 

1.00 -.8517514 1.51084676 4 

3.00 -.4314064 . 1 

Total -.7676824 1.32186665 5 

Total 1.00 -.6176811 1.04030778 8 

2.00 .6709807 .44178138 5 

3.00 -.5396576 .90463565 6 

Total -.2539206 1.00757831 19 

Total 2 1.00 1.3848549 . 1 

2.00 .8036224 .82198678 2 

3.00 -.3131959 1.07667788 6 

Total .1236583 1.12540032 9 

3 1.00 -.4945581 . 1 

2.00 .4067219 . 1 

3.00 .7996311 .53252297 3 

Total .4622114 .67587068 5 

5 1.00 -.1565781 .48525368 4 

2.00 -.5948555 .50514753 2 

3.00 .6704684 . 1 

Total -.1636507 .58158079 7 

6 1.00 .6704684 . 1 

2.00 .6704684 .00000000 2 

3.00 .6704684 .73629946 2 

Total .6704684 .36814973 5 

Highest level of 
education 

1.00 -.2750992 1.26868913 8 

2.00 .1532513 .73145537 2 

3.00 -.8672707 .45659472 3 

Total -.3458541 1.06351921 13 

Total 1.00 -.0844228 1.04135736 15 

2.00 .2746328 .69801766 9 

3.00 -.0047126 .97957489 15 

Total .0290940 .93565002 39 
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5. Discussion and Conclusions 

Sentiment Analysis has become an active topic of research in data mining and text 

analytics literature. Various applications for sentiment analysis are proposed in different studies, 

yet not so many applications were empirically examined. It is really important for system 

designers to have an insight of who might benefit from their systems and how they may use their 

systems’ outcomes to accomplish their tasks.  Hence, an empirical investigation on the outcome of 

new systems yields to a better and most beneficial system design. The main purpose of this study 

has been to investigate the impact of sentiment analysis on purchase decision outcomes. The 

results provide empirical evidence on who benefits more from this technology as well as how this 

technology might affect purchase decision outcomes.  

Since the investigation is on purchase decisions, marketers will also benefit from an 

evaluation of sentiment analysis technology on purchase decision outcomes before they commit to 

investments in this technology that, at a later time, might be found useless for their targeted 

market. In this study, we specifically focused on product reviews and how comparison aids such as 

sentiment scores may be used by consumers for information acquisition purposes hence affecting 

their final decision outcomes.   

The investigation was performed in two different phases. In the first phase, we evaluated 

the potential effect of sentiment scores by comparing them to currently available numerical 

ratings, denoted as star ratings. Several studies confirmed the effect of star ratings on information 

acquisition processes and purchase decision outcomes. The results show a significant correlation 

between these two measures for various data sets from different domains. 

The results from this part of our study suggest that sentiment scores, while being correlated 

with star ratings, are not able to detect the extreme sentiments.  On the other hand, previous studies 
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indicate that extreme comments/reviews are more important and more useful for consumers while 

making a purchase decision [36]. Consequently, we decided to use an extended sentiment score for 

the second phase of our study. For that, a partially-linear mathematical equation was applied on 

the reported scores for each paragraph to extend the sentiment scores in a way that it could cover 

the extreme sentiment scores. 

An experiment was designed and participants made purchase decisions for a set of specific 

products (similar in nature, but different in terms of reviews, brands and some general features) 

with and without sentiment scores on each paragraph. Huang et al.’s claim that sentiment analysis 

results- feature sentiments- can be used to make wiser decisions and to make those decisions 

significantly faster [39]. In our study, we evaluated the impact of “sentiment scores” rather than 

“sentiment feature” on decision outcomes. Decisions were evaluated from both effectiveness and 

efficiency. We hypothesized that sentiment scores will help users to make decisions significantly 

faster and with higher level of confidence. This is due to the potential impact of sentiment scores 

in information acquisition processes, finding extracted by first phase of our study. 

Whilst this study did not confirm the effect of sentiment scores on time to make decision, it 

partially supported sentiment scores’ impact on its relative subjective measure. Specifically, the 

results provide evidence that female consumers may use sentiment scores to make their purchase 

decisions with higher level of confidence. 

The findings from this study can be used by users to improve their decision outcomes. 

Particularly, female consumers may use sentiment scores on long reviews that are not labeled with 

any other numerical ratings to improve their confidence in their decision.  Marketers also, may 

benefit from these results. They may use sentiment scores while they are targeting female 

consumers to help them make a more confident decision on their purchase. They may also use 
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these numerical scores to accomplish certain marketing strategies, such as improving sales on a 

specific product targeting female consumers such as cosmetics or jewelries.  

System designers may also benefit from the findings of our study. One potential suggestion 

would be to improve the design of sentiment analysis systems to provide more accurate results that 

are able to detect the extreme sentiments. This is due to the results from previous studies on star 

ratings as well as the results from this current study that investigated the impact of the extended 

sentiment scores on decision outcomes. Another suggestion would be to design systems that can 

be used as a built in sentiment analysis tool on review websites. Users may use those systems at 

their own discretions.  
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6. Limitations 

The findings of this study have a number of important limitations. Some of these 

limitations are due to the design and data gathering while others can be referred to as common 

limitations of statistical analysis. One potential limitation can be due to the errors that might occur 

because of the use of statistical analysis with various assumptions. To tackle this problem we 

evaluated every single assumption and used only those variables that meet the assumption 

requirements. However, we still count for potential errors of evaluations and misleading findings.  

One major limitation of this study is using an off the shelf sentiment analysis system that 

was not designed by a party who was involved in our study. This limitation has two main effects; 

one is the general flaw due to the original design of the system and the other is the notion of 

domain specificity that is suggested by almost all sentiment analysis studies. The system that was 

used in this study was not precisely designed for a specific domain; however this does not justify 

the domain specificity notion to be ignored.   

Another possible limitation might be due to the fact that the decision in the experiment was 

made on a conceptual purchase decision and participants might not be as committed to make their 

decision as if they are doing it in a real experience. In addition, the limited amount of time 

provided to make their decision might be another limitation that caused the lack of support for our 

second hypothesis. This problem could be tackled if we were able to test our hypothesis in a real 

world case study or if we have designed the experiment in a way to mitigate that limitation e.g. 

providing such incentive to encourage a good decision.  

Another limitation that we might refer to is that compared the impact of reviews on our 

participants, nevertheless only 70% of our participants reported that they used those reviews to 
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make their decision. Although the percentage of users is large enough, this observation might have 

affected the findings. 

While we are aware of the potential limitations of our study, we are still confident that our 

results can be used by parties who benefit from it and further studies can be designed based on our 

reported findings.  
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7. Directions for future research 

We have various roadmaps for future research. First is to further test our hypotheses with 

larger sample size to find other probable significant interactions using our control variables. As 

stated earlier, our current sample size was calculated with the Cohens’ effect size of 0.65. If we 

consider a smaller effect size of 0.5 (which is considered as the exact medium effect assumption 

by Cohen), the power test using the same G*power software reports the total sample size of 210. 

With doubling our sample size we might be able to detect some more findings. 

In this study, an extended version of sentiment scores, using a partially linear equation, was 

used. Sometimes the extent of negativity or positivity did not match the original content that while 

reading the text, the readers were disappointed and did not trust the scores. In our future work, we 

will use other mathematical techniques to create this sentiment extension in a way that provides 

more accurate results. This will be tested in our future pilot study. 

Further we will investigate the impact of sentiment scores on other domains using the 

concepts of Task Technology Fit. In that we will examine the impact of sentiment scores on 

decision-making in other domains (e.g. doctor selection, travel plans, etc.). 

Also, in our future research, we will consider the representation and visualization of 

sentiment scores and will test whether other representations of these scores might result in 

different effects on decision outcomes. For instance we might test whether the representation of 

the scores in the form of star ratings might be considered more cognitive by users and 

consequently might have stronger effect on decision outcomes.  
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8. Appendices 

Appendix 1- Power test 
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Appendix 2- Chi-square test results  
 

Doctor 1 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 13.831a 9 .128 

Likelihood Ratio 14.169 9 .116 

Linear-by-Linear Association 6.706 1 .010 

N of Valid Cases 40   

a. 14 cells (87.5%) have expected count less than 5. The minimum expected count is .08. 

 

Doctor 2 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 27.731a 12 .006 

Likelihood Ratio 34.088 12 .001 

Linear-by-Linear Association 23.466 1 .000 

N of Valid Cases 62   

a. 15 cells (75.0%) have expected count less than 5. The minimum expected count is .03. 

 

Doctor 3 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 13.733a 12 .318 

Likelihood Ratio 15.224 12 .229 

Linear-by-Linear Association 8.797 1 .003 

N of Valid Cases 46   

a. 17 cells (85.0%) have expected count less than 5. The minimum expected count is .09. 

 

Hotel 1 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 80.476a 12 .000 

Likelihood Ratio 65.150 12 .000 
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Linear-by-Linear Association 42.103 1 .000 

N of Valid Cases 119   

a. 13 cells (65.0%) have expected count less than 5. The minimum expected count is .13. 

 

Hotel 2 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 46.713a 16 .000 

Likelihood Ratio 47.684 16 .000 

Linear-by-Linear Association 28.230 1 .000 

N of Valid Cases 70   

a. 20 cells (80.0%) have expected count less than 5. The minimum expected count is .03. 

 

Hotel 3 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 18.057a 6 .006 

Likelihood Ratio 18.545 6 .005 

Linear-by-Linear Association 14.424 1 .000 

N of Valid Cases 65   

a. 9 cells (75.0%) have expected count less than 5. The minimum expected count is .09. 

 

Product 1 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 46.071a 20 .001 

Likelihood Ratio 43.425 20 .002 

Linear-by-Linear Association 14.241 1 .000 

N of Valid Cases 53   

a. 27 cells (90.0%) have expected count less than 5. The minimum expected count is .09. 

 

 

Product 2 Data Set 

 Value df Asymp. Sig. (2-sided) 
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Pearson Chi-Square 27.649a 12 .006 

Likelihood Ratio 32.564 12 .001 

Linear-by-Linear Association 15.678 1 .000 

N of Valid Cases 48   

a. 16 cells (80.0%) have expected count less than 5. The minimum expected count is .44. 

 

Product 3 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 28.478a 12 .005 

Likelihood Ratio 29.408 12 .003 

Linear-by-Linear Association 15.424 1 .000 

N of Valid Cases 46   

a. 17 cells (85.0%) have expected count less than 5. The minimum expected count is .13. 

 

Product 4 Data Set 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 13.059a 12 .365 

Likelihood Ratio 14.237 12 .286 

Linear-by-Linear Association 1.672 1 .196 

N of Valid Cases 46   

a. 18 cells (90.0%) have expected count less than 5. The minimum expected count is .13. 
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Appendix 3- Consent Form 
 

 

Making Purchase Decision using online Reviews- Can Sentiment Analysis technology 

improve this process? 

You are being invited to participate in a research study.  Please read this Consent Form so that you 

understand what your participation will involve.  Before you consent to participate, please ask any 

questions necessary to be sure you understand what your participation will involve.   

Investigator 

This research study is being conducted by Parisa Lak, MMSc student at Ted Rogers School of 

Management, Ryerson University, under the supervision of Dr. Ozgur Turetken, professor at 

TedRogers school of Management, ITM department, Ryerson University. If you have any 

questions or concerns about the research, please feel free to contact either Parisa Lak at 

parisa.lak@ryerson.ca or Dr.Turetken at turetken@ryerson.ca.    

Purpose of study 

 

We conducted this study to evaluate the usefulness of Sentiment Analysis technology- the 

automatic detection of the polarity of a document- in helping individuals, who use online reviews 

to make purchase decisions. 

We intend to use the result of this study upon a thesis as well as submission to academic 

publication outlets, such as journals and conferences.  

 

Description 



 82 

If you volunteer to participate in this study, you will be asked to do the following things: 

1- You are expected to make a purchase decision from three choices of professional cameras. 
The only source of information available for your decision-making is provided in a file 
containing pages of reviews. It is at your own discretion which part of the document is 
more important or useful to read. 

2- You will need to answer questions regarding your age range and level of education as well 
your familiarity with professional cameras at the beginning of the questionnaire. 

3- After you go over the information provided and, made your purchase decision, you will 
need to answer couple of questions about your decision. The questions are mainly 
regarding the information provided and how it helped you with your decision-making. 

This whole process is expected not to take more than 1 hour. More instructions will be given 

during the session, but if you have any questions or concerns please ask any of the investigators. 

Risks or Discomforts 

The study is at minimal risk to the participants. In case of confusion or boredom participants may 

ask questions or raise concerns with the investigators at any time during the session. 

Benefits of the Study 

The result of this study will contribute to Information System and technology management 

literature by providing additional information regarding the value of investment on improvement 

of Sentiment Analysis technology and its usefulness for a specific task. 

Confidentiality 

All information gathered, including participant contact information and data gathered from the 

survey or through eventbrite website, will be kept confidential. The data will be securely stored on 

a password-protected server and the consent forms are going to be kept in a sealed envelope until 

the end of the study and then will be discarded. Only aggregate data will be used in any 

publications resulting from the study, and each participant will be recognized by his/her random 

control number, making it impossible to identify individual responses.  

Costs and/or Compensation for Participation 
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This study won’t take more than 60 minutes. In return, participants will receive $10 cash incentive 

and will be entered in a drawing for an Apple iPad with Retina display. The result of the draw will 

be announced via email to all participants. The winner will need to bring her/his control number to 

the investigators office located at TRS2-027 to claim her/his iPad. 

Voluntary Nature of Participation 

Participation in this study is voluntary.  You can choose whether to be in this study or not.  If you 

volunteer to be in this study, you may withdraw at any time without consequences of any kind.  If 

you choose to withdraw from this study you may also choose to withdraw your data from the 

study.  You may also choose not to answer any question(s) and still remain in the study.  Your 

choice of whether or not to participate will not influence your future relations with Ryerson 

University.  

Questions about the Study 

If you have any questions about the research now, please ask. If you have questions about the 

research later, you may contact Parisa Lak at parisa.lak@ryerson.ca or, Ozgur Turetken at 

turetken@ryerson.ca 

 If you have questions regarding your rights as a human subject and participant in this study, you 

may contact the Ryerson University Research Ethics Board for information. 

Research Ethics Board 

c/o Office of the Vice President, Research and Innovation 

Ryerson University 

350 Victoria Street 

Toronto, ON M5B 2K3 

416-979-5042 
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Agreement 

Your signature below indicates that you have read the information in this agreement and have had 

a chance to ask any questions you have about the study. Your signature also indicates that you 

agree to be in the study and have been told that you can change your mind and withdraw your 

consent to participate at any time. You have been given a copy of this agreement.  

You have been told that by signing this consent agreement you are not giving up any of your legal 

rights. 

 

______________________________ 

Name of Participant (please print) 

 

 ______________________________       _________________ 

Signature of Participant      Date 

     

______________________________       _________________ 

Signature of Investigator   
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Appendix 4 - Questionnaire 
 

1. Background questions: 

Gender 

What is your Gender? 

o Male 
o Female 

 
Education 

What is the highest level of education you have completed? 

o Some high school 
o High school graduate 
o Some college 
o Trade/Technical/Vocational training 
o College graduate 
o Some post graduate work 
o Postgraduate degree 

 
Familiarity 
Please specify to what extent you agree with below statements. 1= strongly disagree 7= strongly 
agree 
I am familiar with DSLR cameras    1 2 3 4 5 6 7 

2. Decision outcome questions: 

Confidence 

Please specify to what extent you agree with below statements. 1= strongly disagree 7= strongly 
agree 
I am not confident that my choice of camera is the best out of the three 

I have a strong feeling that the camera I chose is the best 

I am confident about my choice of camera 
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3. Review usefulness questions (added for the second round data gathering): 

Please specify to what extent you agree with below statements. 1= strongly disagree 7= strongly 
agree 
 
Prior question 

I will use camera reviews to make my decision 

Post question 

I intend to use reviews in my future decision-making task 

I predict that I would use Reviews in my future decision-making 
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