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AN IMPROVEMENT ON LOW-ENERGY ADAPTIVE CLUSTERING HIERARCHY 

(LEACH) POROTOCOL FOR WIRELESS SENSOR NETWORKS 

 Negin Behboudi  

Master of Science, Computer Science, 2011 

Ryerson University, Toronto, Ontario, Canada 

ABSTRACT 

Based on LEACH, a new clustering protocol for wireless sensor networks is proposed 

and implemented.  A new visualization method is also introduced.  

There are two outcomes from the implemented protocol. The first outcome is prolonged 

network lifetime. The second outcome is an increase in flexibility of the location of the base 

station. Another contribution of this thesis is development of a visualization tool that helps users 

to understand the energy behavior of the sensors in similar applications. 

The first outcome —prolonged network lifetime —are due to considering the distance of 

each node from the base station while clusters are formed. The energy dissipation for 

transmitting certain amount of data is defined as a piecewise function which is divided by certain 

distance threshold. A piece of this piecewise function is implemented in this work, which leads 

to increased flexibility in the location of the base station.  
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CHAPTER 1 

INTRODUCTION 

 

 

―Wireless sensor networks (WSNs) have been identified as one of the most important 

technologies for the 21st century.‖[1]. The tiny, low cost and low power sensors are able to 

communicate within a short range and work together to form a sensor network for gathering data 

from a field. These sensors have data processing and communication capabilities [2]. They have 

also enabled us to monitor and collect data in any environment. They sense the conditions in 

which they are surrounded and transform their data to electronic signals. The electronic signals 

are transmitted over radio waves to the base station (BS). Processing such electronic signals 

reveals some valuable characteristics of that environment. The usefulness of WSNs is more 

noticeable when they are used in inaccessible areas since there is no need to adhere to a specific 

network structure. Another unique feature that represents a significant improvement over 

traditional networks is the cooperative effort of sensor nodes [3]. Raw data is collected by sensor 

nodes. Since the sensor nodes are equipped with an on-board processor, the raw data may be 

manipulated as desired. For instance, for a sensor node collecting temperature data the values 

retained may be limited to temperatures less than a certain threshold. As the main power source 

for all nodes is a battery, the energy supply for each sensor node is constrained. The primary goal 

in designing WSNs is maximizing network lifetime as it is impractical to change or replace 

exhausted batteries [4].  Such constraint necessitates energy awareness in designing WSNs. 



2 

 

There are two competing objectives in the design of WSNs. The first objective is the capability 

to exchange large amount of data between the nodes and the base station. The second 

constraining objective is minimizing the energy consumption. The two competing objectives 

reveal the importance of efficient routing protocol in WSNs. Therefore, many routing algorithms 

have been proposed due to the challenges in designing an energy efficient network.  Among all 

the proposed methods, hierarchical routing protocols greatly satisfy the limitations and 

constraints in WSNs [5]. Hierarchical routing protocols, also known as cluster-based routing, is 

mainly considered as a two layer architecture where one layer is engaged in cluster head 

selection and the other layer is responsible for routing. A cluster head (CH) in hierarchical 

routing is the node which is responsible for collecting data from other nodes in the cluster, 

aggregating all data and sending the aggregated data to the base station.  

A specific clustering protocol known as LEACH (Energy-efficient communication protocol for 

wireless microsensor networks) [6] is analyzed in this work. As part of this work, our analysis of 

LEACH leads to the development of a new energy-efficient protocol known as WEEC (A 

Weighted Energy Efficient Clustering for Wireless Sensor Networks) [7].    

When working with a large amount of time varying data, another important issue that should be 

considered is the graphical representation of such data to aid in the visual identification of 

network behaviour. Energy consumption is central to this work and the energy level of each node 

in the WSN is of particular interest, since the energy level of each node is finite. An accurate and 

effective visualization tool would provide a quick and accessible means to view the energy level 

of each node in the field to support the development of routing algorithms that minimize energy 

consumption. 
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1.1 Motivation 

Sensor nodes are used for event detection, continuous sensing and local control of actuators [3]. 

There are many applications due to the wireless connection and micro-sensing features of WSNs. 

For example in military applications, WSNs enable commanders to constantly monitor the status 

of their troops. Moreover, information about the condition and availability of the equipment in 

the battlefield could be obtained by using WSNs [3]. Health applications are other examples of 

applications of WSNs that highlight the importance of research in this area. Accidental falls are 

especially hazardous to the health of elderly people. Such accidents could be monitored by the 

installed sensor networks [8, 9]. The installed sensor network could also be used for detecting 

heart attack as well as monitoring blood pressure. However, for developing useful and efficient 

applications, the challenges and obstacles apparent in the design of such networks should be 

properly addressed and solved. One such challenge is particularly important and relates to the 

development of energy efficient WSNs. Sensor nodes in WSNs’ applications are battery 

constrained thus innovative techniques are needed to eliminate energy inefficiency that shorten 

the network lifetime.  

From the military perspective, critical data may be required at certain point in the future from 

nodes where energy levels are low. Therefore the identification of certain nodes which their 

energy level is less than a threshold is needed. Without a means to visualize the energy levels of 

each node, it is difficult to assess the energy distribution in the WSN and node failures may be 

lead to catastrophic results. A tool to visualize the residual energy of each node provides a 

method to avoid such events.  
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In the medical field, a tool to visualize the residual energy of WSN nodes may also prove useful. 

As explained in the healthcare example previously, the monitoring of patients requires constant 

collection of crucial data to detect, for example, falls, imminent heart attacks or dangerous blood 

pressure levels. Maintaining such data collection rates requires efficient energy consumption, 

while ensuring that node failures are identified prior to their occurrence. Monitoring the residual 

energy level of each WSN node with an effective visualization tool is a method to prevent such 

node failures. 

1.2 Objective and Scope  

The main objective of this thesis is to improve upon the LEACH protocol [6] and propose an 

optimized algorithm for the clustering in order to prolong network lifetime. Prolonging network 

lifetime is the way to provide energy efficient WSNs. This research was inspired by the fact that 

LEACH occupies a very important position in the area of wireless sensor networks [10]. Most of 

the hierarchical routing algorithms, aiming to prolonging network lifetime, have been derived 

from the LEACH. 

In WSNs, sensing, computation and communication are three parameters that consume power. 

Minimizing the communication cost is the primary concern while sensing and computation 

parameters are secondary objectives in designing such networks. This is because communication 

cost is higher than sensing and computation costs [4]. Hence, the main objective of the current 

work is minimizing the communication cost by appropriate cluster-head node election.  

 In hierarchical routing protocols, cluster heads consume more energy since they are in charge of 

data aggregation as well as communications inside and outside of the cluster. The secondary 

objective of this work is to achieve a network with an optimum number of cluster heads at each 
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round of data transmission. Although the focus of this work is on clustering, there are other 

techniques for reducing energy consumption such as topology control. 

 

A requirement in some algorithms for clustering is that the location of the base station should 

remain at a specific distance from the field. The third objective of the work is to remove the 

fixed distance requirement to increase flexibility in the location of the base station. For achieving 

these objectives some assumptions have been made.   

The final objective of this thesis is to develop a new method for the visualization of the residual 

energy data of WSN nodes to aid users in understanding the energy levels of WSN nodes 

deployed across the field. 

There are some assumptions have been made in the WEEC protocol and that most of them are 

directly came from the LEACH. The initial energy of all the nodes is the same; the 

communication environment is considered to be error free; the location of nodes are known by 

the base station; all the nodes are able to send data and receive data from the base station; the 

base station has no energy limitation; all the messages that are being sent have the same number 

of bits and all sensor nodes are the same in terms of size and performance.  

 

1.3 Thesis Contributions 

Heinzelman et al. proposed LEACH protocol in [6]. The protocol described by Heinzelman et al. 

is modified in this work which leads to the development of the WEEC protocol. The major 

contributions of this work can be summarized as following: 
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Improved network lifetime: To achieve this goal, WEEC considers the distance of the nodes to 

the base station as an important factor in cluster head selection phase and assigns a probability to 

each node which is analytically derived from the distance of the nodes to the base station. 

Flexibility in the location of the base station to the field: WEEC precisely considers all the 

factors and formulas in LEACH. By analyzing the formulas in LEACH, another formula is 

derived that is used in WEEC and can support any distance of the base station to the field. 

An effective visualization tool: We also designed a new visualization method for representing 

the nodes’ residual energy in the field. This tool utilizes actual data to provide a visual 

representation of the residual energy level of each node. By mapping residual energy data to the 

colour and size of three-dimensional cubes, we have enhanced and clarified the knowledge of the 

residual energy level of each node for the user. This visualization tool shows the changes of 

sensors energy level in each iteration. Furthermore, this visualization tool is not application-

specific and can be used by any similar algorithm that deals with energy management of WSNs 

and needs to monitor the energy level of the nodes based on their locations. 

Although the network lifetime has been prolonged in the WEEC protocol in compare to the 

LEACH, for applications in which having more areas covered by sensor nodes is desired 

LEACH would be more efficient. In contrast, in applications where obtaining data from small 

areas of the field is considered important, WEEC would be more efficient.  

 

1.4 Outline 

The remainder of the thesis is organized as follows. Chapter 2 provides background information 

related WSNs for general understanding and describes challenges related to WSNs. Various 
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hierarchical clustering protocols in this field are also discussed in Chapter 2. We present our 

work in Chapter 3 which begins with a description of our main contribution, namely the WEEC 

protocol. Following the description of the WEEC protocol a comparison is drawn between the 

LEACH and WEEC protocols to highlight their similarities and differences. Chapter 4 offers 

simulation results for both LEACH and WEEC protocols.   

Chapter 5 summarizes and concludes this work and suggests some directions for future research. 
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CHAPTER 2 

BACKGROUND AND RELATED WORKS 

 

This chapter is an overview of the basic concepts of WSNs as well as an introduction to some of 

the important routing protocols.  Section 2.1 contains description of WSN and its characteristics. 

Section 2.2 presents works related to routing protocols in WSNs. In Section 2.3 the importance 

of visualization in WSNs is explained as well as some works that have been done in this area.  

2.1 Wireless Sensor Network 

The recent advances in wireless technologies have enabled the smaller and less expensive 

products which enhance communication speed significantly. Since early 1990s, the research on 

wireless sensor networks has intensified due to important applications they support such as target 

tracking and remote environmental monitoring. Two examples of applications of WSNs include 

biomedical health monitoring [11, 12] and natural disaster relief [13].  Annually, numerous 

workshops and conferences with focus on WSNs are being held.   

2.1.1 Components and Characteristics 

Wireless Sensor Networks consist of hundreds or thousands of nodes. Since most of the times the 

position of the sensors does not need to be pre-determined, they randomly deployed in any 

inaccessible area.  For measuring the properties of the environment, in which they are located, 

they can be equipped with various sensors such as optical, thermal or mechanical. Having an on-

board processor enabled this type of network to carry out some computations and transmit the 

required data instead of transmitting the raw data.  Figure 2.1 shows a typical WSN with nodes 

scattered in the field [14].  
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In Figure 2.1 the sensor field is the total area covered by sensor nodes. Each of the sensor nodes 

shown in Figure 2.1 has the ability to sense the environment parameters. When node A transmits 

data to the base station it follows multi-hop routing protocol. Node A transmit data to node B 

which then transmits to node C. Node C then forwards the data to Node D. Finally node E 

aggregates its own data with data sent from nodes A, B, C and D and then sent it to the base 

station. In this type of the network sink (base station) has more computational, power and 

communication resources and acts as gateway between the sensor nodes and other type of 

networks such as internet or satellite.  

Figure 2.1: Sensor nodes scattered in a field [14] 
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2.1.2 Hardware 

AS shown in Figure 2.2, each sensor node consists of four major components: sensing unit, 

processing unit, power unit and transceiver unit [14]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Sensor unit consists of sensor and analog-to-digital –converter (ADC) [14]. Sensor collects data 

and only transmits it if certain pre-defined conditions are met. The data is transmitted as an 

analog signal to the sensor and then is converted to digital signal by ADC. The processing unit 

uses the digital signal and analysis the attribute of the sensed data. Transceiver unit connects the 

node to the network via radio transmitter.  In addition to these four basic units, there are some 

application-dependent components such as location finding system and mobilizer.  Depending on 

the application, some networks may need the exact location of the sensor nodes. These types of 

Figure 2.2 The component of sensor node [15] 

Location finding system Mobilizer 

Power unit 

Power 

generator 

Transceiver 
Processor 

Storage  

Sensor  ADC 

Sensing unit 

Processing unit 

Figure 2.2: The components of a sensor node [14] 
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sensors are equipped with location finding system. Sensors that should be moved in the field due 

to carry out certain tasks in the network are equipped with mobilizer [14]. Each of the basic units 

faces tremendous design challenges under constraints of size, energy and cost. Properly 

gathering information is one of the most important issues that should be improved in sensing 

units. On the other hand, transceiver units need efficient protocols to prolong the lifetime of the 

batteries. 

Because of the world wide attention in the topic of WSNs, there are so many sensor node 

products offered in the market every year. Some example of these products are WINS (Wireless 

Integrated Network Sensors) [15], µAMPS (micro-Adaptive Multi-domain Power-aware 

Sensors) [16], MICA2 [17], ZSTAR [18] and PicoRadio [19]. There are also many choices 

available for processors, sensors and power supplies, which provides an indication that there is a 

large variety of sensor units in the market [20]. 

 

2.1.3 MAC Layer Protocol  

In WSNs, sensing, computation and communication are three tasks that consume power. Among 

these factors communication consumes more energy [4]. Therefore in WSNs the energy 

consumption due to communication is higher than energy consumed for performing 

computations. One way to reduce energy consumption due to communication is to apply an 

efficient medium-access control (MAC) protocol. MAC protocol controls antenna activities and 

is responsible for reliable connections and has an important role in having a successful and 

collision-free network. Energy efficiency, device management and efficient resource sharing are 

three key factors that should be considered in design MAC layer protocol [4].There are many 



12 

 

MAC protocols that have been developed to achieve these goals. Since most of the current MAC 

designs for WSNs are broadly divided into TDMA (Time Division Multiple Access) protocol 

[21], we first describe TDMA protocol and provide two examples that use TDMA in designing 

their medium access control.  

 

TDMA (Time Division Multiple Access): The best choice for an energy efficient MAC 

protocol in WSNs is TDMA [22].  TDMA protocols create a time schedule for transmitting and 

receiving data for each node in the network. Based on the schedule nodes are just active during 

the assigned time slots and shut down their radio interfaces other times. Shutting down the radio 

interface during inactive period leads to energy saving. Preventing transmission interference is 

one of the most important issues that should be considered in designing TDMA. Transmission 

interference may cause by two neighbor nodes sending data at the same time or by two non-

adjacent nodes sending data to the same receiver. The importance of rescheduling should not be 

ignored in designing TDMA. Updating the schedule can be done either on demand when the 

topology of the network changes due to issues such as node failure or periodically [22].  

 

S-MAC (Sensor MAC): S-MAC [21] protocol designed merely for wireless sensor networks. In 

this protocol time is divided into long frames and each frame has an active part and sleeping part. 

Nodes turn off their radio during sleeping time to preserve energy and communicate with their 

neighbors during the active part. In fact during the active part all the messages that have been 

queued during sleeping part would be sent. In other word, S-MAC tries to save energy by 

avoiding overhearing. Moreover, the energy consumed on idle listening is reduced since all the 

messages are packed in the active part. However, if message generating event occurs during the 
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sleeping part the latency increases because in that case the message should be queued until the 

start of the active part [23]. 

 

LMAC (Lightweight MAC): LMAC [24] uses the TDMA (Time-Division Multiple Access) 

approach to provide a collision free network. LMAC applies a distributed algorithm as explained 

in [25] for dividing time slots among nodes unlike TDMA that divides the time slots by a central 

manager. Nodes organize time into slots and each slot is divided to three sections: 

communication request, traffic control and data section. When a node wants to send its data, it 

waits for its time slot and broadcasts a packet consist of the destination and length in the control 

section and immediately after transmits the data. Nodes that are not an intended receiver turn off 

their radio during the data transmission.  LMAC extends the network lifetime by 3.8 times in 

compare to S-MAC [24]. 

 

2.1.4 Network Routing Protocols in WSNs 

2.1.4.1 Routing Challenges and Design Issues in WSNs 

Since WSNs are restricted in terms of bandwidth, battery and power consumption, a major goal 

in the design of WSNs is prolonging network lifetime. Therefore, many factors should be 

considered and several challenges should be addressed. The following are the factors that need to 

be considered: node deployment; energy consideration; scalability and fault tolerance.  

Nodes can be deployed in the field either manually or randomly. In manual deployment, nodes 

are manually located in the field and the routing paths are predetermined and known. In random 

deployment, nodes randomly scattered in a field. 
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WSNs are battery driven and there is usually no option for recharging. Therefore an energy 

efficient form of communication is essential. In multi-hop networks, explained in section 2.1.1 

and illustrated in Figure 2.1, each node performs both as a transmitter and a receiver. As such, 

power failure in nodes causes significant impact on the network and force routing changes that 

affect the topology of the network. 

 

One of the most important design issues in WSN is scalability. The number of sensor nodes in a 

field may extend hundreds or thousands. As such any routing protocol should be able to work 

with such huge network. 

 

In WSNs there are situations that nodes fail due to lack of power, environmental interference or 

physical damage.  The nodes’ failure should not impact on the overall task of the network and 

the MAC and routing protocols should provide other routes in order to keep transmitting the data 

to the base station.  

 

2.1.4.2 Flat and Hierarchical Routing Protocols 

Network routing protocols are in charge of routing scheme as well as maintaining the network 

structure in WSNs. There are three types of network structure: flat routing [26, 27], hierarchical 

routing [28, 29 and 30] and location-based routing [31, 32, 33 and 34]. However, in order to 

focus in our area of research, we present further discussion of only flat and hierarchical routing 

protocols.  
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Flat Routing: In flat routing protocols nodes play the same role and have similar functionality in 

transmitting and receiving data. In this type of network it is not possible to assign a global 

identifier to each node due to large number of nodes. Therefore, base station send queries to 

different part of the field and waits for the data from sensors in selected parts of the field. This 

approach is called data centric routing [5]. SPIN (Sensor Protocols for Information via 

Negotiation) [35] and DD (Direct Diffusion) [36] are two examples of the data centric routing 

protocols that save energy by data negotiation and omitting the redundant data.  

 

Hierarchical (Cluster-based) Routing: In this kind of routing method, nodes play different 

roles in transmitting and receiving data. Some of the nodes are responsible for processing and 

communication, while other nodes can be used for sensing the target area. Hierarchical routing is 

mainly considered as two layer architecture where one layer is engaged in cluster head selection 

and the other layer is responsible for routing. Cluster head in hierarchical routing is the node 

which is responsible for collecting data from other nodes in the cluster, aggregating all data and 

sending the aggregated data to the base station. Creating clusters and assigning communication 

task to cluster heads contributes to a more scalable and energy efficient network [5].  The main 

goal of all the hierarchical routing protocols is to appropriately create clusters and choose cluster 

heads in order to reserve energy in the network.  Some examples of the hierarchical routing 

protocol will be presented in section 2.2.  

Followings are some of the advantages of hierarchical protocols summarized from the related 

research [5, 37 and 38]. 
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Hierarchical Routing is a feasible solution for reducing energy consumption in WSNs. Within a 

cluster, cluster head manages the member nodes and assigns them tasks which lead to reduction 

in redundant data transmission. Moreover, cluster head has some responsibilities such as data 

collection and data aggregation from their respective cluster members.  Energy consumption 

greatly reduced in this kind of routing method since the total data messages sent to the base 

station is minimized by data aggregation.  

 

Hierarchical Routing effectively assigns each node different task according to the ability of that 

sensor node. This approach offers balanced distribution of energy in the network. It can achieve 

by selecting higher energy nodes to perform the responsibility of cluster heads while lower 

energy perform sensing duties in the target area.    

 

Hierarchical Routing can easily achieve collision free network by applying a proper MAC 

protocol explained in section 2.1.3. After creating clusters, it is the responsibility of the cluster 

heads to create a transmission schedule for the member nodes and broadcast it to all the nodes in 

its respective cluster. Sensor nodes send, receive and listen data based on the assigned time slot 

and sleep other times in order to conserve energy in the system. By using the hierarchical routing 

protocol the number of data collision between the nodes would be reduced [37].    

 

2.2 Literature Review 

In this section, an overview of some of the significant related work is provided with the focus on 

the hierarchical protocols. 
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2.2.1 LEACH: Low-Energy Adaptive Clustering Hierarchy for Wireless Microsensor 

Networks 

Heinzelman et al. [6, 39], proposed a new adaptive clustering algorithm in which the strategy of 

selecting the nodes acting as cluster heads is random and rotates among the nodes in each cluster. 

If there are   nodes in the cluster, LEACH guarantees that during   rounds all the nodes would 

be selected as cluster head once. This approach solves the problem of conventional clustering 

algorithms in which cluster heads are fixed during the network lifetime. When cluster heads are 

fixed, nodes chosen to be cluster heads would die soon while other nodes’ batteries are almost 

full.  

The radio hardware dissipation model assumed in LEACH [39] is a simple radio model. In this 

model, when the distance of a node transmitting data to other nodes or the base station is greater 

than the threshold   , the multipath (mp) fading channel model is used (   power loss). When 

the distance between a node transmitting data to other nodes or the base station is less than   , 

the free space (fs) channel model is used (    power loss) [39]. Therefore the energy dissipates 

by the radio to transmit    bit message to the distance of    calculates as shown in formula (2.1): 

 

 

            
              d <    

                                                  (2.1) 

                        d >=    
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In formula (2.1)   is number of bits,       is the energy dissipation to run the radio electronics, 

            are the energy dissipation values to run the amplifier for close and far distances 

respectively. 

LEACH consists of two phases: Set up phase (cluster formation phase) and the steady-state 

phase.  

Set up Phase:  

First step is cluster head selection. At the first of each round, each node selects a random number 

between 0 and 1 and compares it to the threshold   shown in formula (2.2). If the selected 

random number is less than the threshold  , the node would be selected as a cluster head for the 

current round. Assuming there are   nodes in the field with   number of cluster heads, LEACH 

ensures that all the nodes become cluster heads only once in every 
 

 
 round. This can be done by 

defining an indicator function (     ) confirming if the node has become a cluster head in the 

recent rounds (      
 

 
  or not.  

 

 

 

 

           
 

 
 
             =1 

     =           (2.2) 

0                                   =0 
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In formula (2.2), the value of zero for       implies that the node   has become cluster head in 

the last (      
 

 
 . In this case node   would not participate in cluster head selection phase.   is 

the number of current round and   is the optimum number of cluster heads (    ). The value of 

  has derived from formula (2.3) and is set to 5 for certain criteria shown in Table 2.1. 

 

     
  

   
 

   

   

 

  
    

                               (2.3) 

 

 

 

Parameter Value 

Area of the field 100m*100m 

Location of BS 50m,175m 

Number of Nodes 100 

      50 nJ/bit 

    10pJ/bit/   

    0.0013pJ/ bit/   

    5 nJ/bit/signal 

Data Packet size 500 byte 

 

 

 

 

In Table 2.1        is the electronic energy,             are the energy dissipation values to run 

the amplifier and     is the energy for data aggregation.  

After cluster head selection phase, all the selected cluster heads send an advertisement message 

to all the non-cluster head nodes in the field. Based on the received signal strength of the 

advertisement message, the non-cluster head nodes decide their cluster heads for the current 

round and send back a join request message to their selected cluster heads informing their 

membership which leads to cluster formation. For avoiding collision in the network LEACH uses 

Table 2.1: Parameters set in LEACH experiments 
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TDMA schedule, explained in section 2.1.3. According to the number of nodes in each cluster, 

the cluster head creates a TDMA schedule and broadcasts it to its member nodes.  

Steady State Phase 

The steady state phase is the data transmission step. During this phase, nodes in each cluster send 

their data based on the allocated transmission time to their local cluster heads. To reduce the 

energy dissipation, the receiver of all non-cluster head nodes would be turned off until the nodes’ 

defined allocated time. After receiving all the data from the nodes, the cluster head aggregates all 

the data sent from the member nodes into a single signal and transfers it to the base station.  

2.2.2 TREEPSI (Tree based Energy Efficient Protocol for Sensor Information) 

Satapathy at al. in [40], proposed a clustering protocol which is an improvement over LEACH. 

In TREEPSI, the nodes are distributed randomly in the field. The next step is constructing the 

hierarchical tree which can be done either by the base station or using a common algorithm in 

each node. For collecting sensed data from the field, two methods are introduced. In the first 

approach, the root node sends a small control packet to all the children nodes, using a standard 

tree traversal algorithm while in the second approach, all the children nodes start sending their 

data to their parents until it reaches the root node. However, the second approach needs a 

multiplexing scheme such as TDMA for avoiding collisions. Having all the fused data, the root 

of the tree sends all the gathered data to the base station. The root node of the tree is fixed until it 

dies due to a lack of battery power. After the death of the root node, another node will take over 

and become a root and a new tree-like path will be constructed. TREEPSI is simulated in both 

(50m*50m) and (100m*100m) fields with the base station located at (25m, 150m) and (50m, 

300m) respectively. In order to improve the routing protocol in the tree, the authors consider a 
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threshold distance for choosing a parent and its child. If the distance between two nodes is more 

than a predefined threshold, these two nodes will not considered as parent and child since there 

should be a node that is located closer. Although TREEPSI is an improvement over LEACH, the 

tree path is not reconstructed until the root node dies and this causes imbalanced energy 

consumption in the field. 

 

2.2.3 TBC (Tree based Clustering for Energy Efficient Wireless Sensor Networks) 

To solve the unbalanced energy consumption of the nodes in TREEPSI [40], Kim et al in [41] 

proposed another Tree-based clustering protocol known as TBC (Tree-Based Clustering for 

Energy Efficient Wireless Sensor Networks). TBC is an improvement over LEACH and 

TREEPSI. In the TBC algorithm, the first phase is the cluster formation. Cluster Head selection 

is based on the LEACH algorithm with the same threshold explained in formula (2.2). After 

selecting cluster heads for the current round, the selected cluster heads send an advertisement 

message to all other nodes in their cluster. The nodes which received the advertisement message 

choose their cluster heads based on received signal power. The nodes also send the Join-REQ 

message to their selected cluster heads.  The message sent to the cluster heads includes the 

node’s ID as well as the location of the sender node. Constructing a tree in each cluster is the 

next step. The distance of the nodes to the cluster head is used to determine the level of a tree 

inside each cluster and the tree would be formed after level determination.  Next, the cluster head 

makes a decision and chooses a parent for all the nodes in the cluster. Accordingly, every node in 

the cluster would send their data to their assigned parents based on the TDMA scheduling that 

the cluster head had broadcasted to all the cluster members. The main difference between the 
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TBC and the TREEPSI protocols is that the TBC constructs several trees while in the TREEPSI 

just one tree is formed in the field. For simulation results, authors deployed 100 nodes randomly 

in field of (100m*100m) with the base station located at (50m, 120m) from the field. Two levels 

of initial energy (0.25J, 0.5J) are assumed with a data packet size of 500 bytes. The radio model 

assumed in the TBC is the same as LEACH. The free space model is used between the cluster 

head and non-cluster head nodes while the multipath model is assumed for the communication 

between cluster heads and the base station.  

2.2.4 EDACH (Energy-Driven Adaptive Clustering Hierarchy) 

In EDACH [42], authors proposed another improvement over LEACH by dividing the field into 

three parts as shown in Figure (2.3): 
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Figure 2.3: Partition of nodes in EDACH [42] 
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In Figure (2.3), P is the percentage of nodes that will become cluster heads. Since the energy 

dissipation of the nodes in the clusters is proportional to the distance between the nodes and base 

station, EDACH forces more nodes to become cluster heads in areas farther from the base station 

and fewer nodes to become cluster heads in areas closer to base station. The value of X shown in 

Figure (2.3) is a number between zero and one. Therefore, the threshold for selecting the cluster 

head is different for different areas of the field. For the nodes located far, medium and close to 

the base station the value of p is: (1+X) P, P, (1-X) P respectively. Since cluster heads in the 

clustering algorithms have to receive many packets, their batteries drain more quickly. To solve 

this problem, EDACH replaces the low-battery cluster head nodes by using a proxy node. The 

selection of the proxy node is based on the threshold shown in formula (2.4): 

 

    
 

 
       

 
             (2.4) 

 

  in formula (2.4) is the cluster head’s length of aggregated message. The calculation of proxy 

node starts after the selection of cluster heads. In other words, if the battery power of the cluster 

head has depleted and drops below the      value, the proxy node election takes place to replace 

the selected cluster head with another node known as the proxy node. Next, the proxy node 

broadcasts a message and a new TDMA schedule to all the nodes in the cluster.  EDACH’s 

experiments have been done in a (50m*50m) field with the base station located at (85m, 90m). 

Two models of residual battery power have been selected, 0.5J and a random value between 

0.25J and 0.5J, and the size of messages is set to 2000 bits. The radio model assumed in the 

EDACH is the same as LEACH [6].   
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2.2.5 TEEN (Threshold Sensitive Energy Efficient Sensor Network) 

Manjeshwar et al., in [43], proposed another algorithm for time critical applications. Since 

sensing the environment consumes less energy than transmitting the sensed data, TEEN tries to 

minimize energy consumption by reducing data transmissions. There are two thresholds in this 

algorithm, hard and soft, which are sent to all member nodes by cluster heads. The hard 

threshold value is the value of the sensed attribute, while the soft threshold is a small range of 

values near the hard threshold. Therefore, the hard threshold minimizes the number of data 

transmissions. The reason is that sensor nodes could only transmit their data while the current 

value of their attributes hit the hard threshold.  The soft threshold reduces more transmissions 

when there is a minor change in the sensed attribute. New values for both hard and soft 

thresholds are set, every time that cluster heads change. Figure (2.4) shows the TEEN time line: 

 

 

 

 

 

 

 

 

 

However the energy consumption in the TEEN protocol is decreased in compare to the LEACH. 

The main weakness of TEEN is the parameter reception issue. If the nodes could not receive the 

thresholds, they would never send any data and no communication occurs in the network. 

Cluster change time 

Parameters Attribute > threshold 

Cluster head receives 

message 

Figure 2.4: Time Line for TEEN [43] 
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2.3 Visualization 

Data representation and has become a crucial issue in WSNs since data is collected every few 

minutes and dealing with raw data is difficult. Hence, developing a visualization platform that 

collects raw data and transforms it into visual format is strongly needed [49]. WSNs afford 

limited visibility to in to the applications. The reason is the resource constraint features as well as 

the absence of user interfaces [50]. Moreover, the hardware design and the communication 

behavior of such network [51, 52] are two more obstacles in order to have a user friendly and 

error free WSNs applications. With visualization platforms users are able to easily observe the 

status of WSNs. Developers of WSNs have been implemented visualization tools. Here are some 

two of the examples that have been done is this area: 

  

2.3.1 SNAMP: A Multi-sniffer and Multi-view Visualization Platform for Wireless Sensor 

Networks 

 

Yang et al. in [50] introduced a visualization platform for WSNs which presents network 

topology; sensing chart view; Packets view and measurement view. In the visualization the 

network topology and packet rout are shown by colourful lines and node’s power is presented by 

the progress bar under the node.  Moreover, the SNAMP software adapts a multi-view design in 

order to make the software clear and easy to observe. However, SNAMP is not only used for 

visualizing WSNs, it can also be used for debugging WSNs. The software is able to record and 

replay network activities so users can watch those recorded activities with different speed. It is 

also possible to select a route on the topology view and view all the packets associated with that 

route.   
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2.3.2 The Implementation of Wireless Sensor Network Visualization Platform based on 

Wetland Monitoring  

 

In [49], Hu et al. developed a visualization platform for WSNs. In this work authors visualized 

the routing data which presents the information of the network topology such as nodes’ 

distribution and their relationships. In this visualization users can easily analyze the network 

status and find out if the network topology should be altered or not. This work is done in three 

steps: first the nodes and their connections are extracted from the database. Next, the extracted 

information is stored in arrays. Finally, logical coordination is assigned to each node based on 

their locations and the shapes and lines are drawn for presenting nodes and their connectivity.  
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CHAPTER 3 

A Weighted Energy Efficient Clustering (WEEC) for Wireless Sensor Networks 

 

This chapter presents a new routing protocol for WSNs. In subsection 3.1 the approach to design 

the proposed routing protocol and the difference between the proposed routing protocol and the 

LEACH [6] protocol are discussed. Subsection 3.2 explains the visualization algorithm and 

finally subsection 3.3 concludes the proposed algorithm.   

3.1 Our proposed method: A Weighted Energy Efficient Clustering 

3.1.1 Definitions 

In our proposed algorithm, we improved the LEACH protocol and proposed a weighted energy 

efficient clustering (WEEC) algorithm [7] for WSNs. We take into consideration the location of 

each node while clusters are forming. The simulation result proves that our proposed scheme 

noticeably increases the life time of the network. We also take advantage of clustering 

infrastructure and data aggregation as used in LEACH. At first we explain the system and radio 

model in our proposed algorithm. Apart from assumptions iv. and viii., the following 

assumptions are drawn directly from the LEACH.  

System Model 

i. The initial energy of all the nodes is the same. 

ii. The communication environment is error free. 

iii. All the nodes are able to send data and receive data from the base station. 
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iv. The location of nodes is known by the base station using RSSI-based localization 

technique [44].  

v. Sensor nodes are uniformly distributed in a two dimensional field. 

vi. The base station has no energy limitation. 

vii. All the messages that are being sent have the same number of bits. 

viii. All sensor nodes are the same in terms of size and performance. 

ix. The location of the base station is fixed during data transmission. 

 

Radio Model 

   The radio model used in our algorithm is the same as LEACH which is described by formula 

(2.1) in chapter 2, section 2.2.1.  

For the importance of the radio model and it’s relation to distance, we re-described it in this 

chapter.  Figure (3.1) represent a network model in which the base station located far from the 

field. Far in this case is defined as any distance which is greater than the threshold      In this 

model since the distance of the base station to the field is greater than the threshold   , we 

consider that base station is located far from the field. When data is sent within a large distance 

(greater than   ), the energy dissipation for data transmission of   bits message follows the 

multipath model [45]: 

 

       =                       (3.1) 

Where   is number of bits,       is the energy dissipation to run the radio electronics and     is 

the energy dissipation to run the amplifier.  
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Thus in Figure (3.1), the communications between cluster heads (shown as black dots) and the 

base station follows the multipath model. Moreover, ―Close‖ is defined as situations in which the 

distance throughout data transition is less than the threshold   . In this case the energy 

dissipation for transmitting data follows a free space model. Therefore in Figure (3.1), the energy 

dissipation inside the cluster (while nodes sending data to black nodes) follows the free space 

model:  

                    
              (3.2) 

Where   is number of bits,       is the energy dissipation to run the radio electronics and     is 

the energy dissipation to run the amplifier.  

 

 

 

 

 

 

 

 

 

 

 

 

To find out which areas are considered far or close first we should calculate the value of   . The 

following equation is used for obtaining the    value [46]: 

Base Station 

Field  

          >    

            <    
Cluster 

Figure 3.1: Field model when base station located far from the field 
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                         (3.3) 

In formula (3.3)             are the energy dissipation values to run the amplifier for far and 

close distances respectively.  

Consequently, situations in which base station located in a distance less than the threshold    the 

communications between cluster heads and base stations as well as communications between 

nodes and cluster heads follow the free space model. Figure (3.2) presents a model in which base 

station located close to the field.  
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Field  
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            <    

Cluster 

Figure 3.2: Field model when base station located close to the field 
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3.1.2 Derivation 

3.1.2.1 Base station is located far from the field 

LEACH calculates the optimum number of cluster heads when the base station located far from 

the field according to formula (2.3) described in chapter 2, section 2.2.1.  

In formula (2.3), the optimal number of clusters has an inverse relation with   
     which is 

distance of the nodes to the base station. This suggests that the further away the base station is 

from the network, the less number of clusters are desired. Less number of clusters in a region 

translates into larger clusters and more nodes inside a cluster. In other word, the closer the base 

station is to the network, the more clusters are desired. More number of clusters in a region 

translates into smaller clusters and less nodes inside the clusters. Therefore, In this work we 

focus on cluster size in proportion to the distance to the base station. Figure (3.3) shows the 

relation between distance to base station and the cluster size [47].  

 

 

 Figure 3.3: Proposed clustering model [47] 
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Figure (3.3) presents the clustering model in our proposed algorithm.  The areas close to the base 

station contains more clusters, while the area far from the base station consists of less number of 

clusters.  

Figure (3.4) shows better understanding of the relation between number of cluster heads and 

cluster size. Fields A and B are the same size. Black nodes show cluster heads while the white 

nodes represent non-cluster head nodes. In Field A, four cluster heads has been selected (four 

clusters) while in Field B two cluster heads has been created. Accordingly, clusters in Field A are 

smaller in size in compare to clusters in Field B.   Consequently, the size of the clusters has an 

inverse relation to number of cluster heads (clusters). 

 

 

 

 

 

Figure 3.4: The inverse relation between the number and size of 

clusters 
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In our experiments, we consider a field of (100m*100m) with N=100 nodes scattered in it. In 

Figure (3.5), there are two nodes    and    in a field. Node    is located in the Cluster   with 

the area of    while node    is located in the cluster   with area of   .   

 

 

 

 

 

 

 

 

 

 

 

 

 

By using the Geometric Probability, the probability of selecting the node    in the area of A and 

   in the area of B are     and     as follows: 

    
   

  
                                                       (3.4) 

   Is the area of A and       is the area taken by node n1 (size of the node)     

    
   

  
                                                         (3.5) 

    

     
     

    

Base station 

A 

B 

Figure 3.5: An image of the field with two nodes in it.  
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   Is the area of B and     is the area taken by node n2 (size of the node) 

Based on assumption viii, explained in section 3.1.1, the nodes are the same in size thus the areas 

taken by nodes are equal: 

   =                                                        (3.6) 

Therefore, the ratio of the probability     to the probability     is as follows: 

   

   
 

  

  
                                                     (3.7) 

 

According to [39], the area used by each cluster is  
  

 
 where    is defined as number of cluster 

heads obtained from formula (2.3) and we have explained it in chapter 2, section 2.2.1. Therefore 

the equation (3.7) becomes as follows:         

   

   
 

  

   
  

   

                                                                (3.8) 

Since   (area of the field) is constant, we have 

   

   
 

   

   
                                                                  (3.9) 

  is obtained according to formula (2.3), explained in chapter 2, section 2.2.1. All the parameters 

in formula (2.3) are constant for all the nodes except the distance to the base station since 

distance of each node to the base station is different. Therefore: 
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                       (3.10) 
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Formula (3.10) explains the reason we set the threshold based on distance during clustering 

phase. The probability of selecting the farthest node in a region to the base station is the lowest, 

while the probability of selecting the closest node to the base station is the highest. This means 

when           is maximum     is minimum. Consequently, fewer nodes would choose to 

perform as a cluster head in further areas.  That results in a large-scale cluster. On the other hand, 

when           is minimum the     (probability of selecting     as a cluster head) is maximum 

which contributes to more cluster head selection, accordingly more clusters. Figure (3.6) shows 

an approximate image of nodes’ probability in the field in regards to node’s distance to the base 

station. For better understanding, the field is divided in to three regions: close, median and far to 

the base station. The nodes that are located closer to the base station are bigger in size, 

representing higher probability of cluster head selection versus the nodes shown as small dots 

representing lower probability since they are located farther from the base station. 

 

 

 

 

Figure 3.6:  the size of the dots indicates the probability of each node being selected 

as a cluster head. 
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Consider a field which consist of three nodes A, B and C, based on formula (3.10), we have: 

 

  

  
 

  
       

  
       

       Or           
  

       

  
       

                                (3.11) 

  

  
 

  
       

  
       

  Or           
  

       

  
       

                                (3.12) 

 

By formulas (3.11) and (3.12), we show that having the probability of one of the nodes (for 

example   ), the probability of all other nodes in the field would be obtained (Since we know the 

location of each node the node’s distance to the base station is also known). Next steps should be 

taken to calculate the probability of one of the nodes which lead to calculate all the nodes’ 

probabilities in the network: 

Same as LEACH [39], the probability of each sensor node    ,   , is chosen in a way that the 

probability of the expected number of cluster heads is equal to the optimum number of cluster 

heads (     ).  In other words: 

   
 
           Which is                           (3.13) 

By factoring    from the equation we have: 

     
  

  
   

  

  
                                                        (3.14) 

Referring to formula (3.10), the ratio of the probabilities is known since it is defined as the 

distance of the nodes to base station. Therefore, all the parameters in the parenthesis of formula 

(3.14) are known. Consequently we can obtain    which is: 

           
  

  
   

  

  
                                                  (3.15) 
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Considering formulas (3.11) and (3.12), by having the value of    , we can calculate all other 

nodes’ probabilities (   and   ).  

 

In this way, we analytically defined the probability threshold for each node in the network for 

being selected as a cluster head which is based on the distance of the node to the base station.   

After assigning a probability to each node, each node selects a random number between 0 and 1 

in each round and compares the selected random number to its assigned probability. If the 

random number is less than the assigned probability, the node would be selected as a cluster head 

for the next round. Otherwise it would be a non-cluster head.  

 

3.1.2.2 Base station is located close to the field 

When the distance of base station to the field is closer than a defined threshold    as explained in 

section 3.1.1, the communication inside clusters and between cluster heads and base station 

follow a free space model. In this situation, the formula (2.3), explained in chapter 2, section 

2.2.1, which calculates the optimum number of cluster heads is not applicable. The reason is that 

LEACH calculates formula (2.3) for the situation in which base station is located far from the 

field. To add more flexibility in our proposed method we calculated the optimum number of 

cluster heads when the base station is located close to the field. 

 LEACH assumes that there are N/k nodes per cluster. Therefore the energy dissipated in a 

cluster in each round is calculated as follows [39]: 

              
 

 
                  

 

 
        (3.16) 
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Where     is the energy dissipation of cluster head, N is is the number of nodes, k is number of 

clusters.  

The energy dissipation of each cluster head (   ) consists of the energy that each cluster heads 

dissipates in receiving signals from non-cluster head nodes, aggregation the signals and 

transmitting the aggregated data to the base station [39]. In this model since the base station 

located close to the field the energy dissipation for transmitting   bits of data follows the free 

space model. Therefore: 

           
 

 
         

 

 
              

                             (3.17) 

Where   is the number of bits of a message,       is the energy dissipation to run the radio 

electronics,    is the energy for data aggregation and     is the energy dissipation to run the 

amplifier (     
    is the energy for sending the aggregated data to base station which follows the 

free space model described in section 3.1.1). 

  Therefore, the total energy dissipation in each round is calculated as follows: 

                                                                                                     (3.18) 

Where   is number of clusters.  

Considering the area occupied by each cluster a circle of 
  

 
 [39] : 

                          
             

 

  

  

 
           (3.19) 

 

By setting the first derivative of a function to zero the maximum of the function is obtained. 

Therefore, in formula (3.19) the Optimum number of cluster heads is obtained by setting the 

derivative of        with respect to   to zero as follows: 
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                                                                   (3.20) 

Accordingly, the formula for obtaining the optimum number of cluster heads when base station 

is close to the field calculated as follows: 

 

     
  

   

 

      
                                                                (3.21) 

Therefore, when the base station is close to the field finding the optimum number of cluster 

heads is based on formula (3.21). In chapter 4, section 4.4.1 , we calculated the optimum number 

by using simulations. Next step after obtaining the optimum number of cluster heads in our 

proposed method is assigning probability to each node which is exactly followed as the steps 

explained in section 3.1.2.1. The only difference is in formulas (3.9) and (3.10). As shown in 

formula (3.21), When the base station is located close to the field, the ratio of optimum number 

of cluster heads (    ) has an inverse relation to the distance of the nodes to base station ( 

           ). Note that when the base station located far from the field the ratio of optimum 

number of cluster heads has an inverse relation to            
 . Therefore, formula (3.10) is 

changed as follows: 

   

   
 

 

       
 

       

       Or    
   

   
 

       

       
                                      (3.22) 

 

Formula (3.22) describes the way we assign a weight to each node in the system. The probability 

of each node has an inverse relation to its distance to base station. Next steps for finding the 

value of the nodes’ probabilities are the same as what is described in section 3.1.2.1.  
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After assigning a probability to each node, nodes select a random number between 0 and 1 in 

each round and compare their selected random number to their probability. If the random number 

is less than the assigned probability the node would be selected as a cluster head for the next 

round. Otherwise it would be a non-cluster head node.  

 

 Cluster Formation: Once the cluster heads for the round    are selected, each cluster head node 

broadcasts an advertisement message to all the nodes in the field. Next, all non-cluster head 

nodes select their cluster head node according to the received signal strength of the 

advertisement message they have received from all the cluster heads of the current round. In 

other words, nodes select their cluster heads which require the minimum amount of transmitting 

energy. Once the nodes selected their cluster heads, they send a join request message to their 

selected cluster head nodes. This message consists of node’s ID as well as the cluster head 

node’s ID. For avoiding collision, similar to LEACH in our proposed algorithm, the cluster head 

nodes create a TDMA schedule, described in chapter 2 section 2.1.3, and send to their member 

nodes.  The other advantage of the TDMA schedule is that all the member nodes can turn off 

their transceivers in order to reduce energy dissipation of each node. After cluster head selection 

the data transmission begins. 

 

 Data Transmissions: After cluster formation and TDMA creation the last phase of the 

algorithm, data transmission, starts. In this phase all the member nodes turn off their radio and 

just turn it on during their allocated transmission time. This act minimizes the energy 

consumption in each node. However, the cluster heads should keep their receiver on all the time 

during data transmission phase since member nodes are transferring data to them. Note that same 
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as LEACH nodes only transmit data to their cluster heads. Based on assumption iii, explained in 

section 3.1.1, all the sensors can transmit to and receive data from the base station. Therefore, 

death of the nodes would not cause any hotspot in the system. 

 

3.1.3 LEACH and WEEC Algorithms 

Algorithm 3.1 describes the steps taken in the LEACH protocol Note that lines 6 to 11 are cluster 

head selection phase. On line 8 nodes select a random number and compare it to the threshold 

explained in Chapter 2, section 2.2.1. If the selected random number is less than a defined 

threshold the node is selected as a cluster head for that round. The energy consumption 

calculation for both cluster heads and non-cluster heads are done in lines 12 and 19 respectively. 

Line 23 ensures the rounds that no cluster head have been selected should not be counted since 

no transmission occurred. Lines 3 to 5 are responsible for storing number of dead nodes in the 

algorithm. While the nodes’ energy is less than zero the node is considered dead. On line 18, 

nodes select their cluster head they belong. As explained earlier, nodes select their cluster heads 

based on the received signal strength. In the simulation, nodes select their cluster heads based on 

their distance to the cluster heads. In other words, nodes calculate their distance values to all the 

cluster heads and select the minimum value.  

Algorithm 3.2 describes the steps taken in the WEEC protocol. Note that lines 2 to 4 are 

responsible to calculate and assign a probability to each node based on formulas (3.10) and 

(3.22) for far and close distances respectively. The assigned probabilities will be used as a 

threshold on line 12. The energy consumption calculation for both cluster heads and non-cluster 
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heads are done in lines 15 and 22 respectively. Same as LEACH, only those rounds would be 

counted that the transmission occurs (line 26 ensures this).   

 

 

Algorithm 3.1: The LEACH algorithm 



43 

 

 

 

 

Algorithm 3.2 The WEEC algorithm  
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3.1.4 Comparison between LEACH and WEEC 

Table 3.1 shows the steps taken in each round of LEACH and WEEC when the base station 

located far from the field. Gray area shows the difference between two algorithms while the 

white areas are common in LEACH and WEEC.  

 

  

 

Steps LEACH WEEC 

Computation of optimum 

number of cluster heads 

(      

      
  

   
 

   

   

 

  
    

      

 

      
  

   
 

   

   

 

  
    

      

Cluster head selection 

 

 

 

 

 

 

 

a. Defines a threshold that 

resets in every N/K rounds: 

T(t)= 
 

           
 

 
 
         

b. Nodes select random  

number between 0 and 1 and  

Compare it to T(t).  

 

a. Calculates a probability for 

each node base on distance of 

each node to base station 

b. Nodes select random 

number between 0 and 1 and 

compare it to their assigned 

probability values.  

Cluster Formation Based on the received signal 

strength of the advertisement 

message sent by CHs nodes 

choose their clusters 

 

Based on the received signal 

strength of the advertisement 

message sent by CHs nodes 

choose their clusters 

 

Data Transmission 

 

 

Based on TDMA schedule 

nodes send data to their CHs 

afterwards CHs send the 

aggregated data to BS. 

Based on TDMA schedule 

nodes send data to their CHs 

afterwards CHs send the 

aggregated data to BS. 

 

 

As shown in Table 3.1 the main difference between LEACH and WEEC is during the cluster 

head selection. As Described in formula (2.2) in chapter 2, section 2.2.1, LEACH guarantees that 

each node should be selected as cluster head in every 
 

 
 round. To do this it defines a threshold T 

Table 3.1 Different step in LEACH and WEEC when the base station located far from 

the field 
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(t). Note that T (t) has a relation with number of round (r) and thus the value of it changes each 

round.  For the sake of simplicity, we re-present formula (2.2) here: 

 

 

 
 

           
 

 
 
             =1 

     =        (3.23)         

0                       =0 

 

Where   is the optimum number of cluster heads,   is number of nodes,   is number of round 

and i indicates the nodes.       is the indicator function to determine if a node has been selected 

as a cluster head during the        
 

 
  rounds or not. For example if node   has been selected in 

the last        
 

 
  rounds the value of       sets to zero.  

The threshold defined in LEACH increases in every round. The increased threshold also 

increases the likelihood of each node to be selected as a cluster head. The following example 

illustrates the pattern of increasing threshold values for an experiment with nineteen rounds. 

Only the values of certain number of rounds are shown as they are enough to recognize the 

pattern of increasing threshold. Note that in the following calculation N=100 and K sets to 5. 

r=1     T(1)= 0.052 

r=2     T(2)= 0.055 

r=10    T(10)= 0.1 

r=18    T(18)= 0.5 

r=19   T(19)=1  
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In this approach, during the first rounds, since the threshold of a node being selected as a cluster 

head is too low, fewer nodes would be selected as cluster heads when compared to the number of 

nodes being selected as cluster heads in last rounds. The reason that a greater number of nodes 

are selected as cluster heads in the last few rounds is because the threshold is nearly one. As 

mentioned in chapter 2, section 2.2.1, LEACH sets the optimum number of cluster heads to 5 

when base station located far from the field. Ensuring that the number of cluster heads in each 

round is close to the optimum number of cluster heads would result in efficient energy 

consumption [6]. The derivation from the optimum number of cluster heads in the LEACH 

protocol suggested that the energy efficiency of LEACH could be improved by reducing the 

deviations from the optimum number of cluster heads. Moreover, further study of the LEACH 

protocol began with the analysis of the equation (3.24) which defines the energy consumption of 

cluster heads in the LEACH protocol [6]: 

           
 

 
         

 

 
              

    
        (3.24) 

Ignoring the first order terms:  

                
    

                                                                    (3.25) 

Formula (3.25) indicates that energy consumption by each cluster head is proportional to its 

distance to base station raised to the power of four.  Therefore distance of the cluster heads to 

base station has a huge impact on energy consumption that could not be ignored in clustering.  

 

3.2 Visualization Algorithms  

Following the simulation of either the LEACH or WEEC protocol, data is generated pertaining 

to the energy levels of each node i for j rounds. The location of each node i is also recorded and 



47 

 

stored in separate files. Algorithm (3.3) describes the steps to visualize the energy and location 

data of WSN nodes deployed in the field. 

Each round of simulation is visually represented as a single keyframe in the animation timeline. 

A keyframe is a frame of animation where values for the height and colour of cubes are marked. 

The marked values are interpolated between keyframes to produce a smooth animation. The 

purpose of the animFramesPerRound variable is to set the number of frames between rounds 

or, between keyframes. 

The X- and Y-coordinates for node i are read from a file on lines 6 and 7 and stored in the arrays 

cubeX and cubeY, respectively. The energy value for node i is read from a file and stored in the 

variable nodeEnergy on line 8. 

The function getColour maps the energy value stored in the variable nodeEnergy to a 

colour value between colourmin and colourmax. The colour is stored in HSV format from red 

to green representing colourmin and colourmax  respectively. The function getHeight 

maps the energy value stored in the variable nodeEnergy to a height value between 

heightmin and heightmax. The values returned by the getColour and getHeight 

functions are stored in the variables cubec and cubeh, respectively. 

A few of the parameters for the cube function such as cubeX, cubeY, cubec and cubeh were 

defined previously and the remaining parameters are defined as the following: arrCubes is an 

array of N cube identifiers; cubew is the width of the cube; and, cubed is the depth of the cube. 

The cube function has 2 modes of operation. It either creates a new cube in the scene or it 

modifies an existing cube in the scene. 
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If the cube identifier in the array arrCubes at index i is empty, the cube function creates a 

new cube and returns its identifier. However, if the cube identifier in the array arrCubes at 

index i is a non-empty value, the cube function modifies the existing cube with that identifier 

and returns the same identifier value. 

Initially, no cubes exist in the animation. Therefore, in the first iteration of the for-loop between 

lines 5 and 13, the cube function creates N cubes. During subsequent iterations of the same for-

loop, values for the height and colour are modified by the cube function for each existing cube. 

The setKeyFrame function marks the colour and height values at the value stored in the 

frame variable for the cube identifier at index i of the arrCubes array. 

Once height and colour values are marked for all cubes, the frame value is incremented to the 

next keyframe and the values for the next round of simulation are read and marked as the process 

is repeated for R rounds of simulated data. 
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Another component of the visualization of node energy and location data is the display of textual 

information in the viewing window. The display of textual information also includes the current 

round number and the process is described in Algorithm 3.4. 

The animated display of textual information is achieved through a classical technique where one 

object is drawn on a single blank frame and then redrawn on a subsequent blank frame with 

minor changes. When the process is repeated for several frames and the frames are played in 

sequence, the illusion of animation is created. 

Algorithm 3.3: The algorithm for visualizing the energy and location data 

associated with each WSN node in the field. 
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Algorithm 3.3 executes only once and creates cubes representing the energy levels of nodes, the 

heights and colours of which, vary over a certain number of frames. In contrast, Algorithm 3.4 is 

evaluated once for every frame in the animated sequence. 

The if-statements on lines 4-6, 7-9 and 10-13 of Algorithm 3.4 evaluate the existence of any text 

objects for the node energy level, node location and the current round number, respectively. If 

any such objects exist, they are deleted. This creates a blank frame with only cubes and no 

textual information. 

The node energy and location values are obtained on lines 13 and 14, respectively, using the 

getEnergyValue and getLocationValue functions. In the same order, text objects are 

created for the node energy and location values on lines 16 and 17 using the 

createTextObject function. The current round number is obtained with the expression on 

line 15 and is displayed by calling the createTextObject function on line 18. 

To allow for camera movement while maintaining text alignment to the camera, the calls to the 

function positionTextObject on lines 19-21 position text objects based on the current 

translation and rotation of the camera and also the translation and rotation of cubes in the 3D 

scene. Note that while the node location text is static in that the coordinates and the node IDs do 

not change, to allow dynamic alignment to a moving camera, the node location text, too, must be 

recreated in every frame. 
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Algorithm 3.4: The algorithm for displaying textual information related to the current node 

energy level and node location values along with the current round number. 
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Algorithm 3.5 describes the steps to visualize the cluster formation in each round. Note that all 

the steps are the same as Algorithm 3.3 except the colour assignment steps. On line 10 the black 

colour for cluster head is assigned and on line 13 the colour of the non-cluster head nodes would 

be defined.  

 

 

Algorithm 3.5: The algorithm for displaying the cluster formation in each round 
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3.3 Summary 

In this chapter a weighted clustering method for energy efficient data transfer in wireless sensor 

networks is introduced. In addition, it is shown that the proposed algorithm is expected to 

perform more efficient by assigning a probability value for each node during their cluster head 

selection stage. The visualization algorithm which reads energy level and location of each node 

and visualizes the residual energy of each node by colour and height is also explained.  

In the next chapter, the proposed algorithm will be evaluated and demonstrated. Moreover, the 

proposed algorithm will be compared to LEACH in terms of network lifetime and the number of 

cluster heads selected in each round.   
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CHAPTER 4 

IMPLEMENTATION AND EVALUATION 

 

In this chapter two hierarchical routing protocols are compared. The first hierarchical routing 

protocol is the LEACH protocol which is described by Heinzelman et al. in [6,39]. The second 

hierarchical routing protocol is established in this work and known as WEEC protocol [7].  

Simulation experiments are carried out in Matlab (2010b). Four experiments are performed.  The 

simulation parameters for each experiment are provided in Table 4.1. Because the x and y 

coordinates are randomly chosen for each node, the four experiments are repeated 10 times to 

minimize the influence of random deployment. At the end, the averaged results from LEACH 

and WEEC are used for comparison.  

Section 4.1 describes the simulation parameters. Sections 4.2 and 4.3 represent the experiment 

metrics as well as the experimental results respectively. The visualization is shown in section 

4.4. Finally, Section 4.5 summarizes and concludes the results.     

4.1 Simulation Environment 

In our WSN, there are 100 homogenous sensors which are randomly deployed in a field of 

(100m*100m).  Table 4.1 presents the simulation parameters and settings that have been done in 

all the experiments of our proposed method as well as LEACH.  
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Parameter Experiment 1 Experiment 2 Experiment 3 Experiment 4 

Size of the area 100m *100m 100m *100m 100m *100m 100m *100m 

BS location 50m,175m 50m,175m 50m,50m 50m,50m 

Number of nodes 100 100 100 100 

Nodes initial energy  0.5J 0.5J 0.25J 0.25J 

      50 nJ/bit 50 nJ/bit 50 nJ/bit 50 nJ/bit 

    10pJ/bit/   10pJ/bit/   10pJ/bit/   10pJ/bit/   

    0.0013pJ/ bit/   0.0013pJ/ bit/   0.0013pJ/bit/   0.0013pJ/ bit/   

    5 nJ/bit/signal 5 nJ/bit/signal 5nJ/bit/signal 5 nJ/bit/signal 

Data Packet size 2000 bits 2000 bits 2000 bits 2000 bits 

 

Each simulation parameter is explained in chapter 2, section 2.2.1. Note that the base station is 

located inside the field for the experiments 3 and 4 which means that the base station is close to 

the field.  

4.2 Experiment metrics 

As described in chapter 2, section 2.2.3, Kim and Youn in [41] study the influence of the initial 

energy of each node. We performed the same experiment to evaluate the influence of the initial 

energy of each node in the LEACH and WEEC protocols. As in the work by Kim and Young, the 

initial energy values in our experiments are set to 0.25J and 0.5J. For analyzing and comparing 

the performance of our proposed method we used two metrics: network lifetime and the number 

of cluster heads created in each round. 

One of the most important factors for evaluating the sensor network is network lifetime.  The 

lifetime of the network depends on the lifetime of each sensor node that is a part of that network.  

Recharging and replacing the nodes’ batteries is impractical in many environments. Therefore, 

the literature is rich with different algorithms aiming to prolong network lifetime. Various 

Table 4.1: Simulation parameters. 
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lifetime metrics have been developed [48]. In our experiment we define the network lifetime as 

the time until all the nodes are dead. We define a network lifetime based on the death of last 

node since we could still have some feedback about the situation of the field [53].  

The importance of the optimum number of cluster heads is because when there are fewer cluster 

heads in the field than the optimum some nodes have dissipate more energy to send their data 

since their cluster heads are located far from them. When there are more cluster heads than the 

optimum, more cluster heads have to send data to the long-haul distances to the base station [6]. 

 

4.3 Experiments and Results for Base Station Located at (50m, 175m) 

4.3.1 Experiment 1 

In this experiment the base station is located far from the field with nodes’ initial energy of 0.5 J. 

As mentioned earlier in chapter 3, section 3.1.1, when the base station is located far from the 

field the communications inside each cluster follow the free space model. Communications 

outside the clusters are between cluster heads and the base station and follow the multipath 

model. Figure 4.1 compares the network lifetimes of the LEACH and WEEC protocols.  
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The number of rounds before the first node dies in the LEACH protocol and the WEEC protocol 

is 1087 and 1155 respectively. Nodes begin to die more quickly in the LEACH protocol than the 

WEEC protocol. The number of rounds before the last node dies in the network using the 

LEACH protocol is lower than the number of rounds before the last node dies in the network 

using the WEEC protocol.  The number of rounds completed before the last node dies in LEACH 

and WEEC is 1708 and 1927.  

 

Protocol Round when 

nodes start dying 

Round when all 

nodes are dead 

LEACH 1087 1708 

WEEC 1155 1927 

*The initial energy of all nodes is 0.5 J 

 

 

Figure 4.1: The network lifetime comparison between LEACH and WEEC when the 

base station is located far from the field with nodes’ initial energy of 0.5J 

Table 4.2: The rounds that nodes start dying and all the nodes are 

dead in LEACH and WEEC when base station is far from the field* 
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As explained in section 4.2, the network lifetime, which is defined as the time elapsed until the 

last node dies, is increased by 12%. The percentage differences in the network lifetimes are 

calculated using Equation (4.1): 

                       
              

      
                         (4.1) 

Where        is the number of round that the last node dies in WEEC and         is the number 

of round that the last node dies in the LEACH.  

Figures 4.2 and 4.3 show the number of cluster heads selected in each round for the LEACH and 

WEEC protocols, respectively. The optimal number of cluster heads is set to five for both 

algorithms. Figure 4.2 shows that in some rounds LEACH selects up to twenty five cluster heads, 

which is far from the desired number of cluster heads. However, as shown in Figure (4.3), in the 

WEEC protocol, the maximum number of cluster heads that are selected in a round is six, which 

is closer to the desired number of cluster heads. In other rounds, the selected number of cluster 

heads in WEEC is generally close to five except the last few rounds, when the number of cluster 

heads declines to one. The reason for the decline in the number of cluster heads is that in the last 

rounds the majority of the nodes in the field are dead. 
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Figure 4.2: Number of cluster heads selected in each round of LEACH in experiment 1 when 

bas station is located far from the field with an initial energy of 0.5 J for each node. 

Figure 4.3: Number of cluster heads selected in each round of WEEC in 

experiment 1 when base station is located far from the field with an initial 

energy of 0.5J for each node. 
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According to Figures 4.2 and 4.3, the WEEC protocol is more efficient in clustering since the 

number of clusters created in each round is closer to the desired number of cluster heads. 

 

4.3.2 Experiment 2 

In this experiment, the base station is located far from the field with nodes’ initial energy of 0.25 

J. As presented in Table 4.1, we did our experiments with different initial energies for each node 

to study the influence of each node’s initial energy on the network lifetime. Our intention was to 

ensure that the efficiency of WEEC in compare to LEACH does not depend on the initial energy 

of each node. Figure 4.4 presents the network’s lifetime for the LEACH and WEEC algorithms 

when the initial energy of each node is 0.25 J and the base station is located far from the field at 

(50m, 175m).  

 

 

 

Table 4.3 presents the number of rounds in which the first node starts dying as well as the round 

that the last node died in both algorithms. The number of rounds before the first node dies in the 

Figure 4.4: Comparison of the network’s lifetime between LEACH and 

WEEC in experiment 2 when the base station located is far from the field 

with nodes’ initial energy of 0.25 J. 
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LEACH protocol and the WEEC protocol is 519 and 543 respectively. Nodes begin to die more 

quickly in the LEACH protocol than the WEEC protocol. Note the last node dies at round 856 in 

the LEACH protocol but the round that the last node dies in WEEC is 1024. In this case, the 

network lifetime is increased by 19% based on Equation (4.1). That is, the total number of 

rounds elapsed in the WEEC protocol exceeds the total number of rounds elapsed in the LEACH 

protocol. 

 

 

 

 

Protocol Round when 

nodes start dying 

Round when all 

nodes are dead 

LEACH 519 856 

WEEC 543 1024 

*The initial energy of all nodes is 0.25 J 

 

Figures 4.5 and 4.6 present the number of clusters created in each round in LEACH and WEEC 

respectively.  

 

Table 4.3: The rounds that nodes start dying and all the nodes are 

dead in LEACH and WEEC when base station is far from the 

field* 
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By comparing Figures 4.5 and 4.6, it may be noted that the number of clusters in LEACH 

fluctuates from 1 to 27, which is not desired as the optimal number of cluster heads computed 

prior to the simulation is set to 5 for both protocols. In contrast, the number of clusters in WEEC 

fluctuates between 1 and 6, which is closer to the desired number of cluster heads. 

Figure 4.5: Number of cluster heads selected in each round of LEACH in 

experiment 2 when base station is located far from the field with an initial 

energy of 0.25 J for each node. 

Figure 4.6: Number of cluster heads selected in each round of WEEC in 

experiment 2 when base station is located far from the field with an initial 

energy of 0.25 J for each node. 

 



63 

 

4.4 Experiments and Results for Base Station Located at (50m, 50m) 

4.4.1 Obtaining the Optimum Number of Cluster Heads 

The computation of the optimum number of cluster heads is modified, since the base station in 

experiments 3 and 4 is located inside the field. What follows is an explanation of how we 

calculated the optimum number of cluster heads utilizing the Free Space model. 

As explained in chapter 3, section 3.1.2.2 the formula for finding the optimum number of cluster 

heads when the base station is close or inside the field is calculated as follows: 

     
  

   

 

     
 (4.2) 

The optimum number of cluster heads when the base station is close or inside the field is 

calculated differently from the situation in which the base station is located far from the field. 

We begin experiments 3 and 4 by first studying the significance of the optimum number of 

cluster heads in terms of network lifetime. To study this effect, the base station is situated at 

(50m, 50m) and the optimum number of cluster heads is set to 2, 5, 18 and 19. One hundred 

iterations of the LEACH algorithm are performed and the network lifetimes are compared in 

Figure 4.7.The impact of the optimum number of cluster heads is apparent as the network 

lifetime when the optimum number of cluster heads is set to 19 differs significantly from the 

network lifetime when the optimum number of cluster heads is set to 5 or 2. 
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Since it is known that the number of cluster heads significantly affects the network lifetime, we 

repeat the previous iterations with a narrower range of 2 to 5 for the number of cluster heads. 

The purpose of repeating the previous iterations is to obtain the optimum number of cluster 

heads that maximizes the network lifetime when base station is close to the field. Figure 4.8 

shows lifetime of the network utilizing LEACH where the optimum number of cluster heads is 

varied between 2 and 5. Note that the results in Figure 4.8 are averaged over 10 experiments. We 

reached the conclusion that the optimum number of cluster heads, when the base station is inside 

the field, is between 2 and 5. The network lifetime is maximized when the optimum number of 

cluster heads is set to four or,     =4.   

Figure 4.7: Comparing different values of optimum number of 

cluster heads in LEACH’s network lifetime-In this figure base 

station is inside the field with nodes’ initial energy of 0.5 J. 
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4.4.2 Experiment 3 

In this experiment, the base station is located inside the field with nodes’ initial energy of 0.5 J. 

The base station is located at (50m, 50m), where it is considered close.  

By giving the entire node a specific probability based on their distance to the base station, we 

improve the network lifetime in WEEC when it is compared to LEACH. Figure 4.9 compares the 

network lifetimes of LEACH and WEEC.  

Protocol      Round last node 

dies 

 

LEACH 

2 1671 

3 1686 

4 1726 

5 1716 

Figure 4.8: Calculating the optimum number of cluster heads for 

LEACH when base station is inside the field 

 

Table 4.4: Presents the number of rounds that last node dies with different optimum 

number of cluster heads. Based on the last dead node criteria, it is apparent that the 

optimum number of cluster head is four. 
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As shown in Table (4.5), the number of rounds before the first node dies in the LEACH protocol 

and the WEEC protocol is 1289 and 1263 respectively. Nodes begin to die more quickly in the 

WEEC protocol than the LEACH protocol. However, the number of rounds before the last node 

dies in the network using the LEACH protocol is lower than the number of rounds before the last 

node dies in the network using the WEEC protocol. The number of rounds completed before the 

last node dies in LEACH and WEEC is 1770 and 2165 respectively.  Though the first node dies 

earlier in the case of the WEEC protocol than in the LEACH protocol, the network lifetime is 

increased by 22% based on Equation (4.1). 

 

 

 

 

 

Figure 4.9: Comparison of the network’s lifetime between LEACH and 

WEEC in experiment 3 when the base station is inside the field with nodes’ 

initial energy of 0.5 J. 
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Protocol Round when 

nodes start dying 

Round when all 

nodes are dead 

LEACH 1289 1770 

WEEC 1263 2165 

*The initial energy of all nodes is 0.5 J 

 

By comparing Figures 4.10 and 4.11, it may be noted that the number of clusters in LEACH 

fluctuates from 1 to 57, which is not desired as the optimal number of cluster heads computed 

prior to the simulation is set to 4. In contrast, the number of clusters in WEEC fluctuates between 

1 and 9, which is closer to the desired number of cluster heads and has less fluctuation. This 

deviation from the optimum number of cluster heads in the case of LEACH is also observed in 

Figures 4.5 and 4.6.  

 

 

Table 4.5: The rounds that nodes start dying and all the nodes 

are dead in LEACH and WEEC when base station is located 

inside the field* 

Figure 4.10: Number of cluster heads selected in each round of LEACH 

when the base station is inside the field with initial energy of 0.5 J for each 

node. 
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4.4.3 Experiment 4 

In this experiment, the base station is located inside the field with nodes’ initial energy of 0.25 J. 

Figure 4.12 compares the network lifetimes of LEACH and WEEC. 

 

 

 

Figure 4.11: Number of cluster heads selected in each round of WEEC 

when base station is inside the field with initial energy of 0.5 J for each 

node. 

Figure 4.12: Comparison of the network’s lifetime between LEACH and WEEC 

in experiment 4 when the base station is located inside the field with nodes’ 

initial energy of 0.25 J. 
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As shown in Table (4.6), the number of rounds before the first node dies in the LEACH protocol 

and the WEEC protocol is 627 and 602 respectively. Nodes begin to die more quickly in the 

WEEC protocol than the LEACH protocol. However, the number of rounds before the last node 

dies in the network using the LEACH protocol is lower than the number of rounds before the last 

node dies in the network using the WEEC protocol. The number of rounds completed before the 

last node dies in LEACH and WEEC is 890 and 1107 respectively.  Though the first node dies 

earlier in the case of the WEEC protocol than in the LEACH protocol, the network lifetime is 

increased by 24% based on Equation (4.1). 

 

 

 

 

Protocol Round when nodes 

start dying 

Round when all 

nodes are dead 

LEACH 627 890 

WEEC 602 1107 

*The initial energy of all nodes is 0.25 J 

 

By comparing Figures 4.13 and 4.14, it may be noted that the number of clusters in LEACH 

fluctuates from 1 to 62, which is not desired as the optimal number of cluster heads computed 

prior to the simulation is set to 4. In contrast, the number of clusters in WEEC fluctuates between 

1 and 9, which is near the desired number of cluster heads. This deviation from the optimum 

number of cluster heads in the case of LEACH is also observed in Figures 4.5 and 4.6. 

Table 4.6: The rounds that nodes start dying and all the nodes 

are dead in LEACH and WEEC when base station is located 

inside the field* 
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Figure 4.13: Number of cluster heads selected in each round of 

LEACH when the base station is inside the field with initial energy of 

0.25 J for each node. 

Figure 4.14: Number of cluster heads selected in each round of WEEC 

when the base station is inside the field with initial energy of 0.25 J for 

each node. 
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4.5 Visualization 

The visualization is created by mapping accumulated the data collected during simulation to 

attributes of 3D objects in the Maya 2012 software [54]. Mapping between raw data and visual 

entities in Maya is made possible by a translation script developed in Python language. Each 

record of data, which is the residual energy of nodes, is marked by keyframes in the animated 3D 

scene. The 3D objects available through the Maya API provide a useful and natural means of 

visualizing textual data with 3D graphics. 

In the visualization, node energy levels are displayed as elongated cubes. The heights and 

colours of the cubes are mapped to the energy level of a particular node. The colour ranges from 

green to red, which indicates the energy level from highest to lowest, respectively. When nodes 

die due to battery depletion, the cubes disappear from the field.  

Figure 4.15 displays two fields of 10 000m
2
 each, with four nodes scattered in each field. The 

data visualized in this visualization is based on parameters used in Experiment 4, explained in 

section 4.4.4. The left side of the figure displays the status of 4 nodes in round 1 using the 

LEACH protocol. The status of 4 nodes in round 1 utilizing the WEEC protocol is displayed on 

right side of Figure 4.15. The residual energy, in Joules, is shown by the number on top of each 

cube. The numbers shown at the bottom of each cube identify the particular node by an integer 

and also indicate the coordinates of each node in the field. The maximum energy level is set to 

0.25J. The green colour and the near-maximum height of each cube for both protocols indicate 

that the energy level of each node in the field is approximately full. 
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Following the simulation of 450 rounds, the energy levels of all nodes are reduced in both 

algorithms. The fields are presented for the LEACH and WEEC algorithms in Figure 4.16 when 

the energy levels of all the nodes have been reduced after 450 rounds. The LEACH and WEEC 

algorithms are displayed on the left and right, respectively. 

Similar patterns may be observed for both algorithms. Note that the bright green colours of each 

cube at the beginning of the simulation have now transitioned to various shades of orange and 

yellow. The heights of each cube are also shorter when compared to the heights of the cubes at 

the beginning of the simulation. 

Slight differences are observed in energy levels between the two algorithms. The energy levels 

of nodes using the WEEC protocol, displayed on the right, are slightly higher than the energy 

levels of nodes using the LEACH protocol that is displayed on the left. This indicates that the 

energy levels of the nodes have decreased more quickly using the LEACH algorithm than when 

the WEEC algorithm is used. 

Figure 4.15: Perspective view of two fields in round 1.  
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Figure 4.17 presents the energy levels of surviving nodes after 890 rounds of simulation using 

the LEACH (left) and WEEC (right) algorithms. 

In the case of the LEACH algorithm displayed on the left of Figure 4.17, nodes 1, 2 and 4 died 

and thus their energy levels are no longer visible. Node 4 in the LEACH algorithm is nearly dead 

with only 0.0009J of battery life remaining. 

In contrast, the energy levels of nodes using the WEEC algorithm are displayed on the right of 

Figure 4.17. Note that energy level of only one node, node 3, was completely exhausted. Nodes 

1, 2 and 4 have energy remaining, thereby supporting the case that using the WEEC algorithm 

results in an extended network lifetime. 

Figure 4.16: Perspective view of two fields in round 450. 
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Another feature of the visualization tool is visualizing the clustering formation of the field as 

shown in Figure 4.18.  

 

 

Figure 4.17: Perspective view of two fields in round 890. 

Figure 4.18: The perspective view of the 

clustering model. 
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In Figure 4.18, the cluster heads are shown by black cubes and all the non-cluster head nodes 

belong to each cluster are shown by the same colour but nodes belong to different cluster are 

represented by different colours. Therefore, the numbers of colours represents the number of 

clusters and show the cluster formation in each round. The data being used in this visualization is 

the simulated data from LEACH. In Figure 4.18, there are three clusters formed in the field 

showing with different colours (red, blue and green) in round 25. 

4.6 Summary 

In this chapter, by altering the LEACH algorithm, simulation results for a new clustering method 

are presented. By precisely analyzing the formula for obtaining the optimum number of cluster 

heads, we come up with a more effective algorithm for clustering in WSNs. Simulation results 

support that the network lifetime in WEEC exceeds the network lifetime in LEACH. Although 

WEEC improved network lifetime by up to 24% in some experiments, it is more useful when 

there are even small feedback about the situation of the field is needed since there are few nodes 

alive during the last rounds in the network. The new method for visualizing the nodes’ energy 

levels in the field using the software Maya is also represented.  
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CHAPTER 5 

CONCLUSIONS 

 

A major challenge in designing an efficient protocol for wireless sensor networks is maximizing 

network lifetime. Clustering has been considered one of the most viable methods for addressing 

the challenge of maximizing network lifetime. In this thesis we proposed a novel weighted 

clustering method for energy efficient data transfer in wireless sensor networks.  Our protocol 

outperforms LEACH by assigning a probability value to each node during the cluster head 

selection phase. In other words, the cluster definition algorithm in LEACH is modified to 

account for the distance between the nodes and the base station. The cluster sizes are adjusted 

using the analytical derivation of ―optimum number of clusters ―explained in the LEACH 

protocol. The cluster head selection mechanism in the LEACH protocol results in a great degree 

of variability in the number of cluster heads. In the WEEC protocol by considering the distance 

of the nodes to the base station as an important factor in cluster head selection, we reduced the 

variation in the number of cluster heads and maintained the actual number of clusters close to the 

optimum number of cluster heads. The consequence of sustaining the actual number of cluster 

heads close to the optimum value is prolonged network lifetime, since less energy is dissipated in 

each round.  

The restriction for placing the base station in a specific location is relaxed in our work. The 

WEEC protocol supports the placement of the base station in any location.   

The simulation model is designed with a fixed number of nodes uniformly distributed in a square 

field. Simulation results, presented in Chapter 4, show that WEEC outperformed LEACH in 
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regards to network lifetime in all the experiments. For example, in Experiment 3, explained in 

chapter 4, section 4.4.2, the network lifetime increased by 22% on average. In the same 

Experiment, the number of cluster heads selected in the LEACH protocol varies between 1 and 

57, while the variation in the number of cluster heads in the WEEC protocol is between 1 and 9.  

However, WEEC is more suitable for applications in which even small amount of knowledge 

from the field is crucial. For example in Experiments 3 and 4, although the network lifetime 

improved by 22% and 24% respectively, LEACH is able to keep more nodes alive during the last 

rounds of the simulation in comparison to WEEC. Therefore, when the target of the application 

is having more areas covered by sensor nodes, LEACH would be more efficient. In contrast, in 

applications where obtaining data from small areas of the field is considered important, WEEC 

would be more efficient.  

A new visualization method is also introduced in this thesis. The main reason of the visualization 

described in this thesis is to visualize the residual energy data of WSNs. Therefore, users are able 

to easily understand the energy level of the nodes in the field.  This visualization tool reads the 

energy levels of nodes as well as their location from the collected simulation data and presents 

the energy level of each node at each round of simulation. The energy levels are represented by 

the colour and size of cubes in 3D scene. Moreover, to make the visualization tool easier to 

understand the number of rounds and the residual energy data of each round are also displayed in 

the viewing window.   

5.1 Future work  

One possibility for improving the current algorithm is to consider the residual energy of each 

node during the cluster head selection phase. During the cluster head selection phase, if we 



78 

 

reduce the probability of nodes with less residual energy the energy distribution in the network 

would be more balanced. Another work that could be done in order to prolong network lifetime 

is to consider residual energy while selecting cluster heads and increase the probability of the 

nodes which have more energy level.  

A further consideration would potentially also account for the mobility of the sensor nodes. 

Moreover, some other scenarios such as reformation of clusters after death of a node or entry of a 

new node to the system could be considered in the future work. 
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APPENDIX I. 

 

Experiment 1. 

LEACH - 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used in Figure 4.1 by red line.  

 

Number of Nodes Alive for random rounds in 10 experiments in LEACH 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

1221 96 85 89 79 92 78 87 71 85 91 85 

1299 75 61 69 56 69 52 66 60 70 69 65 

1397 48 37 43 35 46 35 47 42 46 46 43 

1488 21 25 17 22 24 23 19 24 17 22 21 
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WEEC- 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used in Figure 4.1 by black line. 

 

Number of Nodes Alive for random rounds in 10 experiments in WEEC 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

1300 94 83 87 78 93 76 88 82 87 90 86 

1397 70 49 57 48 69 50 60 51 58 70 58 

1488 40 29 34 31 33 24 27 26 35 45 32 

1600 13 11 8 14 12 10 8 8 7 13 10 
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Experiment 2.  

LEACH- 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used in Figure 4.4 by red line. 

 

Number of Nodes Alive for random rounds in 10 experiments in LEACH 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

600 94 90 87 95 89 86 87 89 76 89 88 

670 49 60 48 60 62 57 62 59 49 61 57 

710 34 43 32 36 40 36 37 39 38 39 37 

760 25 19 19 19 18 5 16 17 23 14 18 
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WEEC- 10 Experiments shown by green lines and the average is shown by a black line.  The 

average is used in Figure 4.4 by black line. 

 

 

 

Number of Nodes Alive for random rounds in 10 experiments in WEEC 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

600 96 98 88 96 97 95 94 98 88 96 95 

690 58 67 58 66 66 60 70 70 57 68 64 

740 38 35 33 38 33 32 37 42 34 45 37 

800 19 12 14 9 13 11 15 8 11 12 12 

 

 

Experiment 3.  

 

LEACH - 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used in Figure 4.9 by red line. 
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Number of Nodes Alive for random rounds in 10 experiments in LEACH 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

1484 75 77 77 73 77 70 72 76 76 74 75 

1557 54 48 50 46 56 57 56 56 60 53 54 

1607 42 29 34 23 36 44 37 34 49 38 37 

1652 21 17 15 11 21 23 17 15 33 20 19 

 

WEEC - 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used in Figure 4.9 by black line. 
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Number of Nodes Alive for random rounds in 10 experiments in WEEC 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

1484 64 59 61 53 73 69 58 61 69 64 63 

1541 43 36 40 36 43 51 32 39 45 37 40 

1607 18 15 17 12 17 24 15 16 25 17 18 

1726 6 4 5 3 2 7 6 5 3 5 5 
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Experiment 4.  

 

LEACH - 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used in Figure 4.12 by red line. 

 

Number of Nodes Alive for random rounds in 10 experiments in LEACH 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

727 82 83 80 80 79 83 81 86 78 80 81 

769 61 62 53 63 58 63 61 60 62 62 61 

800 48 38 39 49 41 42 46 35 41 50 43 

828 26 20 17 28 25 26 27 12 22 33 24 
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LEACH - 10 Experiments shown by green lines and the average is shown by a black line. The 

average is used by Figure 4.12 by black line. 

 

Number of Nodes Alive for random rounds in 10 experiments in WEEC 

Round E1 E2 E3 E4 E5 E6 E7 E8 E9 E10      

727 73 76 71 70 70 73 71 72 68 69 71 

769 43 48 38 48 48 43 49 46 46 49 46 

800 25 31 25 32 32 27 35 22 31 31 29 

860 6 10 4 8 11 8 11 5 5 6 7 
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