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Abstract 

Optimal Capacity and Flow Assignment for Self-Healing ATM Networks Based on Path 

Restoration: Nonlinear Models 

© Faria Khandaker, 2012 

Master of Science 

Computer Science 

Ryerson University 

This thesis addresses the design of self-healing Asynchronous Transfer Mode (ATM) 

networks which is a special aspect of a more general problem, referred to as capacity and flow 

assignment (CFA) problem in self-healing ATM networks. We have proposed two nonlinear 

mathematical models for global reconfiguration strategy and failure-oriented reconfiguration 

strategy in our thesis. Our restoration strategies aim to minimize the capacity installation cost 

and the routing cost when a single link failure occurs in the network. A special case of the 

augmented Lagrangian method so-called Separable Augmented Lagrangian Algorithm (SALA) is 

proposed for solving the proposed nonlinear mathematical models. Numerical results are 

presented comparing the two restoration strategies in terms of five performance metrics which 

are capacity installation cost, total required capacity, routing cost, total network cost and required 

CPU time for convergence of the algorithms. Our results show that the global reconfiguration 

strategy has always performed better than the failure-oriented reconfiguration strategy for all the 

network scenarios, topologies and bandwidth requirements.  
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Chapter 1 

Introduction 

1.1 Context of Our Study 

This thesis deals with the design of a self-healing Asynchronous Transfer Mode (ATM) 

network which is a special aspect of a more general problem, referred to as capacity and flow 

assignment (CFA) problem in self-healing ATM networks. We have proposed, implemented, and 

evaluated two nonlinear restoration strategies, namely global reconfiguration strategy and 

failure-oriented reconfiguration strategy for designing a self-healing ATM network. The main 

objective of our proposals is to minimize the total network cost while fulfilling all traffic 

constraints when a single link failure occurs in the network. 

In today’s society, business, political, and social activities happen in a fast manner. 

Information needs to be sent across different parties of these activities almost instantly. In view 

of this, the ATM network has played a major role in both local area networks (LANs) and wide 

area networks (WANs). This is because ATM network outshines older generation network 

technologies by being able to provide larger bandwidth, different quality of services (QoS), 

guaranteed throughputs, as well as bounded delays for different kinds of traffic, including data, 

voice, video and even mixtures of these. These points make the ATM one of the best 

communication technologies for certain types of telecommunication applications in today’s 

world. However, the more heavily a network is relied on, the more disastrous it becomes if 

failures happen to it [1]. So, it is very crucial to design survivable ATM networks. 
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 Network survivability has become a critical issue in telecommunication networks due to 

increasing societal dependence on communication systems and the growing importance of 

information. Fast restoration from a network failure has been recognized as a key ingredient in 

realizing survivable networks in emerging high-speed ATM environments [2]. Different network 

survivability techniques have been proposed to guarantee seamless communication services for 

ATM networks when a failure occurs in the network. ATM networks with fault tolerance 

capability are called “self-healing ATM networks” [3].   

In case of network survivability, the design of self-healing ATM networks is a well 

known problem named as the capacity and flow assignment (CFA) problem [3]. When the 

network topology and traffic demands of the network are known, the CFA problem consists of 

determining the optimal capacity and optimal traffic flow with minimal cost that meet the traffic 

demands even if a failure occurs in the network. Our research focuses on the CFA problem of 

ATM networks and proposes two restoration strategies for designing self-healing ATM 

networks. 

1.2 Motivation  

 In the literature of network survivability, a lot of attention has been paid in the design of 

self-healing ATM networks. But this is often formulated as a linear multicommodity flow 

problem [3-5]. To the best of our knowledge, only few research works have treated the design of 

self-healing ATM networks as a nonlinear multicommodity flow problem.  

The nonlinearity property comes from the objective function of the self-healing network 

design.  The linear objective function of the self-healing ATM network design aims to minimize 

only the spare capacity installation cost where the working capacity of the network is fixed. But 
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our motivation is to minimize the total network cost, here considered as the aggregation of the 

capacity installation cost and routing cost. Routing cost is a very important quality of service 

(QoS) criterion in self-healing network design. The linear multicommodity flow problem is 

much easier to solve than the nonlinear case. In this thesis, we have taken the challenge to 

address the CFA problem as a nonlinear programming model; introducing a novel Lagrangian 

based approach, so-called Separable Augmented Lagrangian Algorithm (SALA) for solving it.  

1.3 Research Problem 

Our research addresses the design of self-healing ATM networks under the path 

restoration strategy. We have proposed nonlinear mathematical models for path restoration 

strategy for self-healing ATM networks. The proposed mathematical models can be considered as 

a special case of the CFA problem taking into account the restoration strategies. More precisely, 

our research objective is to propose and implement a global reconfiguration strategy and a 

failure-oriented reconfiguration strategy for self-healing ATM networks assuming the network 

topology and the traffic demands of the network are given.  

1.4 Objectives of the Thesis  

The objectives of this thesis can be summarized as follows: 

1. Formulating the CFA problem as a nonlinear programming model using global reconfiguration 

strategy and failure-oriented reconfiguration strategy. 

2. Proposing a special case of the augmented Lagrangian approach called Separable Augmented 

Lagrangian Algorithm (SALA) for solving the above mentioned nonlinear programming 

problems. 
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3. Comparing the global reconfiguration strategy and the failure-oriented reconfiguration 

strategy quantitatively in terms of several performance metrics.  

1.5 Research Scope 

In telecommunication networks, the probability of two network components failing 

simultaneously is very small; designing a network protected against single component failure is 

considered satisfactory [6]. Hence, our proposed global and failure-oriented reconfiguration 

strategies reroute all affected traffics of the ATM network when a single link failure occurs in the 

network and the network topology and traffic demands of the network are known in advance. 

The case of node failure (i.e. simultaneous failures of all links in and out of a node) and the case 

of capacity modularity are not treated in this thesis, thus are left as future work.  

1.6 Organization of the Thesis 

This thesis is organized as follows: 

Chapter 2 discusses some basics of ATM networks, the importance of ATM networks, 

survivable networks and network restoration strategies. It also covers some basics of 

mathematical optimization as used in the context of this thesis. Moreover, previous research 

works related to our research problem are also discussed. 

Chapter 3 describes our proposed mathematical models for the CFA problem and the 

proposed solution approaches for solving them. 
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Chapter 4 is devoted to the performance evaluation of our solution approaches. The 

global and failure-oriented reconfiguration strategies are compared based on predefined 

performance metrics. 

Chapter 5 summarizes the overall contributions of our thesis while discussing possible  

future res earch directions. 
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Chapter 2 

Background and Literature Review 

In this chapter, some basic terminologies of our thesis are presented, which include: basic 

features of Asynchronous Transfer Mode (ATM) network, architecture of ATM network, routing 

in ATM network, ATM layers, self-healing network, network restorations, restoration schemes 

and mathematical optimization concepts. Some previous research works related to our research 

field are also discussed.  

2.1 Background 

2.1.1 Asynchronous Transfer Mode Protocol 

ATM is a cell relay protocol, adopted by the ITU-T. ATM is a technology that provides a 

single platform for the transmission of voice, video and data at specified quality of service and 

speed. Some of the basic features of ATM are described as follows. 

 The basic unit of data in ATM network is a cell. A cell is only 53 bytes long with 5 bytes 

allocated to header and 48 bytes carry payload [7] as shown in Figure 2.1.     

 
Figure 2.1: An ATM cell [7] 
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 The header of the ATM cell is occupied by the virtual path identifier (VPI) and the virtual 

circuit identifier (VCI) that define the virtual connection through which a cell should travel from 

an endpoint to a switch or from a switch to another switch. 

 ATM uses asynchronous time division multiplexing as illustrated in Figure 2.2 to 

multiplex the cells coming from different channels. ATM uses fixed size slots and ATM 

multiplexers fill a slot with a cell from any input channel that has a cell; the slot is empty if none 

of the channels has a cell to send. 

 

Figure 2.2: ATM Multiplexing [7] 

 ATM is a connection-oriented technology. Connection between two endpoints is 

accomplished through transmission paths (TPs), virtual paths (VPs), and virtual circuits (VCs). A 

transmission path (TP) is the physical connection (wire, cable, satellite, etc) between an endpoint 

and a switch or between two switches.  

 A transmission path is divided into several paths as shown in Figure 2.3. A virtual path 

(VP) provides a connection or a set of connections between two switches. ATM network is based 

on virtual circuits (VCs). All cells belonging to a single message follow the same virtual circuit 

and remain in their original order until they reach their destination.  

 

Figure 2.3: Relationship among the Transmission path, Virtual paths and Virtual circuits [7] 
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 In ATM network, to route data from one endpoint to another, a virtual connection is 

defined by a pair of numbers: the virtual Path Identifier (VPI) and the virtual Circuit Identifier 

(VCI). The VPI defines the specific virtual path (VP), and the VCI defines a particular virtual 

circuit (VC) inside the VP. The VPI is the same for all virtual connections that are bundled into 

one VP as illustrated in Figure 2.4. 

 

Figure 2.4: Connection identifiers in a Virtual Circuit of ATM network [7] 

 One of the unique capabilities of ATM technology is its ability to provide Quality of 

Service (QoS). The QoS of an ATM connection refers to limiting the cell loss, transit delay, and 

delay variation induced by the ATM network in transmitting the cells of that connection. In 

simple terms, guaranteeing the QoS is to ensure that a connection gets what it requires in terms 

of network resources.  

2.1.1.1 ATM Network Architecture 

 ATM is a cell-switched network. The user access devices, called endpoints, are 

connected through a user-to- network interface (UNI) to the switches inside the network. The 

switches are connected through network-to-network interfaces (NNIs) as shown in Figure 2.5. 
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Figure 2.5: Architecture of an ATM network [7] 

 The ATM standard defines three layers: Application Adaptation Layer (AAL), ATM 

layer, and physical layer as shown in Figure 2.6. 

 

Figure 2.6: ATM layers [7] 

 Physical layer: 

ATM cells can be carried by any physical layer carrier. The original design of ATM is 

based on Synchronous Optical Network (SONET) as the physical layer carrier because of the 

high data rate of SONET and the clear definitions of the boundaries of cells in SONET. But 
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ATM does not limit the physical layer to SONET, other technologies, even wireless, may be 

used.  

 ATM layer 

 The ATM layer provides routing, traffic management, switching, and multiplexing 

services. It process outgoing traffic by accepting 48-byte segments from the AAL sublayers and 

transforming them into 53-byte cells by adding of a 5-byte header. 

 Application Adaptation Layer (AAL) 

 The AAL is designed basically to enable two ATM concepts which are: AAL segments 

the data from upper layer into 48-byte data units to be carried by a cell at the source and 

reassembles these segments at the destination to recreate the original payload by its segmentation 

and reassembly (SAR) sublayer. Before data are segmented by SAR, they must be prepared to 

guarantee the integrity of the data. This is done by a sublayer in AAL called the convergence 

sublayer (CS). ATM defines four versions of the AAL: 

 AAL1, which supports applications that transfer information at constant bit rates such as 

video and voice. 

 AAL2, which supports low bit rate traffic and short-frame traffic such as audio (example- 

mobile phone). 

 AAL3/4, which supports connection-oriented and connectionless data. It provides 

comprehensive sequencing and error control mechanisms. 

 AAL5, which supports applications that do not need comprehensive error control 

mechanisms.  
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2.1.1.2 Routing in ATM Network 

 ATM uses switches to route the cell from a source endpoint to the destination endpoint. A 

switch routes the cell using both the VPIs and the VCIs as illustrated in Figure 2.7. 

 

Figure 2.7: Routing in ATM network with a switch [7] 

 In Figure 2.7, a cell with a VPI of 153 and VCI 67 arrives at switch interface (port) 1. 

The switch checks its switching table, which stores six pieces of information per row: arrival 

interface number, incoming VPI, incoming VCI, corresponding outgoing interface number, the 

new VPI, and the new VCI. The switch finds the entry with the interface 1, VPI 153, and VCI 67 

and discovers that the combination corresponds to output interface 3, VPI 140, and VCI 92. It 

changes the VPI and VCI in the header to 140 and 92, respectively, and sends the cell out 

through interface 3.   

2.1.1.3 Current Transport Control Plane 

The vision of designing a network with an integrated view of all the reliability 

mechanisms embedded was a big challenge from an implementation view point up to recent 

time. This situation has changed since the Internet Engineering Task Force (IETF) has 

introduced the Generalized Multiprotocol Level Switching (GMPLS) technology. In the current 
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overlay transport networks, IP/ATM/SONET, each layer manages its own control plane which 

can imitate restoration independently of what happens in other layers. With the advent of 

GMPLS, a new unified control plane and signalling functions is introduced, which is used for the 

design of all of the above transport networks including next generation networks. As such, the 

already installed ATM core resource management features must be reused as a particular 

implementation of GMPLS, either directly or with some adaptations. Among such transferable 

research works are studies related to the problem of capacity allocation and flow assignment in 

self-healing ATM networks [8]. In our thesis, we aim to address this problem by proposing and 

implementing two mathematical models. 

2.1.2 Self-Healing Networks 

 Networks with fault tolerant capability are called self-healing networks. Self-healing or 

survivable network design refers to the incorporation of survivability strategies into the network 

design phase in order to mitigate the impact of a set of specific failure scenarios [4]. Capacity 

assignment is the major component in dimensioning a self-healing network when the network 

topology is given because sufficient redundant capacity must be preallocated in the network to 

quickly restore affected traffic via traffic rerouting upon network failure. In our thesis, we 

optimize the capacity and flow assignment for designing a self-healing ATM network while 

minimizing the network cost and fulfilling all traffic constraints.   

2.1.3 Network Restoration 

Traditional network survivability techniques have two aspects, survivable network design 

and network restoration [9]. These two phases are complementary to each other and cooperate to 

achieve seamless service upon failures. In network restoration, affected traffic demands are 
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rerouted upon failure to backup paths that have enough spare capacity provisioned in the self-

healing network design phase.  

Restoration schemes used in self-healing networks can in general be classified into two 

categories: preplanned restoration scheme and reactive restoration scheme.  

In preplanned restoration scheme, all restoration routes with sufficient bandwidth are 

precomputed. In case of a failure, a node responsible for restoring the affected traffic simply 

activates the restoration routes and reroutes the affected traffic. Preplanned restoration can be 

used in the network environment where traffic patterns do not change frequently [3].  

 A reactive restoration scheme is a scheme that starts to search for alternate route with 

sufficient spare capacity after failure occurs by broadcasting restoration messages. So, in this 

case, the restoration routes are established immediately after the failure occurs in the network. 

Reactive restoration scheme is more suitable for networks with rapid change of traffic patterns. 

This restoration scheme requires little knowledge about current status of the network [3]. 

 Compared to reactive restoration scheme where no spare capacity is preallocated before 

failure, pre-planning spare capacity not only guarantees service restoration, but also minimizes 

the duration and range of the failure impact. In packet-switched networks such as ATM, such 

service guarantees are especially important because backlog traffic accumulated during the 

failure restoration phase might introduce significant congestion [10], [11]. Preplanning spare 

capacity can mitigate or even avoid this congestion. On the other hand, reserving additional spare 

capacity increases the network redundancy in preplanned restoration scheme and preplanned 

restoration scheme is less flexible in handling unpredicted failure scenarios [4]. We should 

mention here that our proposed preplanned restoration strategies aim at providing a cost-effective 

capacity reservation at a 100% restoration level for a self-healing ATM network.  
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 Depending on the location where traffic rerouting is performed, the restoration strategies 

in preplanned restoration scheme can be categorized into two classes: path restoration and link 

restoration strategies. More specifically, as our research scope is the path restoration strategy 

only, we have defined the path restoration strategy in detailed. 

2.1.3.1 Link Restoration 

 The link restoration strategy is a local restoration scheme where the end nodes of the 

failed link make decision to reroute the affected traffic. By link failure, we mean all 

communication capacities between the two end nodes directly connected by the failed link are 

completely lost [3].  

 

 

  

 

          

 

Figure 2.8: Link Restoration Strategy 

 In Figure 2.8, the link between the node 2 and node 3 has been affected for the failure. 

For the failure recovery, the end nodes of the failed link i.e. node 2 and node 3 have rerouted the 

affected traffic through 2-4-5-3.  
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2.1.3.2 Path Restoration 

 A path restoration strategy consists to setup backup paths between origin and destination 

nodes of the failed path when a failure occurs in the network. In this restoration scheme, the 

origin and destination nodes of the failed path make decision to reroute the affected traffic flow 

on the appropriate backup path [3]. The following Figure 2.9 depicts the path restoration 

strategy. 

 

 

 

 

 

 

 

Figure 2.9: Path Restoration Strategy 

 In Figure 2.9, the path between the origin node 1 and destination node 6 i.e. 1-2-3-6 has 

been affected for the failure of the link between node 2 and node 3. For the failure recovery, the 

origin node 1 and destination node 6 have rerouted the affected traffic through the alternate 

backup path 1-4-5-6. This is an example of path restoration strategy where the backup path is 

constructed between the origin and destination nodes of the affected original path. 
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Path restoration strategy can further be classified into: Global reconfiguration and 

Failure-oriented reconfiguration strategies.  

 In global reconfiguration strategy, in case of failure, all traffic flows, affected and 

unaffected, are reconfigured so that the restoration ratio is guaranteed but the total 

network cost is minimized [3]. In other words, in global reconfiguration strategy, the 

whole layout of the working paths (affected and unaffected) may be rearranged to 

overcome a failed link or node. 

 In the failure-oriented reconfiguration strategy, only the affected traffic flows are 

rerouted at failure events. Unaffected traffic flows remain unchanged.  

The categories of the restoration scheme can be summarized as shown in Figure 2.10. 

 

 

 

 

 

 

 

 

Figure 2.10: Categories of Restoration Schemes for a self-healing network 
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We should mention here that two nonlinear mathematical models for the global and 

failure-oriented reconfiguration strategies have been proposed in this thesis for designing a self-

healing ATM network. The details of our proposed strategies are discussed in chapter 3. 

2.1.4 Mathematical Optimization Techniques 

 Mathematical optimization (also called mathematical programming) is a field in applied 

mathematics. The aim of mathematical optimization is to find a minimum or a maximum of a 

given function. Optimization plays an important role in many branches of science and 

applications such as network analysis, economics, optimal design of mechanical systems, etc.  

Mathematical models of optimization can be generally represented by a set of constraints  

X  and a cost function ݂ that maps the elements of X into real numbers. The set X consists of    

decision variables x . The general form of an optimization problem can be written as follows: 

  )(min: xfP               (2.1) 

..ts  

0)( xg  

where )(xf is called the objective function, )(xg defines the constraints of the problem 

)(P  and x is a vector in Թ n .  In fact, we want to find an optimal decision variable i.e., Xx *

such that Xxxfxf  ),()( * .  

2.1.4.1 Linear Optimization Problems 

When the objective function in (2.1) and the constraint are linear, the optimization 

problem is called linear optimization problem. If the variables of the objective function and the 

constraints are integers, the problem is called linear Integer problem. The optimization problem 
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is called mixed linear integer problem when some of the variables of the objective function are 

integers and the others are continuous. 

2.1.4.2 Nonlinear Optimization Problems 

When the objective function and/or the constraint of problem )(P  in (2.1) are nonlinear, 

the optimization problem is called a nonlinear optimization problem. In the nonlinear 

optimization problem, the variables of the objective function can also be integer and in that case 

the problem is called a nonlinear integer optimization problem. The optimization problem is 

called a mixed integer nonlinear optimization problem, when the variables can be both integer 

and continuous.  

A variable ݔ which verifies the constraints (i.e. such that 0)( xg  in (2.1)) is called a 

feasible solution. A feasible set is the set of all feasible solutions for an optimization problem.  

2.1.4.3 Unconstrained Nonlinear Optimization Problems 

An optimization problem such as problem )(P in (2.1), but without the mathematical 

constraints is called unconstrained optimization problem. There are several efficient methods for 

solving unconstrained nonlinear optimization problems.  

 Suppose we want to solve the following unconstrained optimization problem 

where the problem is named as problem )( 1P  such as: )(min xf  where x  Թ 

and )(xf is twice differentiable. The numerical iterative methods for solving the problem )( 1P  

aim to find the optimal value כݔ and are known as gradient methods. These methods basically 

work as follows: 
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Steps of solving Unconstrained Optimization Problem 

Step 1:  All the necessary parameters are initialized as follows:       

0 ,  0x
 
and 0t . Here, ߝ is chosen as a very small value, 0x  is the initial value of the 

decision variable. 

 Step 2: If    txf  and )(2
txf is positive definite, then stop. Here, tx  is the vector norm 

of x . Else go to Step 3. 

Step 3:   Calculate tttt dxx 1   and 1 tt   and go back to Step 2. 

 In this step, td  is a descent direction because it decreases the value of the objective 

function. Several descent directions are proposed and each of them corresponds to specific 

method with different convergence rate (so-called speed of convergence). When ),( tt xfd 

the method is called steepest descent method. When ),()]([ 12
ttt xfxfd   the gradient 

method is called Newton method. Sometimes,  txf2  is not positive defined or does not exist. 

In that case, td  is not a descent direction and  txf2  is modified with a definite positive 

matrix. This involves a modified Newton method.  

 t  in the step 3, is called the step size in the descent direction and several methods are 

used to find a suitable step size in the descent direction such as the Armijo method. The 

convergence analysis [12] shows that the rate of convergence is not the same for all gradient 

methods. The Newton method is the fastest among all methods [12] and several modifications of 

this method are proposed in the literature for the speed of convergence. But the drawback of the 

Newton method is its local convergence. In this thesis, we use both the modified Newton method 

and the Armijo method. 
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2.1.4.4 Constrained Nonlinear Optimization Problems 

In a constrained optimization problem, both the objective function and the constraint are 

differentiable. The resolution of the optimization problem becomes much more difficult because 

of the presence of constraints. For solving constrained nonlinear optimization problems, usually 

Penalty methods, Lagrangian methods or Augmented Lagrangian methods are used where the 

constrained optimization problems are converted to unconstrained problems. As our proposed 

restoration strategies deal with a constrained nonlinear optimization problem, a description of the 

basics of Penalty methods, Lagrangian methods and Augmented Lagrangian methods follows. 

These methods in fact convert the constrained optimization problem into an unconstrained 

optimization problem and then solve it indirectly that way. 

2.1.4.5 Penalty Methods   

 The basic idea of penalty methods is to eliminate the constraints of the optimization 

problem by adding them with the objective function via the use of penalty parameters that 

penalize any violation of the constraints. In penalty methods, the penalty parameters determine 

the severity of the penalty and as a consequence, the extent to which the resulting unconstrained 

problem approximates the original constrained problem. As penalty parameters take higher 

values, the approximation becomes increasingly accurate [12]. 

 There are several penalty methods proposed in the literature. Only one of the penalty 

methods called exact penalty method is defined in the following. 

In the exact penalty method, the optimization problem )(P  in (2.1) is transformed to an 

equivalent problem as follows:  
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  2
)(

2
min t

t
t xgxf


 where x Թ                                                                                          (2.2) 

 In (2.2), t is a penalty parameter. The sequence of  t  converges to infinity when t .  

When t , this situation enforces the solution of the optimization problem to be feasible.  

For solving the problem described in (2.2), any unconstrained optimization method can 

be used. Typically, the solution steps of the unconstrained problem are as follows: 

Penalty Methods 

Step 1:  The parameters are chosen as 00 
 
and .0t  

Step 2: The Equation (2.2) i.e.    2
)(

2
min t

t
t xgxf


 is solved with an unconstrained method. 

Then Step 3 is executed. 

 Step 3:  If the solution achieved from Step 2 is optimal, then the process stops. Otherwise it goes 

to Step 4. 

Step 4: The penalty parameter  t  is updated and the process is repeated starting from Step 2. 

The penalty parameter t  is chosen in a way so that it converges to infinity, when t

Updating of the penalty parameter can be done in several ways, such as tt  1   where .1  

2.1.4.6 Lagrangian Method 

 In Lagrangian method [12], the nonlinear constrained optimization problem )(P  

described in (2.1) is replaced by the following unconstrained optimization problem as follows:  

   ttt xguxf min where   x  Թ               (2.3) 
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 In (2.3), tu  is a sequence called Lagrange multipliers or dual variables and  

   ttt xguxf   is called the Lagrangian function. 

Typically, the Lagrangian method works as follows: 

Lagrangian Algorithm 

Step 1:  Initialize 0u  and set 0t .  

Step 2: The unconstrained problem    ttt xguxf min  is solved using an unconstrained 

method. 

Step 3:  If the solution achieved from Step 2 is optimal, then the method is stopped. Otherwise, 

go to Step 4. 

Step 4:  The Lagrange multiplier tu  is updated and the method is repeated starting form Step 2. 

2.1.4.7 Augmented Lagrangian Methods 

 Augmented Lagrangian methods [12] are also referred to as multipliers methods. 

Augmented Lagrangian methods are hybrid methods between Lagrangian method and Penalty 

methods. Here, we discuss the Augmented Lagrangian method which uses the exact penalty 

term. In this method, the constrained optimization problem )(P  in (2.1) is transformed as  

2
)(

2
)()(min t

t
ttt xgxguxf




           
 (2.4) 

Here, tu is the Lagrange multiplier and t  is the penalty parameter. But, the penalty parameter 

t  does not need to go to infinity. The steps of the Augmented Lagrangian methods can be 

described as follows: 
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Augmented Lagrangian Algorithm 

Step 1:  
 

,00   and 0t are initialized and 0u is chosen. 

Step 2: The problem      2
)(

2
min t

t
ttt xgxguxf


 is solved with an unconstrained solution 

method. 

Step 3:  If the solution from Step 2 is optimal, the method is stopped.  Otherwise go to Step 4. 

Step 4: tu  and t are updated as shown below and the method goes back to Step 2.  

 tt  1  

  tttt xguu 1  

 1 tt  

We should mention that, the above stop criterion of the Augmented Lagrangian method is 

based on the Karush-Khun-Tucker optimality conditions (KKT conditions) [12].  

2.2 Literature Review 

Fast restoration from a network failure has been recognized as one of the key issues for 

high-speed networks such as ATM [13]. A lot of attention has been paid to ATM technology 

because of its features. Many research works have been dedicated to the design of self-healing 

ATM networks.  

The problem of designing self-healing ATM networks is mostly formulated as a linear 

multicommodity flow problem in the literature where the objective function is to minimize the 

spare capacity cost which is used for network traffic restoration when a network fails. Only few 

research works have treated the case where the objective function is nonlinear.  
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In [3], Xiong and Mason investigated the CFA problem in the design of self-healing 

ATM networks as a linear programming problem using the Virtual path (VP) concept. In their 

work, preplanned restoration schemes in the design of self-healing ATM networks under a single 

link or node failure scenario, with restoration performed on the VP level are considered. 

Minimizing the spare capacity cost for a given restoration requirement is their main objective. 

Assuming the spare capacity as the main cost, the CFA problem is modeled as the optimization 

of capacity allocation and flow assignment in order to minimize the spare capacity cost while 

meeting the network survivability requirements. Several restoration strategies are compared 

quantitatively in terms of spare cost, namely: global versus failure-oriented reconfiguration, path 

versus link restoration, and state dependent versus state independent restoration. The advantages 

and disadvantages of the various restoration strategies are highlighted in this paper. However, no 

capacity modularity to conform to physical requirements was introduced in their model. 

In [14], Woungang et al. also investigated the Capacity and Flow assignment- Network 

Survivability (CFA-NS) problem as a linear programming problem. They quantitatively compare 

the network survivability for link and path restorations, under various traffic and design patterns 

and spare capacity distribution schemes using the aggregate restoration ratio as performance 

metric. Even though their work provides a solid foundation for the design of restorable ATM 

mesh-type networks, the case of node failure was not treated. 

In [15], Lee and Koh proposed the design of self-healing ATM networks based on back 

up VPs using an integer linear programming model. Assuming that the bandwidth requirements 

and original routes for the target traffic demands are given, the main goal of this paper is to find 

the backup routes of each traffic demand that is link disjoint from the working route. The authors 

argued that when using their model, the worst case survivability could be improved significantly 
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with relatively small increase of bandwidth. However, the method based on which this 

improvement could be achieved was not disclosed. 

In [1], Kwong et al. studied the CFA problem arising in the design of self-healing ATM 

networks using the Virtual path (VP) concept. The authors introduced a genetic algorithm (GA) 

to implement the backup path search process instead of using the trivial exhaustive search 

method. Indeed, their method finds the set of multicast backup virtual paths (BVPs) to recover 

the traffic flows of the multicast primary virtual paths (PVPs) that are affected when a link 

failure occurs in the network. The major drawback of this approach is that there is no guarantee 

that their method can generate a global optimum in real time.  

In [16], Wu et al. proposed a Virtual Path (VP) based preplanned restoration scheme for 

self-healing ATM networks, with the target of minimizing the spare capacity usage. An analysis 

of several backup path building schemes for multicast tree in self-healing ATM networks is also 

provided and a self-healing scheme which is a modified line protection scheme for multicast 

communication failure is introduced.  

In [4], Liu et al. proposed an integer programming model for the CFA problem. In their 

model, the Spare Capacity Allocation (SCA) structure is modeled as a matrix method and an 

adaptive algorithm is developed to approximate the optimal SCA solution termed as Successive 

Survivable Routing (SSR) algorithm. The authors pointed out that, their algorithm could provide 

a near optimal spare capacity allocation, not the optimal spare capacity allocation. 

In [17], Kawamura et al. proposed a high-speed self-healing scheme to improve the 

reliability of virtual path based ATM networks. The characteristics of virtual paths and their 

influence on failure restoration are also discussed. The proposed self-healing scheme has several 
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advantages such as restoration rapidity, reduction in the amount of spare resources required, 

node failure restoration, simplified message transmission processes, reduced number of 

generated messages by using preassigned backup virtual paths. The authors mentioned that a 

more effective reconstruction cycle should be realized with an efficient spare resource designing 

algorithm, but this algorithm was not developed in their paper. 

 In [5], Murakami and Kim also investigated the CFA problem for fully restorable ATM 

networks as a large scale linear programming problem. A joint optimization method for the 

survivable flow and capacity assignment problem was presented given the projected traffic 

demand. However, due to the mutual dependency between the capacity placement and the 

survivable flow assignment, their proposed solution cannot not be claimed to be optimum when 

the CFA problem is treated separately. 

In [2], Murakami and Kim provided an extensive comparative analysis of end-to-end and 

line restoration schemes based on the required spare capacity cost. The benefits of end-to-end 

restoration scheme quantitatively in terms of minimum resource installation cost are also 

discussed, and a joint capacity and flow optimization algorithm is proposed that can achieve 

fully restorable ATM networks based on end-to-end and link restoration using a linear 

programming model. The major drawback of this paper is, a joint capacity and flow optimization 

method is developed for the fully restorable networks based on the end-to-end restoration, so this 

method cannot be claimed optimum if the capacity and flow are optimized separately. 

  In [18], Murakami and Kim also investigated the CFA problem and developed joint 

optimization methods of capacity and flow assignment for solving this problem. Link restoration 

and end-to end restoration are compared with respect to the required spare capacity cost, 

revealing that the regularity of a network is a critical factor when determining the redundant 
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capacity cost. But the proposed optimization method in this paper is a joint method, which does 

not treat the optimal capacity and flow assignment separately. 

In [19], Murakami and Kim investigated the problem of optimal Virtual Path routing for 

survivable ATM networks, called as a Survivable virtual path routing (SVPR) problem. In their 

paper, an algorithm is proposed to find a virtual path configuration and bandwidth assignment 

that minimizes the expected amount of lost flow upon restoration of a network failure. The 

SVPR problem is formulated as a nonlinear, non smooth multicommodity flow problem with 

linear constraints. A modified flow deviation method is developed to obtain a near-optimal 

solution of the problem. The two major drawbacks of this proposed method are: the optimization 

parameters have to be adjusted properly specially for the heavily loaded situation of the network 

to prevent premature convergence and the proposed method can achieve better survivability only 

for a sparse network. 

The above discussed papers [3-5] and [14-16], addressed the CFA problem as a linear 

multicommodity flow problem for survivable ATM networks. To the best of our knowledge, 

only few papers have treated the same problem as a nonlinear multicommodity flow problem 

(including the work in [17]), but with the goal of minimizing the spare capacity cost only, 

assuming that the working capacity is given. Unlike previous works, our proposed models 

consider the aggregation of routing cost and capacity installation cost in the objective functions 

of our nonlinear models. The objective is to minimize this aggregated cost while satisfying all 

traffic constraints.  
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Chapter 3 

Optimization Models and Solution Approaches 

In this chapter, we formulate our research problems. We also describe our proposed 

mathematical models for the global reconfiguration and the failure-oriented reconfiguration 

strategies. Finally, the methods developed for solving the proposed mathematical models are 

presented. 

3.1 Mathematical Model for the Global Reconfiguration 

Strategy 

 In global reconfiguration strategy, the affected and unaffected traffic flows are both 

reconfigured when a failure occurs in the network. To describe the proposed model, we use the 

notations captured in Table 3.1. 

Table 3.1: Notations used in the mathematical model for the Global Reconfiguration Strategy 

   Notations  Meaning 
),( BAN  Network is represented by a graph N , where A is the number of 

nodes and B  is the number of arcs  

)( An   Total number of arcs 

na ....,3,2,1 Each arc of the network is denoted by a  

ad  Unit cost of capacity installation 

a  Unit cost of transit delay 

K  Number of Commodities (source-destination pairs) 

kN  Number of paths for commodity k  

kr  Traffic demand (bandwidth requirement) of commodity k  

0sS   Set of Failure states of the network  ( 0s  is the non failure state) 
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s
ax  Aggregate flow on the arc a  when the network is in state s  

s
aC  Capacity on arc a  when the network is in state s  

a
kp  1 , if the thp  path of commodity K  uses the arc a and 0 otherwise 

s
kpx  The amount of flow commodity k  using by  its thp path when the 

network is in the state Ss  

Our proposed mathematical model for the capacity and flow assignment problem (CFA) 

with a global reconfiguration strategy can be formulated as following:    
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    k
s
kp NpKKx .,,.........1,,......,1,0                                                                         (3.5) 

Equation (3.1) is the objective function of the proposed global reconfiguration strategy. The 

first term of the objective function represents the routing cost given by Kleinrock’s average delay 

function [20] and the second term is the cost of the installed capacities.   

 Constraint (3.2) in fact denotes the aggregated flow constraints. It ensures that the 

aggregated flow on each arc a  should be equal to the sum of flows using that arc by all 

the paths of all commodities.   
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 Constraint (3.3) guarantees that the amount of flow of a specific commodity using all its 

paths should be equal to the required bandwidth requirement of that commodity. 

 Constraint (3.4) ensures that the total flow on each arc a  should be smaller than the 

capacity of that arc. 

 Constraint (3.5) ensures that the traffic flow of every commodity on all of its paths should 

be positive. 

3.2 Mathematical Model for the Failure-Oriented 

Reconfiguration Strategy 

 In failure-oriented reconfiguration strategy, only the affected traffic flows are rerouted in 

case a link fails in the network. The origin and destination nodes of the affected paths make 

decision about the rerouting of the affected flows for failure recovery. 

 To describe the mathematical model in this case, we use the notations shown in Table 

3.2. 

Table 3.2: Notations used in the mathematical model for the Failure-Oriented Reconfiguration Strategy 

Notations Meaning  
),( BAN  Network is represented by a graph N , where A is the number of 

nodes and B  is the number of arcs  

)( An   Number of arcs 

na ....,3,2,1 Each arc of the network is denoted by a  

ad  Unit cost of capacity installation 

a  Unit cost of Transit delay  

K  Number of Commodities (source-destination pairs) 

kM  Number of backup paths for commodity k  

kr  Traffic demand (bandwidth requirement) of commodity k  

0sS   Set of Failure states of the network  ( 0s  is the non failure state) 
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0s
ax  Aggregated non affected traffic flow on the arc a  when the network is 

in state s  
a
kp  Equals to 1 if the thp  path of commodity k  uses the arc a and 0

otherwise 
s
aC  Capacity on arc a  when the network is in state s  

0s
kpx  The amount of unaffected flow commodity k  using by  its thp path  

when the network is in the state Ss  
s
ay  Aggregated flow rerouted on arc a  
s
kp  1 , if the thp  working path  of the commodity  k  is affected when 

the network is on state ,s  otherwise 0  
a
kq  1 , if the thq backup path of commodity k  uses the arc a , otherwise 

0  
s
kqy  The amount of restored flow commodity k   passing through  its back 

up  path q  when the network is in state s  
s
az  Total aggregated flow on the arc a  i.e. s

a
s
a

s
a yxz  0   

  

The capacity and flow assignment (CFA) problem with a failure-oriented reconfiguration 

strategy can be formulated as follows: 
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k
s
kp Npnkx o ,.....,1,,........,1,0                                                                                        (3.12)

 

k
s
kq Mqnky ,.....,1,,...,1,0                                                                                            (3.13)

 

Equation (3.6) is the objective function where the first term represents the average delay 

function (routing cost) [20] and the second term is the capacity installation cost.  

 Constraint (3.7) ensures that the aggregated unaffected traffic flow of an a  is the 

summation of the unaffected flows of all the paths of all the commodities through the arc

a .  

 Constraint (3.8) depicts the aggregation of the amount of affected traffic flow that is 

rerouted on arc a . 

 Constraint (3.9) is to ensure that all traffic demands for all the commodities are met. 

 Constraint (3.10) ensures that all the affected flow of the working routes of the network 

are rerouted through the backup paths. 

 Constraint (3.11) assures that enough bandwidth should be reserved in the network to 

reroute the traffic flow affected by a failure. 

 Constraints (3.12) and (3.13) are positivity constraints which ensure that the unaffected 

traffic flows and the reroute traffic flows should be positive. 

By setting s
a

s
a

s
a yxz o  , the above model represented by the Equations (3.6) to (3.13) can be 

reformulated as: 
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k
s
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(3.20) 

We now describe the methods that we use to solve the models represented by the Equations 

(3.1) to (3.5) and (3.14) to (3.20).
 

3.3 Solution Approaches 

 A special case of the Augmented Lagrangian Algorithm (so-called Separable Augmented 

Lagrangian Algorithm (SALA)) is proposed to solve the aforementioned models. We have used 

the Modified Newton method to calculate the optimal flows and capacities of the arc in our 

SALA based restoration strategies. The Armijo method is used to determine the step size of the 

descent direction of the Modified Newton method and the Dijkstra algorithm is used for solving 

the shortest path problems.  
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3.3.1 Separable Augmented Lagrangian Algorithm (SALA) 

 The Separable Augmented Lagrangian Algorithm (SALA) was introduced by Hamdi [21] 

for solving separable nonlinear large-scale programming problems. For a better understanding of 

the SALA, let’s consider the following separable problem: 
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j
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min
                                                                                                                           

(3.21) 
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j

n

j
j xg                                                                                                                            (3.22) 

 ,jj Sx        nj ,...,1                                                                                                          (3.23) 

where jf  functions are twice differentiable,  jx  are jn -vectors and jS are closed and 

bounded subsets of Թ
jn . :jg   Թ jn    Թ m  are smooth functions and constraints (3.22) are 

coupling constraints. To exploit the separability of the objective function, SALA consists of 

introducing allocation vectors jy to decouple the constraints (3.22) by setting 

  .,...,1, njxgy jjj 
 
We obtain the following equivalent problem: 
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  ,0 jjj yxg nj ,...,1            (3.26) 

,jj Sx  nj ,...,1             (3.27) 
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Applying the Augmented Lagrangian method [12] on the above equivalent problem, we obtain 

the following equations: 
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,jj Sx  nj ,...,1             (3.30) 

In (3.28), ju are Lagrange multipliers and 0 is a penalty parameter. Hamdi et al.[21] 

proposed to solve the problem in (3.28) with respect to jx and jy  alternatively. It should be 

noted that, at iteration t , when the problem is solved with respect to one variable, the other one is 

assumed to be known. At iteration t , we then obtain the following sub problems: 
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(3.33) 

The Equation (3.33) is the Lagrange multiplier’s update formula [12]. The sub problems in 

(3.32) can be solved explicitly by using the Karush-Kuhn-Tucker conditions. We then obtain, 
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(3.34) 

From (3.34) it can be observed that the same dual vector is used for all sub problems.  
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Now, we can describe the Separable Augmented Lagrangian Algorithm as follows: 

Separable Augmented Lagrangian  Algorithm (SALA) 

1.  ,1u  ,0  ,0   ,0  0
jy  are chosen such that 00  jy  and .1t  

2.  nj ,...,1  Compute  
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3. Compute  
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
n

j

t
jj

t xg
1

  

    If  t , the algorithm stops. Otherwise it goes to next step. 

 4. Update jyu ,, according to the following formulas: 

  tt
jj

t
j n

xgy 1
  

tttt

n
uu 


1  

tt  1  

1 tt  and go back to step 2. 

3.3.2 Dijkstra Algorithm 

 Dijkstra algorithm is a graph search algorithm that solves the single source shortest path 

problem for a graph with nonnegative path costs, producing a shortest path tree. This algorithm 

is often used in routing and as a subroutine in other graph algorithms. 

 For a given source node in a graph, the algorithm finds the path with the lowest cost (i.e. 

the shortest path) between the source node and every other node of the graph. It can also be used 
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for finding the costs of shortest paths from a source node to a destination node by stopping the 

algorithm once the shortest path to the destination node has been determined.  

 Our SALA-based algorithms use the Dijkstra algorithm to find the shortest paths for all 

the commodities (source-destination pairs). At each iteration, we try to explore a new shortest 

path for each commodity which is not explored in the previous iterations and whose cost is less 

than those of the previously explored shortest paths until we reach a satisfactory solution. The 

complexity of the Dijkstra algorithm is O (|N|2) where N is the number of nodes in the network.  

3.3.3 Modified Newton Method 

 In our SALA based mathematical models, the modified Newton method is used as a 

descent method for solving the optimization problem. Its idea is to take advantage of the global 

convergence properties of the steepest descent method [22]. On the other hand, its quadratic 

convergence should be exploited when the iteration gets close enough to the optimal solution.  

 In our SALA based restoration strategies, the modified Newton method is used to solve 

the following optimization problem:  
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where .0 aa Cx 

 

The associated Lagrangian function is given by )(),(),,( aaaaaaaa CxCxfCxL    where 

0a  is the Lagrange multiplier associated to the unique constraint and 1t
ax  is the solution at 

iteration .1t  The modified Newton method is used for the minimization of the Lagrangian 

function. 
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The steps of the modified-Newton method are as follows: 

Modified Newton Algorithm  

Step 1: All the necessary parameters are initialized as follows: 

0],1;0[,0,,0 000  iCx aaa   where, 0
a   is the initial value of the Lagrange multiplier, 

0
ax  and 0

aC  are the initial flow and capacity of arc a ,   is the step size of the descent direction, 

and  i  is the iteration number. 

Step 2: The step size of the modified Newton method in the descent direction is calculated by the 

Armijo method. 

),,,( i
M

i
a

i
a

i
ai dCxArmijo    where, Md is the descent direction of the modified Newton method. 

Step 3: Calculate the capacity and flow of an arc for the next iteration using: 

    i
Mi

i
a

i
a

i
a

i
a dxCxC  ,, 11  

Step 4:      i
a

i
a

i
a CxLIf ,, 11   Stop (if the obtained capacity and flow are optimal) 

Else set   ,1,111   iiCx i
a

i
a

i
a

i
a   and go back to Step2. 

 

3.3.4 Armijo Method 

 We have used the modified Newton method as our descent method for the optimization 

problem. In this method, we use the Armijo algorithm [23] to determine the step size in the 

descent direction. Its steps are as follows: 
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Armijo Algorithm 

Step 1: The parameters of the Armijo method are initialized as follows:             

  0,10;10),,(,
2

1
;

10

1 1500 



  mCx aa   and 0t .  

Step 2: The capacity and flow of an arc are calculated for the next iteration using: 
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t
a dxCLxCLxCL ),,(),,(),,( 11     Stop and return m  (the 

step size is returned to the modified Newton method). 

Else 1:  mm  and go back to Step 2. 

3.4 SALA Applied to the Global Reconfiguration strategy 

Before presenting the SALA algorithm for the global reconfiguration strategy, we first 

introduce some related parameters. 

   Let, u be Lagrange multipliers defined in our strategy as ),......,,,,.....,( 211 kn UUUuuu 

and we have considered two parameters t
a  and t

k  for the feasibility of the SALA based global 

restoration strategy as: )(
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k rx    A current solution 

provided by the global reconfiguration strategy is feasible if ,0,  t
aa   st

a
st
a Cx 0   and 

0,,  kpk   and 0st
kpx .  
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The optimality of the proposed optimization model for the global restoration strategy is 

obtained from the Karush-Kuhn_Tucker (KKT) [12] conditions. In the SALA based global 

reconfiguration strategy, an optimal solution must verify the following constraints 
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 And the KKT conditions can be defined as: 
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 It can be observed that in the SALA based global reconfiguration, the optimal paths are 

the shortest paths where the arc costs are given by the cost function as
a

s
a
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a

s
aa d

xC
Cx 
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),(


  

which can be interpreted as the delay transit cost and the installation cost of a unit of capacity on  

arc a .  
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 Finally, we can set a feasible solution is optimal if the parameter 0a  and the 

parameter 0kp  where, 

a
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kpx  

 The SALA algorithm for the global reconfiguration strategy can then be described as 

follows: 

SALA for Global Reconfiguration Strategy  

Step1: Initialize all the necessary parameter values as follows: 

,0  11
1 ,..., nuu ,0  β, 00

1 ,... nxx , 00
1 ,..., nCC 00

111 ,.., s
k

s xx , 00
1 ,.., n  ,,..., 11

1 nnn t ,  Where 1
au  is the 

Lagrange multipliers, 0  is the penalty parameter, 00
111 ,..., s

k
s xx  are the initial flows of all the 

working paths of all the commodities, 00
1 ,..., nxx  and 00

1 ,..., nCC  are the initial flows and capacities 

of the all arcs, t  iteration number, 11
1 n  is the initial total number of paths through the arcs etc. 

Step 2: For all arcs na ,......,2,1 , Calculate 
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 This is done by using the modified Newton and Armijo method. 

Step 3: End (For) of step 2. 

Step 4: For all Kk ,......,2,1 , Compute 
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Then determine ,  the cost of a new previously unexplored shortest path where the arc costs 

are equal to ),( st
a

st
aa Cx . 

Step 5: If  ,   then introduce a new working path for the commodity i.e. .1 kk NN  

Step 6: End (If) of step 5. 

Step 7:  While kNp  , Compute 




















































a
kp

n
a

k

t
k

t
a

t
aa

kp
n
a

a
kp

n
at

t
k

t
a

a
kp

n
ast

kp
st
kp

NnUu
xx









1

11

1

1

11

1)1(

)(
;0max

 

Step 8: If  0st
kpx   1 kk NN (Cancellation of a non active working path). 

Step 9: End (If) of step 8. 

Step 10: End (While) of step 7. 

Step 11: End (For) of step 4. 

Step 12: Compute  t
k

k

t
a

a

t  max,maxmax
  
and  t

kp
kp

t
a

a

t  max,maxmax
  

Step 13: If    tt ,max  Stop. 

 Step 14: End (If) of step 13. 

Step 15: Else go to step 16. 
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Step 16: Update the parameters using the following formulas: 
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3.5 SALA Applied to the Failure-Oriented Reconfiguration 

Strategy 

Before presenting the SALA algorithm for the failure-oriented reconfiguration strategy, 

we first introduce some related parameters. 

The Lagrange multiplier u  is considered as ).,......,,,.....,,,...,,( 1121 kkn
T VVUUuuuu   Let 

us consider the following notations, at iteration t  
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(3.43) 

In Equation (3.43), )1( t
am  represents the total number of paths, both primary and back up paths 

for all commodities passing through link .a   
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 Feasible conditions to the SALA based failure-oriented reconfiguration strategy are 

obtained when 0t
a ,  0 t

k   and 0t
kD .  It should be noted that (3.44) ensures that the 

aggregated flow constraints for each link are maintained, (3.45) assures that the bandwidth 

requirement constraints of the commodities are met and (3.46) ensures that all the affected traffic 

flows are rerouted in case of a link failure. 

 The optimality conditions in the SALA based failure-oriented reconfiguration come from 

the KKT conditions [12] as follows.  

Let ),,,( **** 0 s
kq

s
kp

s
a

s
a yxzC  be an optimal solution provided by the restoration strategy and 

),...,,,......,,,.....,( **
1

**
1

**
1 kkn VVUUuu  be the associated Lagrange multipliers; the KKT conditions 

involve the following Equations 
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(3.52) 

 We observe that, at the optimum, the primary and the backup paths for the commodities 

are the shortest paths where the arc costs are given by the function ),( s
a

s
aa Cz . Here, the primary 

paths lengths are equal to )( **
k

s
kpk VU   for commodity k  and the backup paths lengths are equal 

to
*

kV . We have considered three parameters t
a , t

kp  and t
kq  for the optimality of the failure-

oriented reconfiguration strategy. The parameters t
a , t

kp   and t
kq  are defined as follows: 

t
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 From the above (3.53) to (3.58) and KKT conditions, a solution provided by the SALA 

based failure-oriented reconfiguration strategy is optimal if and only if .0 t
kq

t
kp

t
a  The 

algorithm for the SALA based failure-oriented reconfiguration strategy can then be discussed as 

follows: 

 



46 
 

SALA for Failure -Oriented Reconfiguration Strategy  

Step1: Initialize all the necessary parameter values as follows: 

,0  ,,..., 11
1 nuu ,....., ,21 kUUU  ,0  β, 00

1 ,... nxx , ,,..., 00
1 nCC 00

111 ,.., s
k

s xx , ,,.... 111
s
k

s yy 00
1 ,.., n  

,,..., 11
1 nmm t , 00

1 ,..... kDD  Where 1
1u  and 1U are the Lagrange multipliers, 0  is the penalty 

parameter, 00
111 ,..., s

k
s xx  are the initial flows of all the working paths of all the commodities, 

,,.... 111
s
k

s yy are the initial flows of the backup paths, 00
1 ,..., nzz  and 00

1 ,..., nCC  are the initial flows 

and capacities of the all arcs, t  iteration number, 11
1 m  is the initial total number of paths 

through each of the arc etc. 

Step 2: For all arcs na ,......,2,1 , Calculate 
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This is achieved by using the Modified-Newton method and Armijo method. 

Step 3: End (For) of step 2. 

Step 4: For all Kk ,......,2,1 , Compute 
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Then, determine ,1  the cost of a new previously unexplored shortest path, where the arc costs 

are equal to ),( st
a

st
aa Cz . 

Step 5: If 11   , then 1 kk NN  (A new working path for the commodity is introduced). 

Step 6: End (If) of step 5. 

Step 7: While kNp   compute  
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Step 8: If 00 ts
kpx   1 kk NN (Cancellation of a non active working path). 

Step 9: End (If) of step 8. 

Step 10: Else If 1s
kp  Compute  
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Then, determine 2  the length of the new shortest backup path where the arc costs are equal to

),( st
a

st
aa Cz . 

Step 11: If 22   , then 1 kk MM  (Introduction of a new backup path). 

Step 12: End (If) of step 11. 

Step 13: While kMq  Compute  











































a
kq

n
a

t
a

t
aa

kq
n
a

kk

t
k

a
kq

n
at

a
a
kq

n
a

t
kts

kq
st
kq

mMN

D
uV

yy







1

1

1

1

1)1(

1)1(
;0max

 

Step 14: If 0st
kqy then 1 kk MM  (Cancellation of a non active backup path) 

Step 15: End (If) of step 14. 

Step 16: End (While q) of step 13. 
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Step 17: End (Else) of step 10. 

Step 18: End (While p) of step 7. 

Step 19: End (For k) of step 4. 

Step 20: Compute  

   t
k

k

t
k

k

t
a

a

t DR max,max,maxmax 
  
and  t
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t
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t
a

a

tG  max,max,maxmax  

Step 21: If   ,,max tt GR  then stop. 

 Step 22: End (If) of step 21.  

Step 23: Else, go to Step 24. 

 Step 24: Update the parameters using the following formulas: 
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1 tt  and go back to Step 2. 

 We have described our proposed two nonlinear optimization models for the global 

reconfiguration strategy and the failure-oriented reconfiguration strategy in this chapter. We have 

also described our solution approaches using the SALA algorithms. 
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Chapter 4 

Performance Evaluation 

This chapter presents the numerical results of the global reconfiguration strategy versus 

the failure-oriented reconfiguration strategy for designing self-healing ATM networks. These 

two restoration strategies are evaluated quantitatively in terms of five performance metrics which 

are: capacity installation cost, routing cost, total network cost (i.e. the summation of capacity 

installation cost and routing cost), total used capacity for a network to optimize the flow and 

capacity and the CPU time required by the algorithms to yield an optimal solution. Different 

network scenarios, network topologies, under both symmetric and asymmetric traffic demands 

for the commodities (source-destination pairs) are considered.  

4.1 Parameters for Global and Failure-Oriented 

Reconfiguration Strategies: 

Several parameters are considered for evaluating the performances of the global and 

failure-oriented reconfiguration strategies. These are summarized as follows:  

4.1.1 Network Topologies 

With respect to size, we have considered small, medium and large size networks such as: 

network with 3 nodes, 6 arcs denoted as Network 1, network with 5 nodes, 20 arcs denoted as 

Network 2, network with 8 nodes, 56 arcs denoted as Network 3, network with 12 nodes, 126 

arcs denoted as Network 4 and network with 15 nodes, 162 arcs denoted as Network 5. 
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With respect to connectivity, we have considered four networks of 15 nodes with 132, 

142, 152 and 162 arcs which are denoted as N (15,132), N (15,142), N (15,152) and N (15,162). 

4.1.2 Traffic Demands 

Both symmetric and asymmetric traffic demands are considered. In case of symmetric 

traffic demands, a fixed bandwidth requirement (5 bits per second) is assigned for all the 

commodities of the networks. For asymmetric traffic demands, the bandwidth requirements for 

the commodities are generated randomly within a fixed range using the following function:  

double randdouble( double min,  double max) 

 { 

double result; 

if (min>max) 

result = max + (rand()/((( double)RAND_MAX + 1) / min)); 

                else result = min + (rand()/((( double)RAND_MAX + 1) / max)); 

return result; 

                                    } 

 The above mentioned function generates random numbers within the range defined by 

its two parameters min and max. 

4.1.3 Network Scenarios 

      We have considered three different network scenarios which are as follows: 

 Scenario 1:  In this scenario, network connectivity is varied i.e. networks have the same 

number of nodes but with different number of arcs. Both the symmetric and asymmetric 

traffic demands are considered.  
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 Scenario 2:  The network size is varied i.e. we have taken small, medium and large size 

networks. Both symmetric and asymmetric traffic demands are considered. 

 Scenario 3: Different traffic demands are considered for the commodities and the network 

size remains fixed. 

4.1.4 Performance Metrics 

 The performance metrics used for comparing the global and failure-oriented 

reconfiguration strategies are described as follows. 

4.1.4.1 Capacity Installation Cost 

Capacity installation cost is the cost of the installed capacities on the arcs of the network. 

In other words, capacity installation cost is the amount of money which is needed to install the 

links or arcs of a network. To simplify the network design problem, we have assumed that all the 

arcs of the networks have the same unit capacity installation cost.   

4.1.4.2 Total Used Capacity 

 This metric defines the required capacity which is needed to minimize the total network 

cost while fulfilling all traffic constraints. In other words, the total used capacity is the 

summation of the capacities of all arcs of the obtained optimal solution.  

4.1.4.3 Routing Cost 

The routing cost defines the cost generated when the traffic gets routed in an arc of the 

network. For simplicity, it has been assumed that all arcs in networks have same unit routing 

cost. 

 



52 
 

4.1.4.4 Total Network Cost 

 The total network cost is the aggregation of capacity installation cost and routing cost of 

the network. In fact, total network cost is the main objective function of our CFA problems 

which we want to minimize while maintaining all traffic requirements. 

 4.1.4.5 CPU Time 

 The CPU time defines the time required to execute the restoration algorithms. A 

restoration strategy should be fast enough to work in a real life situation. To quickly restore 

affected traffic upon network failure, a restoration strategy should reroute the affected traffics 

within two seconds [24].  

 We have run our algorithms in an Intel (R) Xeon (R) processor at the speed of 1.86GHz 

with 1 GB memory. 

  Traffic requirement parameters are captured in Table 4.1. 

Table 4.1: Summary of all parameters for Global and Failure-Oriented Reconfiguration Strategies 

Considered Networks( with respect to 

size) 

Network 1, Network 2, Network 3, Network 

4 and Network 5. 

Considered Networks (with respect to 

connectivity) 

N (15,132), N (15,142), N (15,152) and N 

(15,162). 

Network scenarios Scenario 1, Scenario 2 and Scenario 3. 

Candidate paths per commodity All possible paths 

Maximum number of paths per node pair 10 

Maximum hop limit of paths 10 

Traffic demands Both symmetric and asymmetric 

Link orientation Bidirectional  

Failure scenarios Single link failure scenario 
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Initial parameter values for the SALA 

based Global and Failure-Oriented 

Reconfiguration algorithms 

Global reconfiguration: 001.a (unit 

routing cost), 001.ad (unit capacity 

installation cost), 001.au for N(3,6), 

N(5,20), N(8,56) and N(12,126), 0005.au

for N(15,162), 002.kU  for N(5,20), 

N(8,56) and N(12,126) and 0007.kU for 

N(15,162) where au and kU are Lagrange 

multipliers, 5.1  for N(5,20), N(8,56) 

and N(12,126) and 3.1 (needed to 

update )  for N(15,162), 001. (penalty 

parameter). 

Failure-oriented: 001.a , 001.ad ,

001.au , 001.kU , 001.kV (Lagrange 

multiplier), 2 , 0001.   

Performance metrics Capacity Installation Cost, Routing Cost, 

Total Network Cost, Total Used capacity, 

and CPU Time 

Processor configuration  Processor: Intel Xeon 1.86 GHz with 

Memory: 1 GB 

Restoration level 100% restoration for the predefined failure 

scenario 

Capacity modularization Not considered 
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4.2 Comparison of Global Reconfiguration Strategy and 

Failure-Oriented Reconfiguration Strategy 

4.2.1 Results Using Scenario 1 

4.2.1.1 Capacity Installation Cost   

 Here, the considered four networks are: N(15,132), N(15,142), N(15,152) and N(15,162).

 The results for capacity installation cost using symmetric traffic demands are captured in 

Table 4.2 and depicted in Figure 4.1.  

Table 4.2: Capacity Installation Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using 

symmetric traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 1.8414 1.7741 1.702 1.623 

Failure- 

Oriented 

4.359 4.209 4.059 3.989 
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Figure 4.1: Capacity Installation Cost for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

 In Figure 4.1, it can be observed that the global reconfiguration strategy generates less 

capacity installation cost than the failure-oriented reconfiguration strategy when using symmetric 

traffic demands. This can be attributed to the fact that in failure-oriented reconfiguration, only 

the traffics of the affected working paths are rerouted, whereas in global reconfiguration, the 

whole layout of working paths (affected and unaffected) may be rearranged to overcome a failed 

link. Due to this, the global reconfiguration optimization procedure is more flexible in selecting 

candidate paths and thus better shares the capacity of the network than the failure-oriented 

optimization procedure.   

In Figure 4.1, it can also be observed that, as the number of arcs increases, the capacity 

installation cost decreases. This can be justified by the fact that with the increment in the number 

of arcs, better options for candidate paths are available for each commodity when using both 
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reconfiguration strategies, which explains the progressive decrease in capacity installation cost 

since less capacity installation cost would be required. 

One more interesting phenomenon revealed from Figure 4.1 is that, the difference with 

respect to capacity installation cost between the global and failure-oriented reconfiguration 

strategies is more pronounced in a network having fewer arcs.  

 Likewise symmetric traffic demand, we have also compared the restoration strategies 

with respect to capacity installation cost under asymmetric traffic demands. Table 4.3 

summarizes the obtained results, which are depicted in Figure 4.2. 

Table 4.3: Capacity Installation Cost (in Dollars) of Global vs. Failure-Oriented Reconfiguration Strategy using 

asymmetric traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 0.751 0.725 0.696 0.668 

Failure- 

Oriented 

1.743 1.683 1.623 1.595 

 

 

Figure 4.2: Capacity Installation Cost of Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 
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  In Figure 4.2, a similar trend that is observed in the case of symmetric traffic demands 

prevails for both the reconfiguration strategies, i.e., global reconfiguration is still better than 

failure oriented reconfiguration in terms of capacity installation cost due to the fact that global 

reconfiguration requires less capacity than failure-oriented and the difference between both 

strategies is less pronounced in a network having large number of arcs.  

4.2.1.2 Total Used Capacity 

 The results obtained when evaluating this performance metric are summarized in Table 

4.4 and depicted in Figure 4.3. 

Table 4.4: Total Used Capacity (in Bits) for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 1841.42 1774.16 1702.8 1623.62 

Failure- 

Oriented 

4359.84 4209.83 4059.81 3989.77 

 

  

Figure 4.3: Total Used Capacity for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic 

demands 
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 Figure 4.3 shows that global reconfiguration requires less capacity than failure-oriented 

reconfiguration in the case of symmetric traffic demands. This is due to the fact that, in global 

reconfiguration, all the working paths are rearranged whether they are affected or unaffected, in 

order to overcome a failed link whereas in the failure-oriented case, only the affected paths are 

reconfigured to restore the affected traffic in the network. As a result, the global reconfiguration 

optimization procedure is more flexible than the failure-oriented optimization procedure with 

respect to capacity sharing when a failure occurs. It can also be observed in Figure 4.3 that the 

difference between global and failure-oriented reconfiguration strategy in terms of required 

capacity is less pronounced in networks with large number of arcs compared to networks with 

fewer number of arcs. 

 In case of asymmetric traffic demand, the results for the total used capacity are captured 

in Table 4.5 and depicted in Figure 4.4.  

Table 4.5: Total Used Capacity (in Bits) for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 

traffic demands 

 Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global   751.606 725.361 696.066 668.39 

 Failure- 

Oriented  

1743.89 1683.89 1623.88 1595.92 
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Figure 4.4: Total Used Capacity for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic 

demands 

 In Figure 4.4, it can be observed that, the two phenomena observing in the case of 

symmetric traffic are repeated for asymmetric traffic demands i.e. when the number of arc 

increases, the total used capacity decreases for both restoration strategies and global 

reconfiguration results in lower required capacity compared to failure-oriented reconfiguration. 

4.2.1.3 Routing Cost 

 The results for this metric are summarized in Table 4.6 and depicted in Figure 4.5.   

Table 4.6: Routing Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 0.643 0.695 0.749 0.783 

Failure- 

Oriented 

0.066 0.071 0.076 0.082 
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Figure 4.5: Routing Cost for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic demands 

 In Figure 4.5, it can be observed that global reconfiguration generates more routing cost 

than the failure-oriented reconfiguration. This is due to the fact that, in global reconfiguration, in 

case of a link failure, all traffic flows (affected and unaffected) are rerouted so that the 

reconfiguration ratio can be guaranteed but the total network cost is minimized. However, in the 

failure-oriented reconfiguration, only the affected traffic flows are rerouted when failure occurs 

i.e. unaffected traffic flows remain unchanged.  

 It can also be observed in Figure 4.5 that when the number of arcs is increased gradually, 

the routing cost is also gradually increased for both restoration strategies. This might be due to 

the fact that, with the increment in the number of arcs, the restoration strategies get better options 

of selecting the candidate routes whereas the routing cost becomes larger. Lastly, one more 

interesting phenomenon can also be observed that, the difference between the restoration 

strategies in terms of routing cost is more prominent in network with large number of arcs. 
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In case of asymmetric traffic demands, the comparison results are summarized in Table 

4.7 and depicted in Figure 4.6. 

Table 4.7: Routing Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 

traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 0.499 0.526 0.551 0.567 

Failure- 

Oriented 

0.066 0.071 0.076 0.082 

 

 

Figure 4.6: Routing Cost for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic demands 

 In Figure 4.6, it can be observed that the failure-oriented reconfiguration yields less 

routing cost compared to the global reconfiguration for asymmetric traffic demands due to the 

fact that the global reconfiguration strategy reroutes all affected and unaffected traffics for 

failure recovery. Moreover, the difference between the two strategies in terms of routing cost is 

more pronounced in network with large number of arcs. This might be due to the fact that the 
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difference with respect to routing cost is increased, when there are more available routes for 

routing the traffics. 

4.2.1.4 Total Network Cost 

 Table 4.8 summarizes the total network cost for global and failure-oriented 

reconfiguration strategies under symmetric traffic demands. 

Table 4.8: Total Network Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using 

symmetric traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 2.485 2.469 2.452 2.406 

Failure- 

Oriented 

4.426 4.281 4.136 4.072 

 

 

Figure 4.7: Total Network Cost for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic 

demands 
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 In Figure 4.7, it can be observed that when the number of arcs is gradually increasing, the 

total network cost is gradually decreasing for both restoration strategies. This can be justified by 

the fact that in the calculation of the total network cost, the capacity installation cost has larger 

value than the routing cost. Thus, the trend of the total network cost inherits from the trend of 

capacity installation cost. It is already revealed that, with the increase of the number of arcs, the 

capacity installation cost decreases and as a result the total network cost also decreases for both 

restoration strategies. 

 In Figure 4.7, it can also be seen that global reconfiguration strategy generates less 

network cost than failure-oriented reconfiguration when optimizing the network. This 

observation is understandable as the global reconfiguration optimization procedure is more 

flexible than the failure-oriented one in selecting the restoration routes. So, global optimization 

procedure requires less capacity which in turn, results in less capacity installation cost and total 

network cost.  

For asymmetric traffic demands, the same trend that is observed for symmetric traffic 

demands prevails. The results of the performance metric total network cost are summarized in 

Table 4.9 and depicted in Figure 4.8. 

Table 4.9: Total Network Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using 

asymmetric traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 1.251 1.25 1.247 1.235 

Failure- 

Oriented 

1.81 1.755 1.7 1.678 
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Figure 4.8: Total Network Cost for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic 

demands 

 Figure 4.8 reveals that, in case of asymmetric traffic demands, the values of the total 

network cost in both reconfiguration strategies are also reflected by the values of capacity 

installation cost; consequently the total network cost decreases when the number of arcs 

increases. 

 In Figure 4.8, it can be observed that for asymmetric traffic demand, the global 

reconfiguration strategy performs better than the failure-oriented reconfiguration strategy. The 

reason behind this is that, in global reconfiguration, there are more options for the selection of 

candidate backup paths for the affected commodities than in the failure-oriented reconfiguration; 

consequently the capacity of the network can be shared in a better way. 

 4.2.1.5 CPU Time  

 With respect to CPU time, the results are captured in Table 4.10 and depicted in Figure 

4.9. 
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Table 4.10: CPU Time (in Seconds) for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global 0.22 0.22 0.26 0.36 

Failure-Oriented 0.75 0.88 0.88 1.04 

 

 

Figure 4.9: CPU Time for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic demands 

 Figure 4.9 shows that, our algorithms are quite fast as the global reconfiguration strategy 

can execute within only 0.36 seconds when restoring the affected traffics of a large network such 

as N(15,162) and in case of failure-oriented reconfiguration, it requires only 1.04 seconds. 

 The Table 4.11 summarizes the CPU Time in the case of asymmetric traffic demands. 

Table 4.11: CPU Time (in Seconds) for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 

traffic demands 

 Networks N(15, 132) N(15, 142) N(15, 152) N(15, 162) 

Global  0.22 0.22 0.26 0.36 

Failure-Oriented  0.74 0.88 0.88 1.04 
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Figure 4.10: CPU Time for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic demands 

Similarly for asymmetric traffic demands, the global reconfiguration requires only 0.36 

seconds for restoring the large network N (15,162) and the failure-oriented reconfiguration 

strategy needs only 1.04 seconds for restoring that same network. 

4.2.2 Results Using Scenario 2  

 In scenario 2, the performance comparison between global reconfiguration strategy and 

failure-oriented reconfiguration strategy has been done using the following five networks: 

Network1, Network 2, Network 3, Network 4 and Network 5.  

4.2.2.1 Capacity Installation Cost  

        The results for this metric using symmetric traffic demands are summarized in Table 

4.12 and depicted in Figure 4.11.  
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Table 4.12: Capacity Installation Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using 

symmetric traffic demands 

Different 

Networks 

Network 1 Network2 Network 3 Network 4 Network 5 

Global  0.05 0.134 0.35 0.851 1.623 

Failure-

Oriented  

0.13 0.339 0.879 2.1 3.989 

 

 

Figure 4.11: Capacity Installation Cost for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

In Figure 4.11, it can be observed that, the capacity installation cost increases gradually 

when the network size increases for both restoration strategies. This can be justified by the fact 

that, when the network size is increased, the number of commodities and their traffic demands 

are also increased. To fulfill the increased traffic demands, required capacity and capacity 

installation cost are also increased.  
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    It can also be seen in Figure 4.11, that the global reconfiguration requires less capacity 

installation cost than the failure-oriented reconfiguration. This can be attributed to the fact that, 

the global reconfiguration optimization procedure is more flexible for rerouting the affected 

traffics when a single link fails in the network than the failure-oriented reconfiguration 

optimization procedure, and the more flexible the optimization procedure is, the better the 

capacity is shared; consequently less capacity installation cost is likely to be required to optimize 

the network cost when using the global reconfiguration optimization procedure. 

Another phenomenon revealed from the Figure 4.11 is that, the difference between global 

and failure-oriented reconfiguration strategies in terms of capacity installation cost increases 

with the increment in network size.  

 Table 4.13 captures the results of performance comparison between the two strategies 

with respect to capacity installation costs in the case of asymmetric traffic demands and Figure 

4.12 depicts these results. 

Table 4.13: Capacity Installation Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using 

asymmetric traffic demands 

Different 
networks  

N (3,6) N(5,20) N(8,56) N( 12,126) N(15,162) 

Global 0.02 0.057 0.154 0.369 0.668 

Failure-
Oriented 

0.052 0.1359 0.351 0.843 1.595 
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Figure 4.12: Capacity Installation Cost for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 

traffic demands 

 In Figure 4.12, it can be observed that, global reconfiguration requires less capacity 

installation cost than failure-oriented reconfiguration strategy leading to a better sharing of the 

capacity. Again, this is attributed to the flexibility of the global reconfiguration optimization 

procedure in selecting candidate paths for the commodities. Also, the difference between global 

and failure-oriented reconfiguration is more pronounced for large size networks in terms of 

capacity installation cost.   

4.2.2.2 Total Used Capacity 

       Table 4.14 summarizes the results of the performance metric total used capacity 

using symmetric traffic demands of the commodities, and Figure 4.13 depicts those results. 
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Table 4.14: Total Used Capacity (in Bits) for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

Different 

networks 

Network 1 Network2 Network 3 Network 4 Network 5 

Global  50.124 134.162 350.26 851.671 1623.616 

Failure-

Oriented  

130.006 339.987 879.939 2109.843 3989.771 

 

 

Figure 4.13: Total Used Capacity for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic 

demands 

  Figure 4.13 reveals the expected results for both reconfiguration strategies because with 

the increase in network size, the total required capacity to fulfill the increased traffic demands 
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rearranged in order to recover from the single link failure whereas in failure-oriented 

reconfiguration, only the affected traffics are restored. In this sense, global reconfiguration can 

better share the capacity among the arcs. Moreover, it can also be seen from Figure 4.13 that, the 

difference between the strategies increases when the network size increases. 

 Table 4.15 summarizes the results of the performance comparison in terms of total 

capacity for asymmetric traffic demands.  

Table 4.15: Total Used Capacity (in Bits) for Global vs. Failure-Oriented Reconfiguration Strategy using 

asymmetric traffic demands 

Different 
networks  

N (3,6) N(5,20) N(8,56) N( 12,126) N(15,162) 

Global 20 57 154 369 668 

Failure-
Oriented 

52 135.9 351 843 1595 

 

 

Figure 4.14: Total Used Capacity for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic 

demands 
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 In Figure 4.14, it can be observed that, for asymmetric traffic demands, the same trend as 

in the case of symmetric traffic demands prevails. 

 4.2.2.3 Routing Cost 

Table 4.16 summarizes the results obtained for the routing cost performance metric when 

using symmetric traffic demands. These results are depicted in Figure 4.15. 

Table 4.16: Routing Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

Different 

networks 

Network 1 Network2 Network 3 Network 4 Network 5 

Global  0.0158 0.085 0.265 0.602 0.783 

Failure-

Oriented  

0.003 0.01 0.028 0.063 0.082 

 

 

Figure 4.15: Routing Cost for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic 

demands 
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 Figure 4.15 reveals that the routing cost increases when the network size increases for 

both reconfiguration strategies. This might be due to the fact that, as the network size increases 

in respect of commodities and number of arcs, the traffic demands are also increased; 

consequently the cost for routing these increased traffic demands are also increased. 

In Figure 4.15, it can also be observed that the global reconfiguration requires higher 

routing cost than failure-oriented reconfiguration. This is due to the fact that, in global 

reconfiguration, all the traffics are rerouted for recovering from the failure where as in the 

failure-oriented reconfiguration strategy; only the affected traffic flows are rerouted. 

 Also in Figure 4.15, the difference between global and failure-oriented reconfiguration 

increases gradually with the increment in network size. For small networks, the difference of 

routing cost between the two strategies is quite small. 

  In case of asymmetric traffic demands, the same trend for routing cost as in the case of 

symmetric traffic demands is observed. The results are summarized in Table 4.17 and depicted in 

Figure 4.16. 

Table 4.17: Routing Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 

traffic demands 

Different 
networks  

N (3,6) N(5,20) N(8,56) N( 12,126) N(15,162) 

Global 0.035 0.113 0.315 0.751 1.23 

Failure-
Oriented 

0.055 0.146 0.38 0.907 1.678 
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Figure 4.16: Routing Cost of Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic 

demands 

4.2.2.4 Total Network Cost 

   The results obtained for comparing the global and failure-oriented reconfiguration 

strategies in terms of total network cost are captured in Table 4.18 and depicted in Figure 4.17 
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Figure 4.17: Total Network Cost for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic 

demands 

 In Figure 4.17, it can be observed that, when the network size increases, the total network 

cost also increases for both reconfiguration strategies. This might be due to the fact that, when 

network size increase in terms of commodities and number of arcs, network cost also increases to 

maintain the increased traffic requirements.   

Figure 4.17 also shows that, the global reconfiguration generates less network cost than 

the failure-oriented reconfiguration strategy. This can be attributed to the fact that, as the global 

reconfiguration has a more flexible optimization procedure than the failure-oriented 

reconfiguration, it can better share the capacity among the arcs; consequently generates less 

network cost than the failure-oriented reconfiguration strategy. 

 With an increment in the network size, the total network cost of both strategies is also 

increased in the case of asymmetric traffic demands. The results are summarized in Table 4.19 

and depicted in Figure 4.18. 
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Table 4.19: Total Network Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy using 

asymmetric traffic demands 

Different 

networks 

Network 1 Network2 Network 3 Network 4 Network 5 

Global  0.008 0.025 0.052 0.117 0.207 

Failure-

Oriented  

0.009 0.027 0.073 0.167 0.267 

 

 

Figure 4.18: Total Network Cost for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic 

demands 

 In Figure 4.18, it is observed that, as expected, global reconfiguration generates less total 

network cost than failure-oriented reconfiguration strategy and the difference between global and 

failure-oriented reconfiguration in terms of total network cost becomes quite significant for large 

size networks. 
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4.2.2.5 CPU Time  

 The results obtained from the performance metric CPU time are captured in Table 4.20 

and depicted in Figure 4.19 when symmetric traffic demands are considered. 

Table 4.20: CPU Time (in Seconds) for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric 

traffic demands 

Different 

networks 

Network 1 Network2 Network 3 Network 4 Network 5 

Global  0.001 0.01 0.02 0.11 0.36 

Failure-

Oriented  

0.02 0.04 0.17 0.64 1.04 

 

 

Figure 4.19: CPU Time for Global vs. Failure-Oriented Reconfiguration Strategy using symmetric traffic demands 
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of the large network i.e. Network 5 and for the failure-oriented reconfiguration strategy, the 

convergence time is 1.04 seconds only. 

In case of asymmetric traffic demands, the CPU time is captured in Table 4.21. 

Table 4.21: CPU Time (in Seconds) for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric 

traffic demands 

Different 

networks 

Network 1 Network2 Network 3 Network 4 Network 5 

Global  0.001 0.005 0.02 0.11 0.19 

Failure-

Oriented  

0.01 0.02 0.1 0.38 1.12 

 

 

 

 

 

Figure 4.20: CPU Time for Global vs. Failure-Oriented Reconfiguration Strategy using asymmetric traffic demands 

Figure 4.20 shows that, the global reconfiguration strategy executes within 0.36 seconds 

whereas the failure-oriented reconfiguration strategy takes 1.04 seconds for the large network i.e. 

Network 5 for asymmetric traffic demands.  
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4.2.3 Results Using Scenario 3 

 In this section, the performance comparison between the global and failure-oriented 

reconfiguration strategies has been analyzed in terms of the same five performance metrics. In 

this scenario, various traffic demands of the commodities are considered for a fixed large 

network i.e. N(15,152). 

4.2.3.1 Capacity Installation Cost   

 For analyzing the performance comparison between the global and failure-oriented 

reconfiguration strategies with respect to capacity installation cost, the obtained results are 

summarized in Table 4.22 and depicted in Figure 4.21.  

Table 4.22: Capacity Installation Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy in 

different traffic demands 

Traffic 

Demands 

0.1 0.2 1 2 5 10 

Global  0.038 0.076 0.358 0.696 1.7 3.206 

Failure-

Oriented  

0.171 0.212 0.811 1.623 4.059 8.119 
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Figure 4.21: Capacity Installation Cost for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic 

demands 

 It can be observed form Figure 4.21 that the global reconfiguration needs less capacity 

installation cost than the failure-oriented reconfiguration strategy for various bandwidth 

requirements of the commodities for the same network. The reason behind this observation is 

that, the global reconfiguration optimization procedure is more flexible in selecting 

reconfiguration routes and better shares the capacity than the failure-oriented; as a result, global 

needs less capacity installation cost than failure-oriented reconfiguration. Moreover, it can be 

seen that, the difference between the global and failure-oriented reconfiguration strategy 

becomes larger as the bandwidth requirements increases.  

4.2.3.2 Total Used Capacity 

 Table 4.23 summarizes the obtained results for comparing the strategies in terms of 

required capacity for different traffic requirements. 
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Table 4.23: Total Used Capacity (in Bits) for Global vs. Failure-Oriented Reconfiguration Strategy in different 

traffic demands 

Traffic 

Demands 

0.1 0.2 1 2 5 10 

Global  38.932 76.279 358.318 696.066 1702.8 3206.83 

Failure-

Oriented  

171.378 212.756 811.871 1623.88 4059.81 8119.77 

 

 

Figure 4.22: Total Used Capacity for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic 

demands 

 The observations of Figure 4.22 can be understandable, as the more flexible the 

optimization procedure is, the less capacity is likely to be required for network optimization. As 

the global is more flexible than the failure-oriented optimization procedure, global requires less 

capacity than the failure-oriented reconfiguration for any bandwidth requirement. Also, Figure 

4.22 shows that, the difference between the global and failure-oriented reconfiguration strategy 

increases significantly for large traffic demands. 
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 4.2.3.3 Routing Cost 

 The results for performance analysis of the restoration strategies in terms of routing cost 

are captured in Table 4.24 and depicted in Figure 4.23.  

Table 4.24: Routing Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic 

demands 

Traffic 

Demands 

0.1 0.2 1 2 5 10 

Global  0.11 0.16 0.4537 0.55117 0.74926 0.93117 

Failure- 

Oriented 

0.02791 0.04518 0.07669 0.079 0.081 0.083 

 

 

Figure 4.23: Routing Cost for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic demands 

 It can be observed from Figure 4.23 that, the global reconfiguration strategy requires 

more routing cost than the failure-oriented reconfiguration due to the fact that the global 

reconfiguration reroutes all traffics for failure recovery whereas the failure-oriented 
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reconfiguration reroutes affected traffics only. One more phenomenon revealed in Figure 4.23 is 

that the difference between the restoration strategies in terms of routing cost becomes worse with 

the increment of bandwidth requirements. 

4.2.3.4 Total Network Cost 

 The results obtained for comparing the global and failure-oriented reconfiguration 

strategies with respect to total network cost are summarized in Table 4.25. 

Table 4.25: Total Network Cost (in Dollars) for Global vs. Failure-Oriented Reconfiguration Strategy in different 

traffic demands 

 Traffic 

Demands 

0.1 0.2 1 2 5 10 

Global  0.14893 0.23628 0.81202 1.24723 2.45206 4.138 

Failure 

oriented  

0.19929 0.25794 0.88857 1.70056 4.13649 8.19645 

 Table 4.25 summarizes that, the total network cost gradually increases when the traffic 

requirements increase gradually for both restoration strategies. This can be justified by the fact 

that, when the traffic demands are increased in a network, the network cost to fulfill the traffic 

demands should also increase. Table 4.25 also shows that, the difference between the two 

restoration strategies is more pronounced in terms of total network cost for a large bandwidth 

requirement of the commodities. 
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Figure 4.24: Total Network Cost for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic 

demands 

 It can also be observed from Figure 2.4 that, in terms of network cost, global 

reconfiguration is preferable to failure-oriented reconfiguration for any bandwidth requirement. 

It might be due to the fact that, as the global reconfiguration optimization procedure is more 

flexible in selecting candidate paths, it requires less network cost to optimize the network than 

the failure-oriented reconfiguration strategy. 

 4.2.3.5 CPU Time  

 The performance metric CPU time for both restoration strategies are summarized in 

Table 4.26.  
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Table 4.26: CPU Time (in Seconds) for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic 

demands 

Traffic 

Demands 

0.1 0.2 1 2 5 10 

Global  0.08 0.12 0.2 0.26 0.26 0.26 

Failure-

Oriented  

0.88 0.88 0.88 0.88 0.88 0.88 

 

 

 

Figure 4.25: CPU Time for Global vs. Failure-Oriented Reconfiguration Strategy in different traffic demands 

 Figure 4.25 depicts that both restoration strategies can converge very fast for a large 

network N(15,152) for various traffic requirements. Within 0.26 seconds, the global 

reconfiguration strategy can be executed with a traffic requirement of 10 bits per second. For the 

failure-oriented reconfiguration strategy, it also takes only 0.88 seconds to converge for the same 

bandwidth requirement. 
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Chapter 5 

Conclusion 

This thesis has studied the problem of CFA in self-healing ATM network using path 

restoration strategy. Two nonlinear mathematical models are presented, one for the global 

reconfiguration strategy and the other for the failure-oriented reconfiguration strategy. These 

restoration strategies are compared quantitatively in terms of five performance metrics which 

are: capacity installation cost, routing cost, total cost of the network which is in fact summation 

of capacity installation cost and routing cost, total used capacity and the required CPU time for 

convergence. For the performance analysis, different network scenarios, different network 

topologies, both symmetric and asymmetric traffic demands are considered. 

The findings from the numerical results of the thesis can be summarized as follows: 

 The global reconfiguration strategy always performs better than the failure-oriented 

reconfiguration strategy in terms of total network cost, total required capacity and CPU 

time.  

 The difference between the global and the failure-oriented reconfiguration strategies is 

less pronounced in networks having large number of arcs in terms of required capacity 

and capacity installation cost. But in terms of routing cost, the difference between these 

two strategies is more evident in a network having large number of arcs. 



87 
 

 For a small bandwidth requirement, the difference between the global and failure-

oriented reconfiguration strategies is quite small whereas the difference is more 

pronounced for a large bandwidth requirement.  

 With the gradual increment of the number of arcs of a network, the capacity installation 

cost, total required capacity and the total network cost are gradually decreased for both 

the restoration strategies using symmetric and asymmetric traffic demands. 

 When the bandwidth requirements of the commodities are increased, all the five 

performance metrics of the two restoration strategies are also increased. 

 In future, it is desirable to consider the proposed mathematical models and their solution 

approaches in the context of the generalized multi-protocol label switching (GMPLS) networks. 

It will also be interesting to consider the node failure event when dealing with survivable 

network designs.   
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Appendix A 

 

 

 

 

 

 

 

Network 1 with 3 nodes and 6 arcs     Network 2 with 5 nodes and 20 arcs                                      

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Network 3 with 8 nodes and 56 arcs 
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Network 4 with 12 nodes and 126 arcs 
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N (15,132), Network with 15 nodes and 132 arcs 
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N (15,142), Network with 15 nodes and 142 arcs 
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N (15,152), Network with 15 nodes and 152 arcs 
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N (15,162) or Network 5 with 15 nodes and 162 arcs 
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