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ABSTRACT 

The investor’s sentiments can be defined an investor’s attitude and opinion towards investing in 

the stocks market. Investor sentiment has been traditionally regarded as a myth by classical 

financial theories and has received little attention by researchers prior to 1990. The standard 

argument was that in the highly competitive financial market, suboptimal trading behaviors, such 

as paying attention to sentiment signals, is unrelated to fundamental value. It has been proposed 

by the efficient market hypothesis (EMH) that markets are efficient in that opportunities for 

profit are discovered so quickly that they cease to be opportunities. The EMH effectively 

states that no system can continually beat the market because if that system were to become 

public, everyone would use it, thus negating any potential gain. From the literature, it is evident 

that the application of investor sentiment for evaluating market behavior is achieving broad 

acceptance. This paper studies the application of Soft Computing to Investor Sentiment, focusing 

on the dictionary learning approach. Soft computing methods and various sentiment indicators 

are employed to obtain sample predictions of future trends in stock market returns. This paper’s 

contribution is to expose the key areas where research is being undertaken, and to attempt to 

quantify the degree of success associated with the different research approaches.
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Chapter 1 

Introduction 

The high volume and velocity of social media have propelled such things as blogs and Twitter to 

the forefront as sources of breaking news. It would appear that news affects the markets in 

profound ways by impacting volumes of trade, stock returns, volatility of prices and even future 

firm earnings. In financial domain of news impact analysis, the focus has expanded in recent 

years from informational to affective content of text in an effort to explain the relationship 

between text and the markets. All text, be it news, blogs, accounting reports or poetry, has a non- 

factual dimension that conveys opinion, invokes emotion, and provides a nuanced perspective of 

the factual content of the text. At present, the most popular approach to automated sentiment 

analysis at the level of the text involves using machine learning technology to build automated 

classifiers from human annotated documents. This method has shown much initial promise, 

particularly because it allows researchers to abstract away from the messy linguistic details by 

providing an impressive baseline performance in text polarity identification, even with the 

simplest of features [1]. Accelerating analysis of information content in online social media 

streams is the need of the hour since it allows businesses and government to understand public 

opinion about products and policies. In most of these settings, data points appear as a stream of 

high dimensional feature vectors. Recently, the dictionary learning approach, as one of machine 

learning methods, has emerged as a powerful data representation framework in sentiment 

analysis. Dictionary learning is the problem of estimating a collection of basis vectors over 

which a given data collection can be accurately reconstructed, often with sparse encodings. It 

may be formulated in terms of uncovering low-rank structure in the data using matrix 

factorizations possibly with sparsity inducing priors. 
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The contribution of this research is a consistent presentation and classification of Dictionary 

learning techniques, specifically Online 𝑙1-dictionary learning, applied to financial markets news. 

This may be used for further analysis and evaluation, as well as comparative studies. An obvious 

benefit of this study is that if one applies online 𝑙1-dictionary learning to the financial news, 

valuable results will be obtained, which, when analyzed, may offer additional information to 

market behaviour. 

1.1 Organization 

Although the end goal of this study is to forecast the stock market using financial news, first, 

there is much fascinating groundwork to be laid, interesting in and of it. 

 This study is organized into three substantive chapters. In the rest of this chapter, I 

present the motivation for the work, as well as a description of how the study is organized. 

 Chapter 2 sets up a framework for online 𝑙1-dictionary learning algorithm for novel 

document detection that will be able to detect breaking news and trending relevant to the 

financial market.  

 Chapter 3 explores news analytics and its application to finance, including textual data, 

internet message boards. 

 Chapter 4 outlines the details of the evaluation of this research. 

Chapter 5 presents the results and concludes with a look at future challenges for this 

research. 
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1.2 Motivation 

There are several motivations for forecasting stock market prices. The most basic of these is 

financial gain. Any system that can consistently pick winners and losers in the active 

marketplace would make the owner of the system very wealthy. Moreover it has been proposed 

in the efficient market hypothesis (EMH) that markets are efficient in that opportunities for profit 

are discovered so fast that they cease to be opportunities. Though there are many ways to 

approach the efficient market hypothesis, the intuition behind it is that markets efficiently 

process all related information into a single price. In principle, past data cannot be used to predict 

future prices in capital markets. One of the key questions in the definition of efficient markets is 

what type of information is relevant. Forecasting stock movements based only on past prices is 

very different than forecasting stock movements based on insider information about a pending 

merger. In addition, the presence of systematic mispricing in the market remains debatable 

because of the complexity of empirically examining the issue. After the empirical evidence was 

documented, the EMH was proposed based on the overpowering logic that if returns were 

forecast- table, many investors would use them to make unlimited profits. The investor sentiment 

induced returns that obey the EMH; otherwise, the stock market would become a “money 

machine” producing infinite wealth.  A steady economy cannot allow that. The absence of 

precise valuation models for stocks makes it difficult to measure deviations from theoretical 

prices. Similar problems arise due to the difficulty in measuring investor sentiment. 
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1.3 Literature Review 

The work presented in this study does not easily fit into a single field of research; it addresses 

concerns in both finance and computer science. Even within those broad disciplines, the work 

draws from diverse research threads, such as studies of trading rules and event studies in finance, 

ensemble methods, dictionary learning, and sparse encoding. 

Ankan Saha and Vikas Sindhwani [2] proposed an online nonnegative matrix factorization 

framework to capture the evolution and emergence of themes in unstructured text under a novel 

temporal regularization framework. They develop scalable optimization algorithms for their 

framework, proposed a new set of evaluation metrics, and reported promising empirical results 

with traditional TDT tasks as well as streaming Twitter data. 

News can contain information which may provide an indication of the future direction of a share 

or stock market index. A recent paper by Brett Drury et.al [3] clearly demonstrates that a news 

story's headline provides the greatest assistance for classification. His paper presented a strategy 

that combined the: rule a classifier, alignment an strategy and self-training to induce a robust 

model for classifying news stories. The models induced from headlines gained the highest 

estimated F- Measure and trading returns for each strategy with the exception of the alignment 

method, which consistently performed poorly. 

As the social media, such as Twitter, have become leading sources of breaking news, a key task 

in the automated identification of such news is to detection novel documents from a voluminous 

stream of text documents in a scalable manner. Motivated by this challenge, the squared loss, the 

𝑙1-penalty, is used for measuring the reconstruction error that has been introduced in a paper by 
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Shiva.P. Kasiviswanthan et.al [4]. Online convex optimization is an area of active research; for a 

detailed survey on the literature I refer the reader to [5]. 

Determining the sentimental polarities of stock market news is another approach in investor 

sentiment analysis. The study conducted by Keisuke Mizumoto et.al [6] proposes an automatic 

dictionary construction approach and sentiment analysis of stock market news using a polarity 

dictionary. A semi-supervised learning approach has been used in the construction of the 

dictionary. 

Previous work involves many other techniques in the wide area of statistics or machine learning. 

Some important methods are as follows: 

 Dictionary Learning: The problem of estimating a collection of basis vectors over which 

a given data collection can be accurately reconstructed, often with sparse encodings. 

 Linear Regression: The most basic technique to describe the relationship between 

response variables and explanatory variables. Using 𝛽 and 𝜀 𝑡 to denote the regression 

coefficients and the error terms, respectively, the linear regression model often takes the 

form 𝑌 𝑡 = 𝑋 𝑡 𝛽 + 𝜀 𝑡 . 

 Approximate Nearest Neighbor: One of the simplest learning algorithms. Objects are 

classified based on the closest training examples in the feature space. 

 Bayes Learning: A learning algorithm based on Bayes' theorem regarding conditional and 

marginal probabilities. Bayes learning is one of the most successful algorithms for classifying 

text documents and has shown great success in many previous applications. Bayes learning 

method is simple yet robust. 
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 Artificial Neural Networks: ANNs have also been extensively used as nonlinear mapping 

for statistical modeling. They have been applied in many areas, especially in applications for 

classification, clustering or prediction. 

 Support Vector Machines: Support Vector Machines (SVMs) are a set of related 

supervised learning methods used for classification and regression. Usually SVMs perform better 

than multiple linear regression models because the real world cannot always be described with a 

linear model. 

 Time Series Analysis: forecasting future data points using historical data sets. Research 

reviewed in this area generally attempts to predict the future values of some time series. Possible 

time series include Base time series data (e.g. Closing Prices), or time series derived from base 

data (e.g. Indicators - frequently used in Technical Analysis). 
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Chapter 2 

2.1 Dictionary learning 

Dictionary learning is a useful procedure by which dependencies among input features can be 

represented in terms of suitable bases. It has found applications in many machine learning and 

inference tasks, including image de-noising, dimensionality-reduction, bi-clustering, feature-

extraction and classification, and novel document detection [4]. Dictionary learning usually 

alternates between the following two steps: an inference (sparse coding) step and a dictionary 

update step. The first step finds a sparse representation for the input data using the existing 

dictionary by solving, for example, an 𝑙1 -regularized regression problem. In contrast, the second 

step usually employs gradient descent approximation to update the dictionary entries. With the 

increasing complexity of various learning tasks; it is natural that the size of the learning 

dictionaries is demanding more and more memory and computation. Therefore it is important to 

study situations where the dictionary need not be available in a single central location but could 

be spread out over multiple locations. This is mainly true in big data scenarios where multiple 

large dictionary models may already be available at separate locations and it unfeasible to 

aggregate all dictionaries into one location due to communication and privacy considerations. 

This observation motivates us to examine how to learn a dictionary model that is stored over a 

network of agents, where each agent is in charge of only a portion of the dictionary elements. 

 

2.1.1      Online Dictionary Learning 

Dictionary learning is the problem of estimating a collection of basis vectors over which a given 

data collection can be accurately reconstructed, often with sparse encodings. It falls into a 
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general category of techniques known as matrix factorization. Classical dictionary learning 

techniques (e.g., [7, 8, 9])  address the problem of learning a reconstructive dictionary D 

in 𝑅𝑚×𝑘well adapted to a training set T which is not jointly convex in (D, α), but convex with 

respect to each unknown when the other one is fixed. In dictionary learning each data point y is 

represented as a sparse linear combination Dx of dictionary atoms, where D is the dictionary and 

x is a sparse vector [1, 2], as shown in Figure 1. Classic dictionary learning techniques for sparse 

representation ([1, 3, and 2] and references therein) consider a finite training set of signals 

𝑆 =  𝑠1 …𝑠𝑖 ∈  𝑅𝑚×𝑛  and optimize the empirical cost function which is defined as: 

     𝑓 𝐷 =  𝑙 𝑠𝑖 , 𝐷 𝑛
𝑖=1      (1) 

Where; D in 𝑅𝑚×𝑘  is the dictionary, each column representing a basis vector; 𝑙1  is a loss 

function with an 𝑙1 -regularization term; 𝑙 𝑠, 𝐷 ≜ min𝑎∈𝑅𝑘
1

2
 𝑠 − 𝐷𝛼  +𝜆12

2  𝛼  1 such 

that 𝑙 𝑠, 𝐷 should be small if D is “accurate” at representing the signal s in a sparse fashion. The 

optimization problem of dictionary learning as that of minimizing the empirical cost (D) is the 

following: 

 min𝐴 𝑓 𝐷 = 𝑓(𝐷, 𝑋) ≝ min𝐷,𝑋  𝑙(𝑠𝑖
𝑛
𝑖=1 , 𝐷) = min𝐷,𝑋 𝑆 − 𝐷𝑋  1 + 𝜆1 𝑋  1  

Additionally, for maintaining interpretability of the results we want dictionary D and X’s to 

contain non-negative entries. Therefore, the problem of dictionary learning becomes  

    min𝐷∈𝐷′ ,𝑋≥0 𝑆 − 𝐷𝑋  1 + 𝜆1  𝑋 1    (2) 

Where D´ is the convex set of matrices; to prevent D from being arbitrarily large (which would 

lead to arbitrarily small values of X), we add a scaling constant on D as follows: 𝐷′ =

 𝐷 ∈ 𝑅𝑚×𝑘 : 𝐷 ≥ 0𝑚×𝑘∀𝑗 = 1, …𝑘 𝐷𝑗 1
≤ 1 ,with 𝐷𝑗  being the jth column in D. The 
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optimization problem (2) is in general non-convex. But if one of the variables, either D or X is 

known, the objective function with respect to the other variable becomes a convex function (in 

fact, a linear function) and the global solution to (2) can be found. This iterative alternative 

minimization is the core idea behind most algorithms for dictionary learning [7, 8, and 9]. 

 

Figure 1.Sparse linear combination Dx of dictionary atoms 

 

2.1.2  Sparse Coding  

In classical sparse coding tasks, we consider the signal s in 𝑅𝑚×𝑛 and the fixed dictionary D 

in 𝑅𝑚×𝑘 . Note that in this setting over-complete dictionaries with 𝑘 > 𝑚 are allowed. The 

number of samples n is usually large, whereas the signal dimension m is relatively small. In 

general, we also have 𝑘 ≪ 𝑛 , but each signal uses only a few elements of D in its representation, 

for instance 10. In this setting, sparse coding with 𝑙1- regularization amounts to computing: 

   𝑙 𝑠, 𝐷 ≜ min𝛼∈𝑅𝑘
1

2
 𝑠 − 𝐷𝛼 2

2 + 𝜆1 𝛼 1    (2) 

Where 𝑙(𝑠, 𝐷) is defined as the optimal value of the 𝑙1- sparse coding problem and 𝜆1 is a 

regularization parameter. The 𝑙𝑝  regularization term of a vector x for p ≥ 0 is defined as 𝑥 𝑝
𝑝 =

  𝑥[𝑖] 𝑝𝑛
𝑖=1 .  .  𝑝 is a norm when 𝑝 ≥ 1.  When  𝑝 = 0  , it counts the number of non-zero 

elements in the vector. 
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2.1.3  Novel Document Detection Task  

Let 𝐷𝑡−1 ∈ 𝑅𝑚×𝑘 , represent the dictionary matrix after time t−1; where dictionary  𝐷𝑡−1 is a 

compact summary representation of all the documents in S ≤ t−1. Here,  𝑆𝑡  represents the term-

document matrix observed at time t. Each column of  𝐷𝑡−1 is called a basis vector or atom. The 

exact construction of the dictionary is described later, but ideally we want the dictionary to have 

a set of representative atoms for each of the old topics. With such a representative dictionary, 

documents from old topics can be represented as a linear combination of the atoms 

corresponding to that topic. Let  𝑁 𝑡  be the number of documents arriving at time ≤ t, then 𝑆[𝑡] ∈

𝑅𝑚×𝑁𝑡 . Under this setup, the goal of novel document detection is to identify documents in  𝑆 𝑡  

that are “dissimilar” to the documents in  𝑆[ 𝑡−1]. Given a new document vector y with timestamp 

t, we see if y could be represented as a sparse linear combination of the columns of 𝐷𝑡−1. The 

sparsest representation is the solution of:   

   min𝑥 𝑥 0  𝑠. 𝑡 𝑦 =  𝐷𝑡 − 1 𝑥, 𝑥 ≥ 0    (3) 

Where .  is the 𝑙0 −norm, counting the non-zero entries of a vector. However in general, solving 

(3) is NP-hard and also difficult to approximate [10]. Recently, a series of papers (see [11, 12] 

and references therein) have shown that under certain favorable conditions one could obtain the 

solution to (3) by solving the following: 

   min𝑥 𝑥 1  𝑠. 𝑡 𝑦 =  𝐷𝑡 − 1 𝑥, 𝑥 ≥ 0   (4) 

In essence, (4) can be viewed as a convex relaxation of (3). In our experiments, we use the 

alternating directions method of multipliers (ADMM) [8] to solve (3). ADMM has recently 

gathered significant attention in the machine learning community due to its wide applicability to 
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a range of learning problems with complex objective functions [13]. For each document y 

arriving at time t, first we solve (3) to check whether y could be well approximated as a sparse 

linear combination of the atoms of 𝐷𝑡   . If the objective value  𝐷𝑡−1 𝑥 is “big” then we mark the 

document as novel. Since all the documents should be normalized in  𝑆𝑡  to unit 𝑙1- length the 

objective values should also be in the same scale. In the presence of isotopic Gaussian noise the 

𝑙2-penalty on e = y − 𝐷𝑡−1 𝑥 gives the best approximation of x [14, 15, 16]. However, for text 

documents (and in most other real scenarios), the noise vector e rarely satisfies the Gaussian 

assumption, and some of its coefficients contain large, impulsive values.  

2.1.4  Dictionary Size  

Changing the size of the dictionary (k) dynamically with t would lead to a more efficient and 

effective sparse coding. However, here we make the simplifying assumption that k is a constant 

independent of t. The problem of designing an adaptive dictionary whose size automatically 

increases or decrease over time is a remarkable open problem. While the current work uses fixed 

sized dictionaries, using adaptive dictionaries whose size changes based on the set of active or 

emerging topics may be more desirable in certain applications. 

2.1.5  Online 𝒍𝟏-Dictionary Learning  

The standard goal of online learning is to design algorithms whose regret is sublinear in time T, 

since this implies that “on the average” the algorithm performs as well as the best fixed strategy 

in hindsight [17]. An efficient online algorithm with sublinear regret would imply an efficient 

algorithm for solving (1) in the offline case. Therefore making assumptions on either D or X 

would make it possible to design an efficient online algorithm with sublinear regret. Therefore, 

the focus of this work is on obtaining regret bounds for the dictionary update, assuming that at 
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each time-step the sparse codes given to the online algorithms are “close”. This motivates the 

following problem: 

Definition 2.4.1 (Online 𝑙1-Dictionary Learning Problem). At time t, the online algorithm picks 

𝐷 𝑡+1 ∈ 𝐷′ then, the nature (adversary) reveals  𝑆𝑡+1, 𝑋 𝑡+1 with 𝑆𝑡+1  ∈ 𝑅𝑚×𝑛  

and 𝑋 𝑡+1  ∈ 𝑅𝑘×𝑛 . The problem is to pick the𝐷𝑡+1sequence such that the following regret 

function is minimized 

𝑅 𝑇 =   𝑆𝑡 − 𝐷 𝑋 𝑡 1

𝑇

𝑡=1

− min
𝐷∈𝐷′

  𝑆𝑡 − 𝐷𝑋𝑡 1

𝑇

𝑡=1

 

 Where 𝑋 𝑡 = 𝑋𝑡 + 𝐸 𝑡 and  𝐸 𝑡 is an error matrix dependent on t.  

2.1.6  Online 𝒍𝟏-Dictionary Algorithm 

This section is the detailed design of and algorithm for the online ℓ₁-dictionary learning problem, 

which is called Online Inexact ADMM (OIADMM), and bound its regret because the algorithm 

is based on the alternating directions method of multipliers. This algorithm first performs a 

simple variable substitution by introducing an equality constraint. The update for each of the 

resulting variables has a closed-form solution without the need of explicitly estimating the sub-

gradients. 
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Algorithm1: Online Inexact ADMM (OIADMM) 

Input:𝑺𝒕 ∈ 𝑹𝒎×𝒏, 𝑫 𝒕 ∈  𝑹𝒎×𝒌, ∆𝒕∈ 𝑹𝒎×𝒏, 𝑿 𝒕 ∈ 𝑹𝒌×𝒏, 𝜷𝒕 ≥ 𝟎, 𝝉𝒕 ≥ 𝟎 

𝜞 𝒕 ← 𝑺𝒕 − 𝑫 𝒕𝑿 𝒕 

𝜞𝒕 = 𝒂𝒓𝒈𝒎𝒊𝒏𝜞 𝜞 𝟏 +  ∆𝒕, 𝜞 𝒕 − 𝜞 +  𝜷𝒕/𝟐  𝜞 𝒕 − 𝜞 
𝑭

𝟐
 

 ⇒ 𝜞𝒕+𝟏 = 𝒔𝒐𝒇𝒕  𝜞 𝒕 +
∆𝒕

𝜷𝒕
,
𝟏

𝜷𝒕
   

𝑮𝒕+𝟏 ← −  
∆𝒕

𝜷𝒕
+ 𝜞 𝒕 − 𝜞𝒕+𝟏 𝑿 𝒕

𝑻 

𝑫 𝒕+𝟏 = 𝒂𝒓𝒈𝒎𝒊𝒏𝑫∈𝑫𝜷𝒕   𝑮𝒕+𝟏, 𝑫 − 𝑫 𝒕 +  𝟏/𝟐𝝉𝒕  𝑫 − 𝑫 𝒕 𝑭

𝟐
  

 ⇒ 𝑫 𝒕+𝟏 = ∏𝑨 𝒎𝒂𝒙 𝟎, 𝑫 𝒕 − 𝝉𝒕𝑮𝒕+𝟏    

∆𝒕+𝟏= ∆𝒕 + 𝜷𝒕 𝑺𝒕 − 𝑫 𝒕+𝟏𝑿 𝒕 − 𝜞𝒕+𝟏  

Return 𝑫 𝒕+𝟏 and  ∆𝒕+𝟏 

 

OIADMM is summarized in Algorithm 1. Consider the following minimization problem at time t 

𝑚𝑖𝑛𝐴∈𝐴′ 𝑆𝑡 − 𝐷𝑋 𝑡 1
 

We can rewrite this above minimization problem as: 

min𝐷∈𝐷′ ,𝛤 𝛤 1𝑠𝑢𝑐𝑕 𝑡𝑕𝑎𝑡 𝑆𝑡 − 𝐷𝑋 𝑡 = 𝛤    (4) 

The augmented Lagrangian of (4) is: 

ℒ 𝐷, 𝛤, ∆ = min𝐷∈𝐷′ ,𝛤 𝛤 1 +  ∆, 𝑆 − 𝐷𝑋 𝑡 − 𝛤 +  𝛽𝑡/2  𝑆𝑡 − 𝐷𝑋 𝑡 − 𝛤 
𝐹

2
  (5) 

Where 𝐷𝒕 ∈ 𝑅𝑚×𝑛  is a multiplier and  𝛽𝑡 ≥ 0 is a penalty parameter. 
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Chapter 3 

3.1 News Analytics and Its Application to Finance 

News analytics measures news attributes such as sentiment, relevance and novelty by expressing 

news stories as numbers to permit the management of everyday information in a mathematical 

and statistical manner. News analytics are used in finance, particularly in quantitative 

applications and plotting and characterizing company behaviours over time; thus, they yield 

important strategic insights about a rival company. Predicting the market has always been one of 

the hottest topics in research, so is the challenge due to its complex, non-stationary, noisy, 

chaotic, nonlinear and dynamic system that does not follow the random walk process [21]. There 

are many factors that may cause the fluctuation of financial market movement, including 

economic conditions, political situations, traders’ expectations, catastrophes and other 

unexpected events. Therefore, predictions of stock market price and its direction are quite 

difficult. Researchers have proof that suggests that financial time series is predictable. Numerous 

publications have attempted to construct an accurate model for the stock market. Most of these 

works focus on time series prediction with various models, such as Artificial Neural Networks 

[22] [23] Hybrid Genetic Algorithm and Particle Swarm Optimization [24], Fuzzy Logic [25] 

and some hybrid combinations like the use of ten data mining techniques that include Linear 

discriminant analysis (LDA), Quadratic discriminant analysis (QDA), K-nearest neighbour 

classification, Naive Bayes based on kernel estimation, Logit model, Tree based classification, 

neural network, Bayesian classification with Gaussian process, Support vector machine (SVM) 

and Least squares support vector machine (LS-SVM) [26]. Analytics is a term that refers to the 

various modes of using information to make decisions. Traditionally, this is called decision 

support, which is mostly accomplished through the decision support tools, data warehouse and 
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business intelligence tools, which have become more sophisticated for data access, data analysis, 

data manipulation, data mining, forecasting, trend analysis and other metric-based presentations. 

Analysis tools include packaged analytical applications for specific business domains, such as 

supply chain analysis, sales channel analysis, performance analysis, etc. Data mining refers to 

extracting or “mining” knowledge from large amounts of data. Data mining is often treated as a 

synonym for another popularly used term, Knowledge Discovery from Data, or KDD. 

Alternatively, others view data mining as simply an essential step in the process of knowledge 

discovery.  

The sources and volume of news have increased significantly over the years; as a result the 

consumers of financial news must work hard to achieve superior investment returns by using the 

information available to them. News Analytics offers automatic analyses of published news. One 

of the tasks of News Analytics (NA) is determining novelty of the published text, i.e. 

automatically deciding whether the news story at hand is reporting about some new event, or it is 

merely introducing new facts about an event that is already known. Another example of a news 

analytics task is detecting sentiment within the published news item. Analysing the language of a 

text, and the selection of the words the author used, it is possible to determine whether the 

analysed text is positive or negative in sentiment, as well as the degree of positivity or negativity. 

The texts lacking high levels of positivity or negativity are usually denoted as neutral. Such 

scales we call text sentiment measures. 

News analytics has introduced technology in order to automate or semi-automate this approach. 

By automating the judgement process, the human decision maker can act on a larger, hence more 

diversified, collection of assets. These decisions are also taken more promptly. Automation or 

semi-automation of the human judgement process widens the horizons of the investment process 
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[27]. Automated news analysis can form a key component driving algorithmic trading desks’ 

strategies and execution, and the traders who use this technology can shorten the time it takes 

them to react to breaking stories. 

For investors in all market sectors, the goal of news analytics is to; understand market cycles 

based on the psychological perceptions in each market and asset class and make better asset 

allocation decisions then drill down into sectors and choose strategies. Another goal of news 

analytics is to monitor risk perceptions identify fear in different locations to change the pricing 

of products in response and hedge effectively in times of high uncertainty, monitor risk 

perceptions indifferent currencies, interest rates in certain economic sectors, and conflict in select 

countries or as certain levels of concern about unemployment and layoffs which may affect 

policy decisions and help new companies focus on the subjects people care about the most and 

understand why and how they care about them. 

3.1.1  Types of News Data 

Financial news consists mostly of two types: first, regular synchronous announcements, which 

are scheduled and expected by investors and second, event-driven asynchronous announcements, 

which are unscheduled and unexpected. Mainstream news rumours and social media normally 

arrive asynchronously in an unstructured textual form. A substantial portion of prenews arrives at 

prescheduled times and in a generally structured form. Scheduled announcements often have a 

well-defined numerical and textual content and may be classified as structured data. These 

include macroeconomic announcements and earnings announcements. Macroeconomic news, 

particularly economic indicators from the major economies, is widely used in automated trading. 

News has an impact in the largest and most liquid markets, such as foreign exchange, 
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government debt and futures markets. Firms often execute large and rapid trading strategies. 

These news events are normally well documented, thus thorough back testing of strategies is 

feasible. Since indicators are released according to a precise schedule, market participants can be 

well prepared to deal with them. These strategies often lead to companies fighting to be first to 

the market; speed and accuracy are the major determinants of success. 

The different types of news and information flows that can be applied for updating investor 

beliefs were discussed in books and literature [27] [28]. The study distinguishes four broad 

classifications of news. Figure 2 shows the news flow architecture. 

News This refers to mainstream media and comprises the news stories produced by reputable 

sources. These are broadcast via newspapers, radio and television. They are also delivered to 

traders’ desks on newswire services. Online versions of newspapers may also exist. 

Pre-News This refers to the source data that reporter’s research before they write news articles. 

It comes from primary information sources, such as Securities and Exchange Commission 

reports and filings, court documents and government agencies. It also includes scheduled 

141 announcements such as macro-economic news, industry statistics, company earnings reports, 

analyst reports, annual reports and other corporate news.  

Rumours These are blogs and websites that broadcast “news” and are less reputable than news 

and pre-news sources. The quality of these varies significantly. Some may be blogs associated 

with highly reputable news providers and reporters. At the other end of the scale some blogs may 

lack any substance and may be fuelled entirely by rumour. 

Social media These websites fall at the lowest end of the reputation scale. Barriers to entry are 

extremely low and the ability to publish “information” is easy. These can be dangerously 

inaccurate sources of information. However, if carefully applied (with consideration of human 



18 
 

behaviour and agendas) some value may be gleaned from these. At a minimum they may help us 

identify future volatility. 

 

 

 

 

3.1.2 The Dataset TDT2 

The dataset is drawn from the  TDT2 corpus ( NIST Topic Detection and Tracking corpus ) [30] 

consists of data collected during the first half of 1998 and taken from six sources, including two 

newswires (APW, NYT), two radio programs (VOA, PRI) and two television programs (CNN, 

ABC). It consists of 11,201 on-topic documents which are classified into 96 semantic categories. 

In this subset, those documents appearing in two or more categories were removed, and only the 

largest 30 categories were kept, thus leaving 9,394 documents in total. To evaluate of this 

research, a set of 9000 documents was used that represented over 19,528 terms and distributed 

into the top 30 TDT2 human-labelled topics over a period of 27 weeks. The documents are 

introduced in groups. 

The purpose of the TDT effort is to advance the frontier in Topic Detection and Tracking. TDT 

processing addresses multiple sources of information, including both newswire (text) and 

broadcast news (speech). The information flowing from each source is modeled as a sequence of 

stories. These stories provide information on many topics. The general technical challenge is to 

identify and follow the topics being discussed in these reports.  

News Pre-News 

Pre-Analysis 

Figure 2.News flow 

http://www.nist.gov/speech/tests/tdt/tdt98/index.htm
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The definition of "topic" is a fundamental issue and of the greatest importance. It is also a very 

difficult problem, one which has not been fully resolved and for which no perfect solution exists. 

However, for the purposes of the TDT research effort, a topic is defined as "a seminal event or 

activity, along with all directly related events and activities" [29]. Stories will be considered to 

be "on topic" whenever the story is directly connected to the associated event. Topic detection is 

the task of detecting and tracking topics not previously known to the system. It is characterized 

by a lack of knowledge of the topic being detected. Therefore the system must embody an 

understanding of what a topic is, and this understanding must be independent of topic specifics. 

In the topic detection task, the system must detect new topics as the incoming stories are 

processed and then associate input stories with those topics. Thus this process identifies a set of 

topics, as defined by their association with the stories that discuss them. Topic detection 

performance depends on the form of the source and on the maximum permitted delay before 

topic detection decisions must be outputted. Performance also depends on whether story 

boundaries are provided to the system.  
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Chapter 4 

4.1 Experimental Setup 

All reported results are based on a MATLAB implementation running on a quad-core 2:33 GHz 

Intel processor with 16GB RAM. The parameters to our 𝑙1-online dictionary learning algorithm 

are: (i) initial size of dictionary, (ii) regularization parameter, (iii) parameters to OIADMM 

( 𝛽𝑡 and 𝜏𝑡), and (iv) ADMM parameters for sparse coding. The regularization parameter λ is set 

to 0.1 which yields reasonable sparsities in the experiments. OIADMM parameters are as 

follows:  𝜏𝑡 is set to 1/(2𝜓𝑚𝑎𝑥  𝑋 𝑡 )(chosen according to Theorem 4.6) and  𝛽𝑡  is fixed to 5 

(obtained through tuning). The ADMM parameters for sparse coding and batch dictionary 

learning are set as suggested in [4]. In the batch algorithms, the dictionary sizes are increased by 

η=10 in each timestep. The threshold value ζ is treated as a tuneable parameter. 

4.2  Experimental Results 

This section presents experiments that compare and contrast the performance of 𝑙1-batch and𝑙1-

online dictionary learning algorithms for the task of novel document detection. This section also 

present results highlighting the advantage of using an 𝑙1-penalty over an 𝑙2-penalty on the 

reconstruction error for this task. 

4.2.1 Implementation of BATCH 

This section describes the batch algorithm for detecting novel documents. The Algorithm 

BATCH alternates between novel document detection and a batch dictionary learning step. 

The Batch Dictionary learning step at time t, the dictionary learning step is 
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 𝐷𝑡+1, 𝑋 𝑡  = 𝑎𝑟𝑔𝑚𝑖𝑛D∈𝐷,𝑋≥0 𝑆[𝑡] − 𝐷𝑋  1 + 𝜆  𝑋  1 (3) 

Even though conceptually simple, Algorithm BATCH is computationally inefficient. The 

bottleneck comes in the dictionary learning step. As t increases, so does the size of  

S[t], so solving (3) becomes prohibitive even with efficient optimization techniques. To achieve 

computational efficiency, in [4], the authors solved an approximation of (3), where in the 

dictionary learning step they update only the D’s and not the X’s. This leads to faster running 

times, but because of the approximation, the quality of the dictionary degrades over time and the 

performance of the algorithm decreases. But solving (3) with online learning algorithm will show 

that this online algorithm is both computationally efficient and generates good quality 

dictionaries under reasonable assumptions. Most algorithms for dictionary learning are iterative 

batch procedures, which operate on the entire training set; however this method is not feasible 

for very large and dynamic data. 

In this implementation, the dictionary size grows by η in each time step. Growing the dictionary 

size is essential for the batch algorithm because as t increases the number of columns of 𝑆[𝑡] also 

increases. Therefore, a larger dictionary is required to compactly represent all the documents 

in 𝑆[𝑡]. For solving (3), we use alternative minimization over the variables. The complete 

pseudo-code is given Algorithm BATCH-IMPL. The optimization problems arising in the sparse 

coding and dictionary learning steps are solved using ADMM’s. 

4.2.2 The Online Algorithm 

The online algorithm by S.Kasiviswanathan et.al uses the same novel document detection step as 

Algorithm BATCH, but dictionary learning is done using OIADMM. In experiments, the number 
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of documents introduced during each time step is almost of the same order; hence, there is no 

need to change the size of the dictionary across time steps for the online algorithm. 

Algorithm 3 : Online Dictionary Learning 

Input:𝑺𝒕 =  𝒔𝟏, … 𝒔𝒏𝒕
 ∈  𝑹𝒎×𝒏𝒕 , 𝑫 𝒕 ∈ 𝑹𝒎×𝒌, ∆𝒕∈ 𝑹𝒎×𝒏𝒕 , 𝝀 ≥ 𝟎, 𝜻 ≥ 𝟎, 𝜷 ≥ 𝟎, 𝝉 ≥ 𝟎 

Novel document detection step: 

For j=1 to 𝒏𝒕 do 

      Solve: 𝒙𝒋 = 𝒂𝒓𝒈𝒎𝒊𝒏𝒙≥𝟎 𝑺𝒋 − 𝑫 𝒕𝒙 𝟏
+ 𝝀 𝒙 𝟏 

      If 𝑺𝒋 − 𝑫 𝒕𝒙𝒋 𝟏
+ 𝝀 𝒙𝒋 𝟏

> 𝜁 

           Mark 𝑺𝒋as novel 

Online Dictionary Learning Step: 

Set 𝑿 𝒕 ←  𝒙𝟏, … 𝒙𝒏𝒕
  

 𝑫 𝒕+𝟏, ∆𝒕+𝟏 ← 𝐎𝐈𝐀𝐃𝐌𝐌  𝑺𝒕, 𝑫 𝒕, ∆𝒕, 𝑿 𝒕𝜷, 𝝉  

 

The sparse coding matrices of the Algorithm BATCH 𝑋1 , … , 𝑋𝑡could be different from𝑋 1 , … , 𝑋 𝑡 . 

If these sequences of matrices are close to each other, then we have a sublinear regret on the 

objective function. 

4.2.3 Evaluation of Novel Document Detection. 

For performance evaluation, it is assumed that documents in the corpus have been manually 

identified with a set of topics. For simplicity, we assume that each document is tagged with the 

single most dominant topic with which it is associated, hereafter called the “true topic” of that 

document. A document y arriving at time t is called novel if the true topic of y has not appeared 
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before the time t. So at time t, given a set of documents, the task of novel document detection is 

to classify each document as either novel (positive) or non-novel (negative). To evaluating this 

classification task, the standard Area Under the ROC Curve (AUC) [31] is used. 

4.2.4 Performance Evaluation for 𝒍𝟏-Dictionary Learning. 

A simple reconstruction error measure is used for comparing the dictionaries produced by our 𝑙1-

batch and 𝑙1-online algorithms. The dictionary at time t needs to be a good basis to represent all 

the documents in 𝑆 𝑡 ∈  𝑅𝑚 × 𝑁𝑡 . This would lead to define the sparse reconstruction error 

(SRE) of a dictionary D at time t as 

𝑆𝑅𝐸  𝐷  ≝  
1

𝑁𝑡
 min𝑋≥0 𝑆[𝑡] − 𝐷𝑋  1 + 𝜆  𝑋  1 . 

A dictionary with a smaller SRE is better, on average, at sparsely representing the documents 

in 𝑆[𝑡]. 

Experiments performed comparing𝑙1- penaltyvs.𝑙2-penalty justify the choice of using an 𝑙1-

penalty (on the reconstruction error) for novel document detection. In the 𝑙2-setting, for the 

sparse coding step fast implementation of the LARS algorithm with positivity constraints [32] 

was used and the dictionary learning was done by solving a non-negative matrix factorization 

problem with additional sparsity constraints(also known as the non-negative sparse coding 

problem [33]).  

4.2.5 Experiment on the Data 

The experiment setup is as follows. A collection of 1000 documents is presented to the 

algorithms in order to initialize the dictionary. The algorithm from [4] utilizes the data as a 
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block. Once the dictionary is initialized, a new collection of 1000 documents is presented to the 

algorithm. The algorithm then processes the data samples in order to determine if each of the 

new documents belongs to a topic that has been previously observed, or not. This assessment is 

done by determining if the value of the cost function is sufficiently large, in order to deem the 

data sample “novel.” The detection result then produces a receiver operating characteristic 

(ROC) curve, illustrated in Figures 3-7. For this simulation setup, novel documents are 

introduced only at the first (samples 1001-2000), second (2001-3000), fifth (5001-6000), sixth 

(6001-7000), and eighth (8001-9000) time-steps. For this reason, we execute only the novel 

document detection part of the algorithm at those time-steps and then present the ROC curves for 

those time-steps. Following the production of the ROC curve, the previously new data set 

becomes the training dataset for the classifier in order to update the dictionary. The dictionary is 

also expanded at this point by adding nodes to the network. The process then repeats by testing 

the newly updated dictionary on a new set of document, which later becomes the training set, etc. 

We will call each generation of an ROC curve a “time-step”, and we will designate it with the 

variable  1 ≤ 𝑡 ≤ 8 (since the TDT2 dataset contains only enough data for eight time-steps plus 

an initialization dataset). Significantly, in some time-steps no documents associated with novel 

classes are introduced to the algorithm, so an ROC curve is not generated.  
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Figure 3. Time-step 1 for samples 1001-2000 

 

 

Figure 4. Time-step 2 for samples 2001-3000 
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Figure 5. Time-step 5 for samples 5001-6000 

 

 

Figure 6. Time-step 6 for samples 6001-7000 
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Figure 7. Time-step 8 for samples 8001-9000 

 

These curves represent the ROC associated with each time-step. The x-axis represents the 

probability of false Positive Rate (FPR), while the y-axis represents the probability of detection 

or True Positive Rate (TPR). The setups for these simulations are the same as in [4], except that 

here the dictionary starts with only 100 dictionary atoms and then100 additional atoms is added 

after each time-step. The area under each curve is listed in Table 1. 

 

Time-step # Of Novel Docs. AUC 𝑙1 −Online 

1 19 0.793 

2 53 0.688 

5 116 0.704 

6 66 0.881 

8 65 0.773 

 

Table 1. AUC Numbers for ROC Plots  
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Chapter 5 

Conclusion  

 

In this project, the dictionary learning problem was studied to expose the key areas where 

research concerning soft computing methods is being undertaken. Quantifying the degree of 

success associated with the different research approaches was also attempted. This project 

demonstrated the stochastic online algorithm for learning dictionaries adapted to sparse coding 

tasks and its convergence was proven. Experiments proved that this proposed algorithm is 

significantly faster than batch alternatives on large datasets that may contain millions of training 

examples. 

One can imagine numerous directions for future work based on the proposed framework. While 

the current work uses dictionaries of a fixed size, it may be more desirable in certain applications 

to use adaptive dictionaries, whose size changes based on the set of active topics. Furthermore, 

from an optimization perspective, one may be able to use accelerated gradient descent and 

related proximal methods to speed up the alternating directions method. Similar ideas can also be 

developed for other domains, such as healthcare, climate sciences, where detection of novel 

signal streams is of interest. 

Finally, further research is needed to develop generic guidelines for a variety of different data 

and types of problems, which are commonly faced by financial markets and new researchers in 

the area of document detection. 
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