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## Chapter 1

## Introduction

In the early 1970's, after the introduction of geometric Brownian motion in finance, Fisher Black and Myron Scholes [1973] made a major breakthrough by deriving the Black-Scholes formula for the most representative end-point (i.e. path independent) derivative, a European call option, becoming a most significant result in pricing financial instruments. Since then, quite a large number of publications have dealt with end-point derivatives generalizing this formula, for example, allowing for stochastic volatility as in Heston [1991] and Hull and White [1987] as well as for several other underlyings like in collateralized debt obligations (see, for example, Hull and White [2004]). A more general type of derivatives are the path-dependent ones, a prominent example is given by barrier options which include down-and-out options in one dimension (see Rubinstein and Reiner [1991], Sepp [2006]) and the more general family of lookback options in two dimensions (see He et.al. [1998] and Lipton [2001]). It has been proven to be difficult to derive closed-form solutions in higher dimensional settings and therefore the literature has resorted to approximations and/or simulations, see Metzler [2008] for a review.

A standard one-asset lookback call (or put) gives its holder the right to buy (or sell) the underlying asset at its minimum (or maximum) price over a certain period. Analytical solutions for the option can be derived along the lines of Rubinstein and Reiner [1991]. In the paper by He et al. [1998], the authors generalized the option to two assets. They considered options, in particular double lookback options, whose payoffs depend on the extremal (i.e., maximum and/or minimum) prices of the two assets over a given period.

In this thesis, we study lookback options in three dimensions, i.e. options based on three underlying assets which may depend on at most three barriers. In particular, our setting allows to introduce and handle the notion of triple lookback options. These products can be seen as options with the standard "double lookback" component plus a third lookback which could represent the behavior of an index and therefore a tracking of market conditions. In other words, if the minimum value of an index remains above a threshold (or the maximum below a threshold) then the double lookback option is of interest and
could be exercised otherwise the underlying double lookback has no value.
In general, we let, for $i=1,2,3$,
$S_{i}(t)$ : the price of the underlying asset $i$ at current date $t$;
$r$ : the risk free interest rate;
$\sigma_{i}$ : standard deviation of the underlying asset $i$, i.e the volatility;
$W_{i}(t)$ : a Wiener process with mean 0 and variance $t$.
The assumptions and definitions used in this thesis are:

- the value of underlying asset is assumed to follow the log-normal distribution

$$
d S_{i}(t)=r S_{i}(t) d t+\sigma_{i} S_{i}(t) d W_{i}(t)
$$

- there are no transaction costs or taxes;
- there are no dividends during the life of the option;
- no arbitrage opportunities;
- security trading is continuous;
- $K_{i}$ is the exercise price;
- $T$ is the maturity date;
- $\alpha_{i}=r-\frac{\sigma_{i}^{2}}{2}$ the drift rate;
- correlation $\left\langle d W_{i}(t), d W_{j}(t)\right\rangle=\rho_{i j} d t, i \neq j$.

Letting $Y_{i}(t)=\ln \left(S_{i}(t)\right), S_{i}(0)=1$, we have, by Itô's formula,

$$
d Y_{i}(t)=\alpha_{i} d t+\sigma_{i} d W_{i}, i=1,2,3
$$

One of our main objectives is to find the density/distribution function of the minimum and endpoints of $Y(t)$, see Figure 1.1.

$$
\begin{align*}
P \quad & (  \tag{1.1}\\
\quad & Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \min _{0<s<t} Y_{1}(s)>m_{1}, \\
& \left.\min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & p\left(y_{1}, y_{2}, y_{3}, m_{1}, m_{2}, m_{3}, t\right) d y_{1} d y_{2} d y_{3},
\end{align*}
$$

where $Y_{i}(0)>m_{i}$.
It is known, see [24], that the density function $p$ satisfies the following PDE:

$$
\begin{equation*}
\frac{\partial p}{\partial t}(y, t)=-\sum_{i=1}^{3} \alpha_{i} \frac{\partial p}{\partial y_{i}}(y, t)+\frac{1}{2} \sum_{i=1}^{3} \sigma_{i}^{2} \frac{\partial^{2} p}{\partial y_{i}^{2}}(y, t)+\sum_{i<j} \sigma_{i} \sigma_{j} \rho_{i j} \frac{\partial^{2} p}{\partial y_{i} \partial y_{j}}(y, t) \tag{1.2}
\end{equation*}
$$



Figure 1.1: The line $y=\ln (0.8)$ is the barrier for the case of one dimension. The option is not available if the log price goes through the barrier line

Since $t=0, Y_{i}(0)=\ln \left(S_{i}(0)\right)=0, i=1,2,3$, the initial condition is

$$
\begin{equation*}
p\left(y_{1}, y_{2}, y_{3}, t=0\right)=\delta\left(y_{1}\right) \delta\left(y_{2}\right) \delta\left(y_{3}\right) \tag{1.3}
\end{equation*}
$$

where $\delta(x)$ is the Dirac delta function with a spike at $x=0$. We refer to Equations (1.2)-(1.3) as Fokker Planck Equation.

We also add the boundary conditions:

$$
\begin{array}{ll}
p\left(y_{1}=m_{1}, y_{2}, y_{3}, t\right) & =0 \\
p\left(y_{1}, y_{2}=m_{2}, y_{3}, t\right) & =0  \tag{1.4}\\
p\left(y_{1}, y_{2}, y_{3}=m_{3}, t\right) & =0 .
\end{array}
$$

The equations (1.2), (1.3) and (1.4) will be referred as the PDE problem associated to the density (1.1).

To obtain the density/distribution functions with respect to the endpoints and distribution w.r.t the minimum, namely (1.1), we will solve Equations (1.2), (1.3) and (1.4).

The fact that a general solution in multi-dimensions has not been found after a century of study gives an indication of the difficulty of the problem. The successful solution of the two dimensional case in [12] provided a new impetus to explore the multi-dimensional case. Two different techniques are used in [12], one such technique relies in finding an orthogonal coordinate system that has a two-fold property, it allows for a solution to the Laplace equation by means of separation of variables while keeping the boundary conditions orthogonal. This coordinate system is simply the polar coordinate system. Unfortunately, an extension to three dimensions along these lines is not successful; the reason being that the eleven coordinate systems which allow for a solution of the Laplace equation by means of separation of variables (see [23] and the references therein) do not keep the boundary conditions orthogonal. This last statement can be checked considering case by case. The second technique employed in [12] makes use of the method of images, this approach requires to restrict the correlation values to a set of specific values. This last approach is successfully extended in the present thesis to the three dimensional case.

There have been several approximating solutions to the multi-dimensional problem described above, an example is given by [1] (see also the review provided in [22]). Reference [1] considers the case where the off diagonal elements of the correlation matrix are small enough so they can be treated as a perturbation. The joint probability density is then expanded in powers of the off diagonal correlation matrix elements. Reference [22] provides actual simulations of the perturbation; and provides evidence that the approximation to the survivor function is remarkably accurate under appropriate conditions. However, the approach is not available for the case where the correlations are not small. This is contrast to our thesis where we provide exact solutions for a specific set of correlations which are not small.

The organization of the thesis is as follows:

- In Section 2.1, we recall some results for the one dimensional case. In Section 2.2 , we review some results for the two dimensional case. We also show that the solution which is obtained by the method of images equals the solution obtained by the method of separation of variables. In section 2.3 and 2.4, we provide numerical solutions for both one and two dimensional cases. Section 2.5 discusses the Method of Images.
- In Section 3.1 we provide some Lemmas which are very useful for the partition of $\mathbb{R}^{3}$. The formula of the arc length on the sphere will be deduced, as well as the formula of symmetric points between their boundaries will be obtained. In Section 3.2, inspired by Proposition 6 from [8], we obtain the division of three dimensional sphere for all four cases, i.e., $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{3}\right), \Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{4}\right), \Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{5}\right), \Delta\left(\frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{n}\right), n=2,3,4, \cdots$. In Section 3.3 , symmetrical points are obtained for each of the $\mathbb{R}^{3}$ domains under consideration.
- In Section 4.1, we simplify PDE (1.2)-(1.4) to a heat Equation. The solutions of the Heat Equation for all four cases are provided by the method of images. In Section 4.2, solutions of some special cases for $\rho_{i j}=1$ or $\rho_{i j}=0$ are presented. In Section 4.3, we reach the conclusion that the density functions can be obtained for some special correlations.
- In Section 5.1, we show the applications to lookback European option, while we compare the numerical results of analytic solution to the simulation results by Monte Carlo Method. In Section 5.2, we give the applications to lookback Digital option.
- In Chapter 6, we consider the solution for random correlations.
- The Appendixes provide proofs for some of the results in the thesis.


## Chapter 2

## Existing Results

In this chapter, we will recall some results which were introduced in [12]. We also point out an error in paper[12] (see Section 2.2). The following notation will be used freely: given a process $Y(t)$ define $\bar{Y}(t) \equiv \sup _{0<s<t} Y(s)$ and $\underline{Y}(t) \equiv$ $\inf _{0<s<t} Y(s)$.

### 2.1 One Dimensional Results

Following [12], we define

$$
\begin{aligned}
P\left(Y_{1}(t) \in d y, \bar{Y}_{1}(t) \leq M_{1}\right) \equiv & g\left(y, M_{1}, t ; \alpha_{1}\right) d y \\
& y \leq M_{1}, M_{1} \geq 0 \\
P\left(\bar{Y}_{1}(t)\right) \equiv & G\left(M_{1}, t ; \alpha_{1}\right) \\
& M_{1} \geq 0 \\
P\left(Y_{1}(t) \in d y, \underline{Y}_{1}(t) \geq m_{1}, \bar{Y}_{1}(t) \leq M_{1}\right) \equiv & g_{+-}\left(y, m_{1}, M_{1}, t ; \alpha_{1}\right) d y \\
& y \in\left[m_{1}, M_{1}\right], m_{1} \leq 0 \leq M_{1} \\
P\left(\underline{Y}_{1}(t) \geq m_{1}, \bar{Y}_{1}(t) \leq M_{1}\right) \equiv & G_{+-}\left(m_{1}, M_{1}, t ; \alpha_{1}\right) \\
& m_{1} \leq 0 \leq M_{1}, y \in\left[m_{1}, M_{1}\right] .
\end{aligned}
$$

Theorem 1. (i) The probability density/distribution functions for the maximum (or the minimum) of a Brownian motion with constant drift is given by

$$
\begin{align*}
g\left(y, M_{1}, t ; \alpha\right) & =\frac{1}{\sigma_{1} \sqrt{t}} \phi\left(\frac{y-\alpha_{1} t}{\sigma_{1} \sqrt{t}}\right)\left(1-e^{-\left(4 M_{1}^{2}-4 M_{1} y\right) / 2 \sigma_{1}^{2} t}\right), y \leq M_{1}, M_{1} \geq 0 \\
G\left(M_{1}, t ; \alpha\right) & =N\left(\frac{M_{1}-\alpha_{1} t}{\sigma_{1} \sqrt{t}}\right)-e^{2 \alpha_{1} M_{1} / \sigma_{1}^{2}} N\left(\frac{-M_{1}-\alpha_{1} t}{\sigma_{1} \sqrt{t}}\right), M_{1} \geq 0 \tag{2.1}
\end{align*}
$$

where $\phi(z)=\exp \left(-z^{2} / 2\right) / \sqrt{2 \pi}$ is the standard normal density, and $N(\cdot)$ is the corresponding distribution function.
(ii) The joint probability density function of the maximum, minimum, and end point of a Brownian motion with a constant drift, denoting $y$ as the random variable, for $y \in\left[m_{1}, M_{1}\right], m_{1} \leq 0 \leq M_{1}$, is given by

$$
\begin{align*}
g_{+-}\left(y, m_{1}, M_{1}\right)= & \exp \left(\frac{\alpha_{1} y}{\sigma_{1}^{2}}-\frac{\alpha_{1}^{2} t}{2 \sigma_{1}^{2}}\right) \sum_{n=-\infty}^{\infty} \frac{1}{\sigma_{1} \sqrt{t}}\left[\phi\left(\frac{y-2 n\left(M_{1}-m_{1}\right)}{\sigma_{1} \sqrt{t}}\right)\right. \\
& \left.-\phi\left(\frac{y-2 n\left(M_{1}-m_{1}\right)-2 m_{1}}{\sigma_{1} \sqrt{t}}\right)\right] \tag{2.3}
\end{align*}
$$

This density can be expressed in the equivalent form

$$
\begin{align*}
g_{+-}\left(y, m_{1}, M_{1}\right)= & \frac{2}{M_{1}-m_{1}} \exp \left(\frac{\alpha_{1} y}{\sigma_{1}^{2}}-\frac{\alpha_{1}^{2} t}{2 \sigma_{1}^{2}}\right) \sum_{n=-\infty}^{\infty} \exp \left(\frac{-n^{2} \pi^{2} \sigma_{1}^{2} t}{2\left(M_{1}-m_{1}\right)^{2}}\right) \\
& \times \sin \left(\frac{-m_{1}}{M_{1}-m_{1}}\right) \sin \left(\frac{n \pi\left(y-m_{1}\right)}{M_{1}-m_{1}}\right) . \tag{2.4}
\end{align*}
$$

(iii) The joint probability distribution function of maximum and minimum of a Brownian motion with constant drift, for $m_{1} \leq 0 \leq M_{1}$, is given by

$$
\begin{align*}
& G_{+-}\left(m_{1} \cdot M_{1}, t ; \alpha_{1}\right) \\
= & \sum_{n=-\infty}^{\infty} e^{2 n \alpha_{1}\left(M_{1}-m_{1}\right) / \sigma_{1}^{2}}\left\{\left[N\left(\frac{M_{1}-\alpha_{1} t-2 n\left(m_{1}-m_{1}\right)}{\sigma_{1} \sqrt{t}}\right)\right.\right. \\
& \left.-N\left(\frac{m_{1}-\alpha_{1} t-2 n\left(m_{1}-m_{1}\right)}{\sigma_{1} \sqrt{t}}\right)\right] \\
& \left.-e^{2 m_{1} \alpha_{1} / \sigma_{1}^{2}}\right\}\left\{\left[N\left(\frac{M_{1}-\alpha_{1} t-2 n\left(m_{1}-m_{1}\right)-2 m_{1}}{\sigma_{1} \sqrt{t}}\right)\right.\right. \\
& \left.\left.-N\left(\frac{m_{1}-\alpha_{1} t-2 n\left(m_{1}-m_{1}\right)-2 m_{1}}{\sigma_{1} \sqrt{t}}\right)\right]\right\} \tag{2.5}
\end{align*}
$$

### 2.2 Two Dimensional Results

In [12], the authors considered Equations(1.2)-(1.4) in the case of two dimensions. Defining
$P\left(Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, \underline{Y}_{1}(t) \geq m_{1}, \underline{Y}_{2}(t) \geq m_{2}\right)=p\left(y_{1}, y_{2}, m_{1}, m_{2}, t\right) d y_{1} d y_{2}$,
they obtained the analytic solution, by solving the partial differential equation by the method of separation variables,

Theorem 2. For $y_{1} \geq m_{1}, y_{2} \geq m_{2}$, where $m_{1} \leq 0, m_{2} \leq 0$,

$$
\begin{equation*}
p\left(y_{1}, y_{2}, m_{1}, m_{2}, t\right)=\frac{e^{a_{1} y_{1}+a_{2} y_{2}+b t}}{\sigma_{1} \sigma_{2} \sqrt{1-\rho^{2}}} h\left(y_{1}, y_{2}, m_{1}, m_{2}, t\right) \tag{2.6}
\end{equation*}
$$

where

$$
h\left(y_{1}, y_{2}, m_{1}, m_{2}, t\right)=\frac{2}{\beta t} \sum_{i=1}^{\infty} e^{-\left(r^{2}+r_{0}^{2}\right) / 2 t} \sin \frac{n \pi \theta_{0}}{\beta} \sin \frac{n \pi \theta}{\beta} I_{(n \pi) / \beta}\left(\frac{r r_{0}}{t}\right),
$$

and as for other parameters, please see page 206 of paper [12].

At the same time, by making use of the method of images, they obtained the following corollary
Corollary 1. Suppose the same assumptions hold as in Theorem 2, except that the correlation $\rho$ can take the only special values

$$
\rho_{n}=-\cos \left(\frac{\pi}{n}\right)
$$

Then the density function $p$ has the special form

$$
\begin{equation*}
p\left(x_{1}, x_{2}, m_{1}, m_{2}, t\right)=\frac{e^{a_{1} x_{1}+a_{2} x_{2}+b t}}{\sigma_{1} \sigma_{2} \sqrt{1-\rho_{n}^{2}}} h\left(z_{1}, z_{2}, m_{1}, m_{2}, t\right) \tag{2.7}
\end{equation*}
$$

where $h$ is a finite sum of bivariate normal densities

$$
h\left(z_{1}, z_{2}, m_{1}, m_{2}, t\right)=\sum_{k=0}^{n-1}\left[g_{k}^{+}\left(z_{1}, z_{2}, t\right)+g_{k}^{-}\left(z_{1}, z_{2}, t\right)\right]
$$

and

$$
\begin{gather*}
g_{k}^{ \pm}\left(z_{1}, z_{2}, t\right)= \pm(2 \pi)^{-1} \exp \left(-\frac{1}{2}\left[\left(z_{1}-r_{0} \cos \left(\frac{2 k \pi}{n} \pm \theta_{0}\right)\right)^{2}\right.\right.  \tag{2.8}\\
\left.\left.+\left(z_{2}-r_{0} \sin \left(\frac{2 k \pi}{n} \pm \theta_{0}\right)\right)^{2}\right]\right) . \tag{2.9}
\end{gather*}
$$

We should point out a mistake in (2.8), the correct expression for $g_{k}^{ \pm}\left(z_{1}, z_{2}, t\right)$ is given by:

$$
\begin{gathered}
g_{k}^{ \pm}\left(z_{1}, z_{2}, t\right)= \pm(2 \pi t)^{-1} \exp \left(-\frac{1}{2 t}\left[\left(z_{1}-r_{0} \cos \left(\frac{ \pm 2 k \pi}{n} \pm \theta_{0}\right)\right)^{2}\right.\right. \\
\left.\left.+\left(z_{2}-r_{0} \sin \left(\frac{ \pm 2 k \pi}{n} \pm \theta_{0}\right)\right)^{2}\right]\right) .
\end{gathered}
$$

Theorem 2 and Corollary 1 are two important mathematical tools used in [12], the distribution functions can be obtained by the above results, as well as the price of many exotic options. As we indicated, these two results have been reached by different methods. Then, it is natural to investigate the consistency of using both approaches by checking if, for the same value of $\rho$, the solutions (2.6) and (2.7) agree. We provide the proof in an appendix.

Theorem 3. If $\rho_{n}=-\cos \left(\frac{\pi}{m_{o}}\right)$, where $m_{o}$ is an integer. Solution (2.6) and solution (2.7) are the same.

### 2.3 Numerical Solution for the One Dimensional Case

In this section, we will study the numerical solutions of the following FokkerPlanck equation,

$$
\begin{equation*}
\frac{\partial g}{\partial t}=\frac{1}{2} \sigma_{1}^{2} \frac{\partial^{2} g}{\partial x^{2}}-\alpha_{1} \frac{\partial g}{\partial x} \tag{2.10}
\end{equation*}
$$

with absorbing boundaries

$$
\begin{equation*}
g\left(x_{1}, t\right)=g\left(x_{2}, t\right)=0 \tag{2.11}
\end{equation*}
$$

and initial condition

$$
\begin{equation*}
g(x, 0)=\delta(x) \tag{2.12}
\end{equation*}
$$

where $\delta$ denotes the Dirac delta function with a spike at $x=0$. To tackle equation (2.10)-(2.12), we will follow the following strategy.
(i) To simplify the system $(2.10),(2.11)$ and (2.12) to Heat equation.
(ii) To choose the value of $\delta(\cdot)$, such that the exact solution can be approximated by the numerical solution.
(iii) To check the errors between the numerical solutions and exact solutions.

At first, we focus on problem (i), which is to simplify system (2.11) to a Heat equation.

Let

$$
g(x, t)=e^{a x+b t} q(x, t)
$$

where $a, b$ are constants to be determined. Then we have

$$
\begin{aligned}
\frac{\partial g}{\partial t} & =e^{a x+b t}\left(b q(x, t)+\frac{\partial q(x, t)}{\partial t}\right) \\
\frac{\partial g}{\partial x} & =e^{a x+b t}\left(a q(x, t)+\frac{\partial q(x, t)}{\partial x}\right) \\
\frac{\partial^{2} g}{\partial x^{2}} & =e^{a x+b t}\left(a^{2} q(x, t)+2 a \frac{\partial q(x, t)}{\partial x}+\frac{\partial^{2} q(x, t)}{\partial x^{2}}\right)
\end{aligned}
$$

Hence,
$b q(x, t)+\frac{\partial q(x, t)}{\partial t}=\frac{1}{2} \sigma_{1}^{2}\left(a^{2} q(x, t)+2 a \frac{\partial q(x, t)}{\partial x}+\frac{\partial^{2} q(x, t)}{\partial x^{2}}\right)-\alpha_{1}\left(a q(x, t)+\frac{\partial q(x, t)}{\partial x}\right)$.
If we let

$$
\left\{\begin{array}{l}
a=\frac{\alpha_{1}}{\sigma_{1}^{2}} \\
b=-\frac{1}{2} \frac{\alpha_{1}^{2}}{\sigma_{1}^{2}},
\end{array}\right.
$$

then, we obtain the Heat Equation:

$$
\begin{equation*}
\frac{\partial q}{\partial t}=\frac{1}{2} \sigma_{1}^{2} \frac{\partial^{2} q}{\partial x^{2}} \tag{2.13}
\end{equation*}
$$

with boundaries

$$
\begin{equation*}
q\left(x_{1}, t\right)=q\left(x_{2}, t\right)=0, \tag{2.14}
\end{equation*}
$$

and initial condition

$$
\begin{equation*}
q(x, 0)=\delta(x) . \tag{2.15}
\end{equation*}
$$

By solving (2.13),(2.14) and (2.15) (see [12],) we can obtain the exact solution

$$
\begin{equation*}
q(x, t)=\frac{2}{x_{2}-x_{1}} \sum_{n=1}^{\infty} \exp \left(-\frac{n^{2} \pi^{2} \sigma_{1}^{2} t}{2\left(x_{2}-x_{1}\right)^{2}}\right) \sin \left(-\frac{x_{1}}{x_{2}-x_{1}}\right) \sin n \pi\left(\frac{x-x_{1}}{x_{2}-x_{1}}\right) \tag{2.16}
\end{equation*}
$$

Secondly, we turn to obtain the numerical solutions of (2.13),(2.14) and (2.15) instead of (2.10), (2.11) and (2.12).

Step 1. Establishing the computational template.
Making use of Crank-Nicolson scheme, we get the numerical solution of $q(x, t)$ as follows

$$
\frac{w_{j}^{n+1}-w_{j}^{n}}{\Delta t}=\frac{\sigma_{1}^{2}}{4(\Delta x)^{2}}\left[w_{j-1}^{n}-2 w_{j}^{n}+w_{j+1}^{n}+w_{j-1}^{n+1}-2 w_{j}^{n+1}+w_{j+1}^{n+1}\right] .
$$

Denote $\lambda=\frac{\sigma_{1}^{2} \Delta t}{2(\Delta x)^{2}}$,

$$
C=\left(\begin{array}{llllll}
1+\lambda & -\frac{\lambda}{2} & 0 & \cdots & 0 & 0 \\
-\frac{\lambda}{2} & 1+\lambda & -\frac{\lambda}{2} & \cdots & 0 & 0 \\
0 & -\frac{\lambda}{2} & 1+\lambda & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1+\lambda & -\frac{\lambda}{2} \\
0 & 0 & 0 & \cdots & -\frac{\lambda}{2} & 1+\lambda
\end{array}\right)
$$

and

$$
D=\left(\begin{array}{llllll}
1-\lambda & \frac{\lambda}{2} & 0 & 0 \cdots & 0 & 0 \\
\frac{\lambda}{2} & 1-\lambda & \frac{\lambda}{2} & 0 \cdots & 0 & 0 \\
0 & \frac{\lambda}{2} & 1-\lambda & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1-\lambda & \frac{\lambda}{2} \\
0 & 0 & 0 & \cdots & \frac{\lambda}{2} & 1-\lambda
\end{array}\right)
$$

Hence, for $n=1,2, \cdots, M$, we have

$$
\begin{equation*}
w^{n+1}=C \backslash D w^{n} . \tag{2.17}
\end{equation*}
$$

where $w^{n}=\left(w_{1}^{n}, w_{2}^{n}, \cdots, w_{N+1}^{n}\right)^{\prime}, n=1,2, \cdots M$. Since coefficient matrix $C$ is a diagonally dominant matrix, which is nonsingular. Hence we can solve (2.17).

Step 2. The approximation of $\delta$ function.

| No. | $\Delta x$ | $\Delta t$ | $\lambda$ | error | error $/\left(\Delta x^{2}+\Delta t^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1 / 20$ | $1 / 20$ | 10 | $2.7807 \times 10^{-7}$ | $5.5614 \times 10^{-5}$ |
| 2 | $1 / 25$ | $1 / 25$ | 12.5 | $2.9367 \times 10^{-7}$ | $9.1773 \times 10^{-4}$ |
| 3 | $1 / 30$ | $1 / 30$ | 15 | $1.8202 \times 10^{-5}$ | 0.0082 |
| 4 | $1 / 35$ | $1 / 35$ | 17.5 | $9.13 \times 10^{-5}$ | 0.0559 |
| 5 | $1 / 40$ | $1 / 40$ | 20 | $3.7327 \times 10^{-4}$ | 0.2986 |
| 6 | $1 / 50$ | $1 / 50$ | 25 | 0.0033 | 4.1743 |

Table 2.1: The errors analysis for the one dimensional PDE. The error $=\mid$ the exact solution (2.16) - the numerical solution (2.17)|.

In order to get the solution of system (2.17), we need to know $w^{1}$ which is the initial value. Since $\delta(x)=0$ if $x \neq 0$, and $\int_{R} \delta(x) d x=1$. Hence, $\delta$-Dirac function can be approximated by

$$
\tilde{\delta}(x)= \begin{cases}\frac{1}{\Delta x}, & \text { as } x \in\left[-\frac{\Delta x}{2}, \frac{\Delta x}{2}\right] \\ 0, & \text { otherwise } .\end{cases}
$$

Then we need to determine the number $j_{0}$ such that $w_{j_{0}}^{1}=1 /(\Delta x)$. At first, $x(j)=x_{1}+j \Delta x$ and $j_{0}=1$. For $j=1,2, \cdots$, if $|x(j)| \leq\left|x\left(j_{0}\right)\right|$, then we denote $j_{0}=j$. With a loop, we can get that $x\left(j_{0}\right)$ is the node which is the nearest to $x=0$. We let $w_{j_{0}}^{1}=x\left(j_{0}\right)=1 /(\Delta x)$, and $w_{j}^{1}=0$, for $j \neq j_{0}$.

Finally, we focus on the stability and error analysis.
Normally, it is well known that Crank-Nicolson scheme is unconditionally stable. Also the scheme is second-order accurate in both space and time. However, if the initial condition is $\delta$ Dirac function which is not continuous, we can find in table 2.1 that the scheme is neither unconditionally stable nor secondorder accurate in space and time. Since the changes of $\Delta x$ make the initial function $\delta(x)$ change. Which means that the PDE which we are dealing with has different initial values along with $\Delta x$, see Figures 2.1, 6.4, and Table 2.1.

### 2.4 The Numerical Solution for the Two Dimensional Case

In this section, we study the numerical solutions of the following Fokker-Planck equation

$$
\frac{\partial g}{\partial t}=-\alpha_{1} \frac{\partial g}{\partial x}-\alpha_{2} \frac{\partial g}{\partial y}+\frac{1}{2} \sigma_{1}^{2} \frac{\partial^{2} g}{\partial x^{2}}+\rho \sigma_{1} \sigma_{2} \frac{\partial^{2} g}{\partial x \partial y}+\frac{1}{2} \sigma_{2}^{2} \frac{\partial^{2} g}{\partial y^{2}},
$$

with boundary conditions

$$
g\left(x=m_{1}, y, t\right)=g\left(x, y=m_{2}, t\right)=0
$$



Figure 2.1: The simulation of the solution for the one dimensional equation (2.13)-(2.15) in space, by choosing $x_{1}=-1, x_{2}=1, \sigma_{1}=1, \Delta t=1 / 2000, \Delta x=$ $1 / 100, t_{\max }=1 / 10$


Figure 2.2: The simulation of the solution of one dimension equation (2.13)(2.15) in space, by choosing $x_{1}=-1, x_{2}=1, \sigma_{1}=1, \Delta t=1 / 50, \Delta x=$ $1 / 50, t_{\max }=4$
and initial condition

$$
g(x, y, 0)=\delta(x) \delta(y)
$$

The procedure is very similar to the one employed in Section 2.3 in the sense that we can make some substitutions, and we just need to study the numerical analysis of the following Heat Equation.

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{1}{2}\left(\frac{\partial^{2} u}{\partial z_{1}^{2}}+\frac{\partial^{2} u}{\partial z_{2}^{2}}\right) \tag{2.18}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u\left(z_{1}, z_{2}, t=0\right)=\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \tag{2.19}
\end{equation*}
$$

and boundary conditions

$$
\begin{equation*}
u\left(L_{1}, t\right)=u\left(L_{2}, t\right)=0 \tag{2.20}
\end{equation*}
$$

where $z_{10}=\frac{1}{\sqrt{1-\rho^{2}}}\left[-\frac{m_{1}}{\sigma_{1}}+\frac{\rho m_{2}}{\sigma_{2}}\right], z_{20}=-\frac{m_{2}}{\sigma_{2}}$,

$$
L_{1}=\left\{\left(z_{1}, z_{2}\right): z_{2}=0\right\}, \quad L_{2}=\left\{\left(z_{1}, z_{2}\right): z_{2}=-\frac{\sqrt{1-\rho^{2}}}{\rho} z_{1}\right\}
$$

To obtain the numerical solution of (2.18)-(2.20), we need to solve the following problems:
(i) Because the domain is not closed, we need to add a suitable boundary, such that we can get the numerical solutions which can approximate the exact solution;
(ii) The approximation of $\delta$ function at suitable node;
(iii) The computational template of PDE;
(iv) The order of the discrete Laplacian operator;
(v) The construction of the discrete Laplacian operator.

In the following, we consider a special case, which is $\rho=-\sqrt{2} / 2$; then, we can obtain that the exact solution of (2.19)-(2.20) is given by:

$$
\begin{equation*}
u=\sum_{k=0}^{3}\left[g_{k}^{+}\left(z_{1}, z_{2}, t\right)+g_{k}^{-}\left(z_{1}, z_{2}, t\right)\right], \tag{2.21}
\end{equation*}
$$

where

$$
\begin{aligned}
g_{k}^{ \pm}= \pm \frac{1}{2 \pi t} \exp \left(-\frac{1}{2 t}[ \right. & \left(z_{1}-r_{0} \cos \left(\frac{ \pm 2 k \pi}{4} \pm \theta_{0}\right)\right)^{2} \\
+ & \left.\left.\left(z_{2}-r_{0} \sin \left(\frac{ \pm 2 k \pi}{4} \pm \theta_{0}\right)\right)^{2}\right]\right)
\end{aligned}
$$

and $r_{0}=\sqrt{z_{10}^{2}+z_{20}^{2}}, \theta_{0}=\arctan \left(\frac{z_{20}}{z_{10}}\right)$. Then we deal with the numerical solution of system (2.19)-(2.20), according to the problems (i)-(v).

Step 1. We add a boundary, such that the domain of PDE is closed.
From the exact solution (2.21), we can find that $u \rightarrow 0$, when $z_{1} \rightarrow \infty$. Hence for a constant $D$ which is relatively large, we give a boundary condition as follows,

$$
\begin{equation*}
u\left(z_{1}=D, z_{2}, t\right)=0 \tag{2.22}
\end{equation*}
$$

Step 2. The computational template of (2.19)-(2.20) and (2.22).
In order to fix the problem, we make use of BTCS method combining to the discrete Poisson problem. For $n=1,2, \cdots, M$, we have

$$
-\lambda\left(w_{j-1, k}^{n+1}+w_{j+1, k}^{n+1}+w_{j, k-1}^{n+1}+w_{j, k+1}^{n+1}\right)+(1+4 \lambda) w_{j, k}^{n+1}=w_{j, k}^{n},
$$

where $\lambda=\frac{d t}{2 \Delta^{2}}$. We remark that the unknowns are numbered in lexicographic order in the grid. We suppose that $w_{l}=w(j, k)$, then, we obtain:

$$
\begin{equation*}
w^{n+1}=A \backslash w^{n} \tag{2.23}
\end{equation*}
$$

where $w=\left(w_{1}, w_{2}, \cdots, w_{L}\right)^{\prime}, L=\frac{(N-1)(N-2)}{2}$ is given by step 3 . $A$ is the discrete Laplacian operator to be described in step 4.

Step 3. Determining the order of the discrete Laplacian operator matrix $A$.
For a regular domain $[0, D] \times[0, D]$, let $d x=d y=\Delta, N=D / d x$, which is supposed to be an integer. Then the order of matrix $A$ is $(N-1)^{2}$. In addition, if we consider the boundary (2.19), the order of matrix

$$
A=\left[(N-1)^{2}-(N-1)\right] / 2=\frac{(N-1)(N-2)}{2} .
$$

The dimension of $A$ is $\frac{(N-1)(N-2)}{2} \times \frac{(N-1)(N-2)}{2}$.
Step 4. Constructing the discrete Laplacian operator.
We denote that the unknowns are numbered in lexicographic order in the grid (see figure 6.4). Suppose that $w_{l}=w(j, k)$, we need to get the relationship between the order number $l$ and node $(j, k)$, see figure 2.3.

1. For $k=2$, we have $l=j-k$;
2. for $k=3$, we have $l=N-2+j-k$;
3. for $k=4$, we have $l=2 N-5+j-k$;
4. for $k=5, l=3 N-9+j-k, \cdots$.

We let $a_{2}=0, a_{3}=-2, a_{4}=-5, a_{5}=-9, \cdots$. Then we have $b_{2}=a_{3}-a_{2}=$ $-2, b_{3}=a_{4}-a_{3}=-3, b_{4}=a_{5}-a_{4}=-4, \cdots, b_{k}=a_{k+1}-a_{k}=-k$. Hence we


Figure 2.3: The grid of triangular domain to create $w(j, k)$
can get

$$
\begin{aligned}
a_{k+1} & =a_{k+1}-a_{k}+a_{k}-a_{k_{1}}+\cdots+a_{3}-a_{2} \\
& =b_{k}+b_{k-1}+\cdots+b_{2} \\
& =-k-(k-1)-\cdots-3-2 \\
& =-\frac{(k-1)(k+2)}{2} .
\end{aligned}
$$

Moreover, $a_{k}=-\frac{(k-2)(k+1)}{2}$. Therefore, we get the relationship between the order number $l$ and the correspond node ( $j, k$ ),

$$
l=(k-2) N-\frac{(k+1)(k-2)}{2}+j-k .
$$

Now we construct the discrete Laplacian operator. Let $l=(k-2) N-\frac{(k+1)(k-2)}{2}+$ $j-k$,
(i) For $s=1,2, \cdots, \frac{(N-1)(N-2)}{2}$, we have $A(s, s)=1+4 \lambda$;
(ii) For $k=2,3, \cdots, N-2 ; j=k+1, \cdots, N-1$, we have $A(l, l+1)=-\lambda$;
(iii) For $k=2,3, \cdots, N-2 ; j=k+2, \cdots, N$, we have $A(l, l+N-k-1)=-\lambda$;
(iv) For $k=2,3, \cdots, N-2 ; j=k+2, \cdots, N$, we have $A(l, l-1)=-\lambda$;
(v) For $k=3, \cdots, N-1 ; j=k+1, \cdots, N$, we have $A(l, l-N+k)=-\lambda$.

The coefficient matrix $A$ is diagonally dominant, which is non-singular, hence we can solve (2.23).

Step 5 . As we did in the Section $2, \delta\left(x-x_{0}\right)$ can be approximated by

$$
\tilde{\delta}\left(x-x_{0}\right)= \begin{cases}\frac{1}{\Delta x}, & \text { as } x \in\left[x_{0}-\frac{\Delta x}{2}, x_{0}+\frac{\Delta x}{2}\right] \\ 0, & \text { otherwise }\end{cases}
$$

Then we need to determine the number $\left(j_{0}, k_{0}\right)$ such that the initial node $w^{1}\left(j_{0}, k_{0}\right)=1 /(\Delta)^{2}$. Let $x(j)=j \Delta, y(j)=j \Delta, p=0, q=0$. For $k=$ $2,3, \cdots, N, j=1, \cdots, N$, if $\left|x(j)-z_{10}\right|<=\left|p-z_{10}\right|$, then $p=x(j)$. Using a loop, we can get $j_{0}$, and $x\left(j_{0}\right)$ is the node which is the nearest point to $z_{10}$. By a similar way, we can get $k_{0}$, and $y\left(k_{0}\right)$ is the nearest point to $z_{20}$. Then We let $w^{1}\left(j_{0}, k_{0}\right)^{1}=1 /(\Delta)^{2}, w^{1}(j, k)^{1}=0, j \neq j_{0}, k \neq k_{0}$.

Step 6. The code of the case of two dimensions in space is placed in Appendix.

In our experiment, we choose $D=4, m_{1}=-2 / 5, m_{2}=-1 / 2, t_{\max }=$ $1, \Delta x=1 / 30, \Delta t=1 / 200, \sigma_{1}=\sigma_{2}=1$. The error between the numerical solution and exact solution is about $8.2 \times 10^{-4}$, see figures 2.4 and 2.6.


Figure 2.4: The simulation results of numerical solution with $D=4, m_{1}=$ $-2 / 5, m_{2}=-1 / 2, t_{\max }=1, \Delta x=1 / 30, \Delta t=1 / 200, \sigma_{1}=\sigma_{2}=1$. The error between the numerical solution and exact solution is about $8.0 \times 10^{-4}$.


Figure 2.5: The simulation results of exact solution with $D=4, m_{1}=$ $-2 / 5, m_{2}=-1 / 2, t_{\max }=1, \Delta x=1 / 30, \Delta t=1 / 200, \sigma_{1}=\sigma_{2}=1$

### 2.5 The Method of Images

The nature of the method of images is to replace the boundary conditions by a set of fictitious source terms so that the solution of the original equation satisfying the appropriate boundary conditions reduces to that of finding solutions of the equations. In the case of linear differential equations, the process of obtaining the final solution divides into three distinct steps (see [25]).

1) Solving the differential equation appropriate to a point source in an infinite medium, but with no boundary conditions except that of good behavior at infinity.
2) Find the set of image source, and
3) Adding the solution in 1) over the set of images obtained in step 2).

In general, the solution of step 1) is usually relatively simple. The key point is how to find the set of image source. In the following, we will describe how the method of images is applied to solve the partial differential equations (2.18)(2.20).

Step 1) Solving the equations (2.18) and (2.20), we obtain, for arbitrary initial point $\left(\hat{z}_{10}, \hat{z}_{20}\right) \in R^{2}$,

$$
u=\frac{1}{2 \pi t} \exp \left[-\frac{1}{2 t}\left(\left(z_{1}-\hat{z}_{10}\right)^{2}\right)+\left(z_{2}-\hat{z}_{20}\right)^{2}\right] .
$$

Step 2) Finding the set of image source, we denote $x=r \cos \theta, y=r \sin \theta$, and, for $k=0,1,2, \cdots, n-1$,

$$
\begin{aligned}
& T_{k}^{+}=\left\{(x, y) \mid r \geq 0, \frac{2 k \pi}{n} \leq \theta \leq \frac{(2 k+1) \pi}{n}\right\}, \\
& T_{k}^{-}=\left\{(x, y) \mid r \geq 0, \frac{(2 k-1) \pi}{n} \leq \theta \leq \frac{2 k \pi}{n}\right\} .
\end{aligned}
$$

We suppose that the initial point $\left(z_{10}, z_{20}\right) \in T_{0}^{+}$, and $z_{10}=r_{0} \cos \theta_{0}, z_{20}=$ $r_{0} \sin \theta_{0}$. Then we can obtain that the conjugate points of $\left(z_{10}, z_{20}\right)$ in the $T_{k}^{+}$ and $T_{k}^{-}$can be expressed as $\left(r_{0} \cos \left(\frac{2 k \pi}{n}+\theta_{0}\right), r_{0} \sin \left(\frac{2 k \pi}{n}+\theta_{0}\right)\right)$ and $\left(r_{0} \cos \left(\frac{2 k \pi}{n}-\right.\right.$ $\left.\left.\theta_{0}\right), r_{0} \sin \left(\frac{2 k \pi}{n}-\theta_{0}\right)\right)$, respectively.

Step 3) Letting

$$
\begin{gather*}
g_{k}^{ \pm}\left(z_{1}, z_{2}, t\right)= \pm(2 \pi t)^{-1} \times  \tag{2.24}\\
\exp \left(-\frac{1}{2 t}\left[\left(z_{1}-r_{0} \cos \left(\frac{2 k \pi}{n} \pm \theta_{0}\right)\right)^{2}+\left(z_{2}-r_{0} \sin \left(\frac{2 k \pi}{n} \pm \theta_{0}\right)\right)^{2}\right]\right)
\end{gather*}
$$

we obtain the general solution of equations (2.18)-(2.20), by adding the two functions in (2.24),

$$
\begin{equation*}
u=\sum_{k=0}^{n-1}\left[g_{k}^{+}\left(z_{1}, z_{2}, t\right)+g_{k}^{-}\left(z_{1}, z_{2}, t\right)\right] \tag{2.25}
\end{equation*}
$$

Step 4) We check that (2.25) is the solution of (2.18)-(2.20). It is easy to check that

$$
g_{k}^{+}\left(z_{1}, z_{2}, t=0\right)=\delta\left(z_{1}-r_{0} \cos \left(\frac{2 k \pi}{n}+\theta_{0}\right)\right) \delta\left(z_{2}-r_{0} \sin \left(\frac{2 k \pi}{n}+\theta_{0}\right)\right)
$$

and

$$
g_{k}^{-}\left(z_{1}, z_{2}, t=0\right)=-\delta\left(z_{1}-r_{0} \cos \left(\frac{2 k \pi}{n}-\theta_{0}\right)\right) \delta\left(z_{2}-r_{0} \sin \left(\frac{2 k \pi}{n}-\theta_{0}\right)\right) .
$$

Obviously, $u\left(z_{1}, z_{2}, t=0\right)$ satisfies the initial condition of (2.20). To check the boundary conditions of (2.19), we let $z_{1}=r \cos \theta, z_{2}=r \sin \theta$. Then

$$
g_{k}^{+}\left(z_{1}, z_{2}, t\right)=\frac{1}{2 \pi t} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\frac{2 k \pi}{n}-\theta+\theta_{0}\right)\right]\right)
$$

and

$$
g_{k}^{-}\left(z_{1}, z_{2}, t\right)=-\frac{1}{2 \pi t} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\frac{2 k \pi}{n}-\theta-\theta_{0}\right)\right]\right)
$$

Letting $j=n-k, j=1,2,3, \ldots, n$,

$$
\hat{g}_{j}^{-}\left(z_{1}, z_{2}, t\right)=-\frac{1}{2 \pi t} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\frac{2 j \pi}{n}+\theta+\theta_{0}\right)\right]\right)
$$

(1). If $\theta=0$, which is equivalent to $z_{2}=0$, we have $g_{k}^{+}\left(z_{1}, 0, t\right)+g_{k}^{-}\left(z_{1}, 0, t\right)=$ 0 . Hence $u\left(z_{1}, z_{2}=0, t\right)=0$.
(2). If $\theta=\frac{\pi}{n}$, which is equivalent to $z_{2}=z_{1} \tan \frac{\pi}{n}$, we find that

$$
g_{k}^{+}\left(z_{1}, z_{1} \tan \frac{\pi}{n}, t\right)=\frac{1}{2 \pi t} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\frac{(2 k-1) \pi}{n}+\theta_{0}\right)\right]\right),
$$

and

$$
\hat{g}_{j}^{-}\left(z_{1}, z_{1} \tan \frac{\pi}{n}, t\right)=-\frac{1}{2 \pi t} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{0}^{2}-2 r r_{0} \cos \left(\frac{(2 j+1) \pi}{n}+\theta_{0}\right)\right]\right)
$$

Hence, for $j=k-1, k=1,2, \cdots, n-1$

$$
g_{k}^{+}\left(z_{1}, z_{1} \tan \frac{\pi}{n}, t\right)=-\hat{g}_{j}^{-}\left(\left(z_{1}, z_{1} \tan \frac{\pi}{n}, t\right) .\right.
$$

Since $\cos \left(\frac{(2 n-1) \pi}{n}+\theta_{0}\right)=\cos \left(-\frac{\pi}{n}+\theta_{0}\right)$, we obtain

$$
g_{0}^{+}\left(z_{1}, z_{1} \tan \frac{\pi}{n}, t\right)=-\hat{g}_{n-1}^{-}\left(\left(z_{1}, z_{1} \tan \frac{\pi}{n}, t\right) .\right.
$$

Therefore,

$$
u\left(z_{1}, z_{2}, t\right)=\sum_{k=0}^{n-1} g_{k}^{+}\left(z_{1}, z_{2}, t\right)+\sum_{k=0}^{n-1} g_{k}^{-}\left(z_{1}, z_{2}, t\right)
$$

is the solution of equations (2.18)-(2.20).


Figure 2.6: For $n=5$, the signs of every domain for the 2-dimensional case, the sign $\pm$ relate to the sign of $g$ in (2.25)

## Chapter 3

## Method of Images for the Three Dimensional Case


#### Abstract

A main goal of the thesis is to obtain an analytical expression for (1.1) and related quantities. The fact that a general solution in multi-dimension has not been found after a century of study, see Sommerfeld 1894 (in German) for an initial approach to the topic, shows the difficulty of the problem. The success in solving the two dimensional case by He et. al. 1998, and specially the procedure used in that paper, provides a good framework to explore in multi-dimensions. Their solution was based on the finding of a orthogonal coordinates system that has a two-fold property, first it allows for a solution to the Laplace equation by means of separation of variables, and secondly it keeps the boundary conditions orthogonal, this coordinates system is the simple Polar Coordinates. Unfortunately, the extension to three dimensions is not successful. The reason is that there are only eleven coordinates systems that allow for a solution of the Laplace equation by means of separation of variables (see http://mathworld.wolfram.com/LaplacesEquation.html and the literature therein), but none of them keep the boundary conditions orthogonal. This last statement can be actually checked for each of the systems.


Another approach is developed in [1]. Mark B. Wise and Vineer Bhansali considered the case where the off diagonal elements of the correlation matrix are small enough to treat them as a perturbation. They expanded the joint probability density in powers of the off diagonal correlation matrix elements (for details, see [1] ). In [22], Adam Metzler simulated the perturbation. He indicated that the approximation to the survivor function is remarkably accurate for reasonably small values of N. However, the approach is not available if the correlation $\rho_{i j}$ is not small.

Given the above mentioned complications, we lowered the original goal and will look for a solution in three dimension for particular correlation values. The method of images is a very useful technique to find explicit solutions for some special multi-dimensional PDE. In [8], Eugene Gutkin and Paul K Newton gave
the following Proposition for the unit sphere in three dimensions.
Remark 1. We refer to Gutkin and Newton [2004] for the definition of a spherical polygon $\Omega$ as well as the definition of the associated group $\Gamma_{\Omega}$. These notions are used in the next proposition.

Proposition 1. Let $\Omega$ be a spherical polygon, and let $\Gamma=\Gamma_{\Omega}$. Then the triple $\Delta, \Omega, \Gamma$ satisfies the 'assumptions' of the method of images if and only if $\Omega$ is one of the following polygons:

1. It is a hemisphere.
2. It is the bi-gon with the angle $\pi / n$, where $n=2,3, \ldots$.
3. It is one of the following triangles:
(i) The triangle $\Delta(\pi / 2, \pi / 2, \pi / n)$, where $n=2,3, \ldots$.
(ii) The triangle $\Delta(\pi / 2, \pi / 3, \pi / 3)$.
(iii) The triangle $\Delta(\pi / 2, \pi / 3, \pi / 4)$.
(iv) The triangle $\Delta(\pi / 2, \pi / 3, \pi / 5)$.

Inspired by Proposition 1, we solve equations (1.2)-(1.4) for four particular triangle cases: $\Delta(\pi / 2, \pi / 2, \pi / n), \Delta(\pi / 2, \pi / 3, \pi / 3), \Delta(\pi / 2, \pi / 3, \pi / 4)$ and $\Delta(\pi / 2, \pi / 3, \pi / 5)$. In particular, we refer to Section 4 (see the paragraph below (4.8)) where we make explicit the connection between the spherical polygons listed in Proposition 1 and the boundary conditions of the PDE under consideration in this thesis.

Some lemmas are provided in Section 3.2. These lemmas are used in Section 3.3 to find the geodesic splitting the sphere as well as to find in Section 3.4 the symmetrical points which are equivalent to the initial condition.

### 3.1 Some Lemmas

In this section, we will give some lemmas which are useful in the next sections for dividing sphere. The proofs of these lemmas are in the corresponding Appendix.

Lemma 1. Suppose that $x=x(\phi), y=y(\phi), z=z(\phi), \phi \in\left(0, \phi_{0}\right)$ is the intersection of plane $z=a x+b y$ and the unit sphere $x=\cos (\phi) \sin (\theta), y=$ $\sin (\phi) \sin (\theta), z=\cos (\theta), \theta \in[0, \pi], \phi \in[0,2 \pi]$. Then the length of the arc is

$$
\begin{equation*}
\arctan \frac{\tan \left(\phi_{0}-\xi\right)}{\sqrt{1+a^{2}+b^{2}}}+\arctan \frac{\tan (\xi)}{\sqrt{1+a^{2}+b^{2}}}, \tag{3.1}
\end{equation*}
$$

where $\tan (\xi)=\frac{b}{a}$, if $a \neq 0$. Or

$$
\begin{equation*}
\arctan \left(\sqrt{1+a^{2}+b^{2}} \tan \left(\phi_{0}+\xi\right)\right)-\arctan \left(\sqrt{1+a^{2}+b^{2}} \tan (\xi)\right), \tag{3.2}
\end{equation*}
$$

where $\tan (\xi)=\frac{a}{b}$, if $b \neq 0$.

Remark 2. If $x=\cos \left(\phi_{0}\right) \sin (\theta), y=\sin \left(\phi_{0}\right) \sin (\theta), z=\cos (\theta), \theta \in\left[\theta_{1}, \theta_{2}\right]$, then the arc length from $\theta_{1}$ to $\theta_{2}$ is $\theta_{2}-\theta_{1}$. This follows easily by noticing that

$$
\int_{l} d l=\int_{\theta_{1}}^{\theta_{2}} \sqrt{x_{\theta}^{2}+y_{\theta}^{2}+z_{\theta}^{2}} d \theta=\theta_{2}-\theta_{1}
$$

Lemma 2. Suppose that $z=a x+b y$ is a plane, and $z_{0}>a x_{0}+b y_{0}$. Then the symmetric point of $\left(x_{0}, y_{0}, z_{0}\right)$ with respect to the plane can be expressed as

$$
\begin{equation*}
\left(x_{s}, y_{s}, z_{s}\right)^{\prime}=A\left(x_{0}, y_{0}, z_{0}\right)^{\prime} \tag{3.3}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccc}
\frac{-a^{2}+b^{2}+1}{a^{2}+b^{2}+1} & \frac{-2 a b}{a^{2}+b^{2}+1} & \frac{2 a}{a^{2}+b^{2}+1} \\
\frac{-2 a b}{a^{2}+b^{2}+1} & \frac{a^{2}-b^{2}+1}{a^{2}+b^{2}+1} & \frac{2 b}{a^{2}+b^{2}+1} \\
\frac{2 a}{a^{2}+b^{2}+1} & \frac{2 b}{a^{2}+b^{2}+1} & \frac{a^{2}+b^{2}-1}{a^{2}+b^{2}+1}
\end{array}\right) .
$$

Moreover, $A A^{\prime}=I$. Where $I$ is the identity matrix.
Letting $x=r \cos (\phi) \sin (\theta), y=r \sin (\phi) \sin (\theta), z=r \cos (\theta), r>0, \theta \in$ $[0, \pi], \phi \in[0,2 \pi]$, for integer $N>2, k=0,1,2, \cdots, N-1$,

$$
\begin{aligned}
D_{k}^{+} & =\left\{(x, y, z): r \geq 0, \theta \in[0, \pi], \phi \in\left[\frac{2 k \pi}{N}, \frac{2 k \pi}{N}+\frac{\pi}{N}\right]\right\} \\
D_{k}^{-} & =\left\{(x, y, z): r \geq 0, \theta \in[0, \pi], \phi \in\left[\frac{2 k \pi}{N}-\frac{\pi}{N}, \frac{2 k \pi}{N}\right]\right\}
\end{aligned}
$$

By rotating $D_{k}^{+}$around $z$ axis with angle $\frac{2 \pi}{N}$ in a counter clockwise direction, we can obtain $D_{k+1}^{+}$. For convenience, we denote $D_{N}^{+}=D_{0}^{+}$. Therefore, for an arbitrary point $\left(x_{k}^{+}, y_{k}^{+}, z_{k}^{+}\right) \in D_{k}^{+}$, by the above rotation of $D_{k}^{+}$, we can obtain the point $\left(x_{k+1}^{+}, y_{k+1}^{+}, z_{k+1}^{+}\right) \in D_{k+1}^{+}$which is the rotated image point of $\left(x_{k}^{+}, y_{k}^{+}, z_{k}^{+}\right) \in D_{k}^{+}$. Moreover,

$$
\left(x_{k+1}^{+}, y_{k+1}^{+}, z_{k+1}^{+}\right)^{\prime}=B\left(x_{k}^{+}, y_{k}^{+} . z_{k}^{+}\right)^{\prime}
$$

where

$$
B=\left(\begin{array}{lll}
\cos \left(\frac{2 \pi}{N}\right) & -\sin \left(\frac{2 \pi}{N}\right) & 0 \\
\sin \left(\frac{2 \pi}{N}\right) & \cos \left(\frac{2 \pi}{N}\right) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

In fact, for arbitrary point $\left(x_{0}^{+}, y_{0}^{+}, z_{0}^{+}\right) \in D_{0}^{+}$, by rotating the point around $z$ axis with angle $\frac{2 k \pi}{N}$ in a counter clockwise direction, we can obtain its rotating point $\left(x_{k}^{+}, y_{k}^{+}, z_{k}^{+}\right) \in D_{k}^{+}$which can be expressed by

$$
\begin{equation*}
\left(x_{k}^{+}, y_{k}^{+}, z_{k}^{+}\right)^{\prime}=B_{k}^{+}\left(x_{0}^{+}, y_{0}^{+}, z_{0}^{+}\right)^{\prime} \tag{3.4}
\end{equation*}
$$

where

$$
B_{k}^{+}=\left(\begin{array}{lll}
\cos \left(\frac{2 k \pi}{N}\right) & -\sin \left(\frac{2 k \pi}{N}\right) & 0  \tag{3.5}\\
\sin \left(\frac{2 k \pi}{N}\right) & \cos \left(\frac{2 k \pi}{N}\right) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

It is very easy to check that $B_{k}^{+}\left(B^{+}\right)_{k}^{\prime}=I$.
Similarly, letting $\left(x_{0}^{-}, y_{0}^{-}, z_{0}^{-}\right) \in D_{0}^{-}$be a symmetric point of $\left(x_{0}^{+}, y_{0}^{+}, z_{0}^{+}\right)$ with respect to $y=0$, obtained by rotating the point $\left(x_{0}^{-}, y_{0}^{-}, z_{0}^{-}\right)$around $z$ axis with angle $\frac{2 k \pi}{N}$ in a counter clockwise direction, hence $\left(x_{0}^{-}, y_{0}^{-}, z_{0}^{-}\right)^{\prime}=$ $\left(x_{0}^{+},-y_{0}^{+}, z_{0}^{+}\right)^{\prime}$. Therefore, we can get its rotating point $\left(x_{k}^{-}, y_{k}^{-}, z_{k}^{-}\right) \in D_{k}^{-}$, and it can be expressed by

$$
\begin{equation*}
\left(x_{k}^{-}, y_{k}^{-}, z_{k}^{-}\right)^{\prime}=B_{k}^{-}\left(x_{0}^{+}, y_{0}^{+}, z_{0}^{+}\right)^{\prime}, \tag{3.6}
\end{equation*}
$$

where

$$
B_{k}^{-}=\left(\begin{array}{lll}
\cos \left(\frac{2 k \pi}{N}\right) & \sin \left(\frac{2 k \pi}{N}\right) & 0  \tag{3.7}\\
\sin \left(\frac{2 k \pi}{N}\right) & -\cos \left(\frac{2 k \pi}{N}\right) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

It is very easy to check that $B_{k}^{-}\left(B_{k}^{-}\right)^{\prime}=I$ (identity).
It is easy to see that $D_{N}^{-}=D_{0}^{-}$for $t=1,2, \cdots N, D_{t}^{-}$and $D_{t-1}^{+}$are neighbor with common boundary $y=\tan \left(\frac{(2 t-1) \pi}{N}\right) x$. At the same time, for $t=$ $0,1, \cdots, N-1, D_{t}^{-}$and $D_{t}^{+}$are neighbor with common boundary $y=\tan \left(\frac{2 t \pi}{N}\right) x$.

Lemma 3. Suppose that $\left(x_{s}^{+}, y_{s}^{+}, z_{s}^{+}\right)$and $\left(x_{t}^{-}, y_{t}^{-}, z_{t}^{-}\right)$are expressed in (3.4) and (3.6), respectively. Then we have
(i) For $t=1,2, \cdots, N$, then $\left(x_{t}^{-}, y_{t}^{-}, z_{t}^{-}\right) \in D_{t}^{-}$is the symmetric point of $\left(x_{t-1}^{+}, y_{t-1}^{+}, z_{t-1}^{+}\right) \in D_{t-1}^{+}$with respect to $y=\tan \left(\frac{(2 t-1) \pi}{N}\right) x$.
(ii) For $t=0,1, \cdots, N-1$, then $\left(x_{t}^{-}, y_{t}^{-}, z_{t}^{-}\right) \in D_{t}^{-}$is the symmetric point of $\left(x_{t}^{+}, y_{t}^{+}, z_{t}^{+}\right) \in D_{t}^{+}$with respect to $y=\tan \left(\frac{2 t \pi}{N}\right) x$.

### 3.2 The Division of the Sphere

In this section, we provide the geodesic arc lines that split the sphere into triangles such that the method of images can be applied according to Proposition 1.

### 3.2.1 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{n}\right), n \geq 2$

We divide the sphere $(r=1$, center $O(0,0,0))$ into $4 n$ slices, which are

$$
\begin{aligned}
& T_{k, 1}^{+}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{n}, \frac{2 k \pi}{n}+\frac{\pi}{n}\right], \theta \in[0, \pi / 2]\right\}, k=0,1,2, \cdots, n-1 \\
& T_{k, 2}^{+}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{n}, \frac{2 k \pi}{n}+\frac{\pi}{n}\right], \theta \in[\pi / 2, \pi]\right\}, k=0,1,2, \cdots, n-1
\end{aligned}
$$

$$
T_{k, 1}^{-}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{n}-\frac{\pi}{n}, \frac{2 k \pi}{n}\right], \theta \in[0, \pi / 2]\right\}, k=0,1,2, \cdots, n-1 ;
$$

and

$$
T_{k, 2}^{-}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{n}-\frac{\pi}{n}, \frac{2 k \pi}{n}\right], \theta \in[\pi / 2, \pi]\right\}, k=0,1,2, \cdots, n-1 .
$$

We denote the north pole as $P$, the south pole as $Q$, the intersection between $\theta=\pi / 2$ and $\phi=\frac{2 k \pi}{n}$ as $A_{k}$, the intersection between $\theta=\pi / 2$ and $\phi=\frac{(2 k-1) \pi}{n}$ as $B_{k}$, for $k=0,2, \cdots, n-1$. Obviously, we can see that the spherical triangles $\Delta P A_{k} B_{k}, \Delta P A_{k} B_{k+1}$, and $\Delta Q A_{k} B_{k}, \Delta Q A_{k} B_{k+1}$, are of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{n}\right), n \geq 2$.

### 3.2.2 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{3}\right)$

We first divide the sphere into 6 slices. Then each slices is divided into 4 spherical triangles in step 2 and step 3 . Step 2 focuses on positive slices while step 3 on negatives.

1. At first, we divide the sphere $(r=1$, center $O(0,0,0))$ into six slices, which are

$$
T_{k}^{+}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{3}, \frac{2 k \pi}{3}+\frac{\pi}{3}\right], \theta \in[0, \pi]\right\}, k=0,1,2
$$

and

$$
T_{k}^{-}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{3}-\frac{\pi}{3}, \frac{2 k \pi}{3}\right], \theta \in[0, \pi]\right\}, k=0,1,2 .
$$

2. Secondly, we divide $T_{0}^{+}$into four spherical triangles. At first we set some special points on $T_{0}^{+}$. They are

$$
\begin{aligned}
& A(\sin (\beta), 0, \cos (\beta)), \quad C(\sin (2 \beta), 0, \cos (2 \beta)), \\
& B\left(\sin (\alpha) \cos \left(\frac{\pi}{3}\right), \sin (\alpha) \sin \left(\frac{\pi}{3}\right), \cos (\alpha)\right) \\
& D\left(\sin (\pi-\beta) \cos \left(\frac{\pi}{3}\right), \sin (\pi-\beta) \sin \left(\frac{\pi}{3}\right), \cos (\pi-\beta)\right),
\end{aligned}
$$

where $\beta=\arccos \left(\frac{\sqrt{3}}{3}\right), \alpha=\arccos \left(\frac{1}{3}\right)$ (see figure 3.1).
On the domain $T_{0}^{+}$, there are three geodesics, which connect $A B, B C$ and $C D$ respectively. If we denote the north pole as $P$, the south pole as $Q$. We have divided $T_{0}^{+}$into four spherical triangles $\triangle P A B, \triangle A B C, \triangle B C D, \triangle C D Q$. For convenience, we denote the spherical triangles from top to bottom as $T_{0 j}^{+}, j=1,2,3,4$. Now, we turn to find the spherical triangles of $T_{k}^{+}$. It is easy to see that $T_{1}^{+}$and $T_{2}^{+}$are obtained by rotating $T_{0}^{+}$in a counter clockwise direction with angles $\frac{2 \pi}{3}$ and $\frac{4 \pi}{3}$, respectively. By rotating $\operatorname{arcs} A B, B C$ and $C D$ in a counter clockwise direction with angle $\frac{2 k \pi}{3}$, we can get new arcs which can divide $T_{k}^{+}$into four spherical triangles, for $k=1,2$. We denote the spherical triangles from top to bottom as $T_{k j}^{+}, k=1,2, j=1,2,3,4$.
3. Finally, we find the spherical triangles of $T_{k}^{-}$. At first, the symmetric points of $B$ and $D$ with respect to $\phi=0$ are

$$
B^{\prime}\left(\sin (\alpha) \cos \left(-\frac{\pi}{3}\right), \sin (\alpha) \sin \left(-\frac{\pi}{3}\right), \cos (\alpha)\right)
$$

and

$$
D^{\prime}\left(\sin (\pi-\beta) \cos \left(-\frac{\pi}{3}\right), \sin (\pi-\beta) \sin \left(-\frac{\pi}{3}\right), \cos (\pi-\beta)\right)
$$

As we did in the step 2, there are three geodesics, which connect $A B^{\prime}, B^{\prime} C$ and $C D^{\prime}$, respectively. Hence, we have divided $T_{0}^{-}$into four spherical triangles $\triangle P A B^{\prime}, \Delta A B^{\prime} C, \Delta B C D^{\prime}, \Delta C D^{\prime} Q$. We denote them as $T_{0 j}^{-}, j=$ $1,2,3,4$ from top to bottom. By rotating arcs $A B^{\prime}, B^{\prime} C$ and $C D^{\prime}$ in a counter clockwise direction with angle $\frac{2 k \pi}{3}$, we can get new arcs which can divide $T_{k}^{-}$into four spherical triangles, for $k=1,2$. We denote the spherical triangles from top to bottom as $T_{k j}^{-}, k=1,2, j=1,2,3,4$.
We prove that all the spherical triangles which we obtained are of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{3}\right)$. The proof of the following lemmas are in Appendix. At first, we need to get the side arc length.

Lemma 4. $\alpha+2 \beta=\pi$.
Lemma 5. (i) For the spherical triangle $\triangle P A B$, the side arc length of $P A, P B$ and $A B$ are $\beta, \alpha$ and $\beta$, respectively.
(ii) For the spherical triangle $\triangle A B C$, the side arc length of $A B, B C$ and $A C$ are $\beta, \alpha$ and $\beta$, respectively.
(iii) For the spherical triangle $\triangle B C D$, the side arc length of $B D, B C$ and $C D$ are $\beta, \alpha$ and $\beta$, respectively.
(iv) For the spherical triangle $\triangle C D Q$, the side arc length of $C D, C Q$ and $D Q$ are $\beta, \alpha$ and $\beta$, respectively.

Lemma 6. The spherical triangles $\triangle P A B, \triangle A B C, \triangle B C D$ and $\triangle C D Q$ are of the form $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{3}\right)$.

### 3.2.3 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{4}\right)$

We follow as the previous two cases.

1. We divide the sphere $(r=1$, center $O(0,0,0))$ into eight slices, which are

$$
F_{k}^{+}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{4}, \frac{2 k \pi}{4}+\frac{\pi}{4}\right], \theta \in[0, \pi]\right\}, k=0,1,2,3
$$

and

$$
F_{k}^{-}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{4}-\frac{\pi}{4}, \frac{2 k \pi}{4}\right], \theta \in[0, \pi]\right\}, k=0,1,2,3 .
$$



Figure 3.1: The spherical triangles of $\Delta(\pi / 2, \pi / 3, \pi / 3)$ in the first slices
2. We divide $F_{0}^{+}$into six spherical triangles. At first we set some special points on $F_{0}^{+}$. They are

$$
\begin{aligned}
& A(\sin (\beta), 0, \cos (\beta)), \quad C(1,0,0) \\
& B\left(\sin (\alpha) \cos \left(\frac{\pi}{4}\right), \sin (\alpha) \sin \left(\frac{\pi}{4}\right), \cos (\alpha)\right) \\
& D\left(\cos \left(\frac{\pi}{4}\right), \sin \left(\frac{\pi}{4}\right), 0\right), \quad F(\sin (\pi-\beta), 0, \cos (\pi-\beta)) \\
& E\left(\cos \left(\frac{\pi}{4}\right) \sin (\pi-\alpha), \sin \left(\frac{\pi}{4}\right) \sin (\pi-\alpha), \cos (\pi-\alpha)\right)
\end{aligned}
$$

where $\beta=\frac{\pi}{4}, \alpha=\arccos \left(\frac{\sqrt{3}}{3}\right)$ (see figure 3.2).
On the domain $F_{0}^{+}$, there are five geodesics, which connect $A B, B C$, $C D, C E$ and $E F$, respectively. If we denote the north pole as $P$, the south pole as $Q$. We have divided $F_{0}^{+}$into six spherical triangles $\triangle P A B$, $\triangle A B C, \triangle B C D, \triangle C D E, \triangle C E F, \triangle E F Q$. For convenience, we denote these spherical triangles from top to bottom as $F_{0 j}^{+}, j=1,2,3,4$.
It is easy to see that $F_{k}^{+}$is obtained by rotating $F_{0}^{+}$in a counter clockwise direction with angles $\frac{2 k \pi}{4}, k=1,2,3$. By rotating arcs $A B, B C, C D, C E$ and $E F$ in a counter clockwise direction with angle $\frac{2 k \pi}{4}$, we can get new arcs which can divide $F_{k}^{+}$into six spherical triangles, for $k=1,2,3$. We denote the spherical triangles from top to bottom as $F_{k j}^{+}, k=1,2,3, j=$ $1,2,3,4,5,6$.
3. We find the spherical triangles of $F_{k}^{-}$.

At first, the symmetric points of $B, D$ and $E$ with respect to $\phi=0$, which is $y=0$, are

$$
B^{\prime}\left(\sin (\alpha) \cos \left(-\frac{\pi}{4}\right), \sin (\alpha) \sin \left(-\frac{\pi}{4}\right), \cos (\alpha)\right), D^{\prime}\left(\cos \left(-\frac{\pi}{4}\right), \sin \left(-\frac{\pi}{4}\right), 0\right)
$$

and

$$
E^{\prime}\left(\sin (\pi-\beta) \cos \left(-\frac{\pi}{4}\right), \sin (\pi-\beta) \sin \left(-\frac{\pi}{4}\right), \cos (\pi-\beta)\right)
$$

As we did in the step 2 , there are five geodesics, which connect $A B^{\prime}, B^{\prime} C$, $C D^{\prime}, C E^{\prime}$ and $F E^{\prime}$, respectively. Hence, we have divided $F_{0}^{-}$into six spherical triangles $\triangle P A B^{\prime}, \Delta A B^{\prime} C, \Delta B C D^{\prime}, \Delta C D^{\prime} E^{\prime}, \Delta C E^{\prime} F$ and $\Delta E^{\prime} F Q$. We denote them as $F_{0 j}^{-}, j=1,2,3,4,5,6$ from top to bottom. By rotating arcs $A B^{\prime}, B^{\prime} C, C D^{\prime}, C E^{\prime}$ and $E^{\prime} F$ in a counter clockwise direction with angle $\frac{2 k \pi}{4}$, we can get new arcs which can divide $F_{k}^{-}$into six spherical triangles, for $k=1,2,3$. We denote the spherical triangles from top to bottom as $F_{k j}^{-}, k=1,2,3, j=1,2,3,4,5,6$.

Next, we prove that all the spherical triangles which we got are of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{4}\right)$. At first, we need to get the side arc length.


Figure 3.2: The spherical triangles of $\Delta(\pi / 2, \pi / 3, \pi / 4)$ in the first slice

Lemma 7. (i) For the spherical triangle $\triangle P A B$, the side arc length of $P A, P B$ and $A B$ are $\frac{\pi}{4}, \alpha$ and $\frac{\pi}{2}-\alpha$, respectively.
(ii) For the spherical triangle $\triangle A B C$, the side arc length of $A B, B C$ and $A C$ are $\frac{\pi}{2}-\alpha, \alpha$ and $\frac{\pi}{4}$, respectively.
(iii) For the spherical triangle $\triangle B C D$, the side arc length of $B D, B C$ and $C D$ are $\frac{\pi}{2}-\alpha, \alpha$ and $\frac{\pi}{4}$, respectively.
(iv) For the spherical triangle $\triangle C D E$, the side arc length of $C D, C E$ and $D E$ are $\frac{\pi}{4}, \alpha$ and $\frac{\pi}{2}-\alpha$, respectively.
(v) For the spherical triangle $\triangle C E F$, the side arc length of $E F, C E$ and $C F$ are $\frac{\pi}{2}-\alpha, \alpha$ and $\frac{\pi}{4}$, respectively.
(vi) For the spherical triangle $\triangle E F Q$, the side arc length of $F Q, E Q$ and $E F$ are $\frac{\pi}{4}, \alpha$ and $\frac{\pi}{2}-\alpha$, respectively.

Lemma 8. The spherical triangles $\triangle P A B, \triangle A B C, \triangle B C D, \triangle C D E, \triangle C E F$ and $\triangle E F Q$ are of the form $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{4}\right)$.

### 3.2.4 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{5}\right)$

It is similar to Sections 3.1 to 3.3 , we just follow the next 3 steps.

1. We divide the sphere $(r=1$, center $O(0,0,0))$ into ten slices, which are, for $k=0,1,2,3,4$

$$
W_{k}^{+}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{5}, \frac{2 k \pi}{5}+\frac{\pi}{5}\right], \theta \in[0, \pi]\right\}
$$

and

$$
W_{k}^{-}=\left\{(\phi, \theta): \phi \in\left[\frac{2 k \pi}{5}-\frac{\pi}{5}, \frac{2 k \pi}{5}\right], \theta \in[0, \pi]\right\}
$$

2. We divide $W_{0}^{+}$into 12 spherical triangles. At first we set some special points on $W_{0}^{+}$. They are

$$
\begin{aligned}
& A(\sin (\beta), 0, \cos (\beta)), \quad C(\sin (2 \beta), 0, \cos (2 \beta)) \\
& B\left(\sin (\alpha) \cos \left(\frac{\pi}{5}\right), \sin (\alpha) \sin \left(\frac{\pi}{5}\right), \cos (\alpha)\right), \\
& D\left(\cos \left(\frac{\pi}{5}\right) \sin (\alpha+\gamma), \sin \left(\frac{\pi}{5}\right) \sin (\alpha+\gamma), \cos (\alpha+\gamma)\right), \\
& E\left(\cos \left(\frac{\pi}{5}\right) \sin (\alpha+2 \gamma), \sin \left(\frac{\pi}{5}\right) \sin (\alpha+2 \gamma), \cos (\alpha+2 \gamma)\right), \\
& F(\sin (2 \beta+\alpha), 0, \cos (2 \beta+\alpha)), \\
& G\left(\cos \left(\frac{\pi}{5}\right) \sin (\pi-2 \beta), \sin \left(\frac{\pi}{5}\right) \sin (\pi-2 \beta), \cos (\pi-2 \beta)\right), \\
& H(\sin (\pi-\alpha-\gamma), 0, \cos (\pi-\alpha-\gamma)), \quad K(\sin (\pi-\alpha), 0, \cos (\pi-\alpha)) \\
& L\left(\cos \left(\frac{\pi}{5}\right) \sin (\pi-\beta), \sin \left(\frac{\pi}{5}\right) \sin (\pi-\beta), \cos (\pi-\beta)\right)
\end{aligned}
$$

where $\alpha=\arcsin (l), \beta=\arcsin \left(\frac{\sqrt{3} l}{2}\right), \gamma=\arcsin \left(l \sin \left(\frac{\pi}{5}\right)\right), l=\frac{4 \sin \left(\frac{\pi}{5}\right)}{\sqrt{15}}($ see figure 3.3).
On the domain $W_{0}^{+}$, there are ten geodesics, which connect $A B, B C, C D$, $C E, E F, C G, F G, G H, G K$ and $K L$, respectively. If we denote the north pole as $P$, the south pole as $Q$, the intersection of $C G$ and $E F$ as $M$. We have divided $W_{0}^{+}$into 12 spherical triangles $\triangle P A B, \triangle A B C, \triangle B C D$, $\triangle C D E, \Delta C E M, \triangle C M F, \Delta E M G, \Delta M F G, \Delta F G H, \Delta H G K, \Delta G K L$ and $\triangle K L Q$. For convenience, we denote these spherical triangles from top to bottom as $W_{0 j}^{+}, j=1,2, \cdots, 5,6,7, \cdots, 11,12$ (we denote $\Delta C M F$ as $W_{06}^{+}$and $\Delta E M G$ as $W_{012}^{+}$).
Now, We turn to find the spherical triangles of $W_{k}^{+}$. It is easy to see that $W_{k}^{+}$is obtained by rotating $W_{0}^{+}$in a counter clockwise direction with angles $\frac{2 k \pi}{5}, k=1,2,3,4$. By rotating arcs $A B, B C, C D, C E, E F, C G, F G, G H$, $G K$ and $K L$ in a counter clockwise direction with angle $\frac{2 k \pi}{5}$, we can get new arcs which can divide $W_{k}^{+}$into 12 spherical triangles, for $k=1,2,3,4$. We denote the spherical triangles from top to bottom (the order of $j$ is the same as $W_{o}^{+}$) as $W_{k j}^{+}, k=1,2,3,4, j=1,2, \cdots, 5,6,7, \cdots, 11,12$.
3. We find the spherical triangles of $W_{k}^{-}$.

At first, the symmetric points of $B, D, E, G$ and $L$ with respect to $\phi=0$, which is the plane $y=0$, are

$$
\begin{aligned}
& B^{\prime}\left(\sin (\alpha) \cos \left(-\frac{\pi}{5}\right), \sin (\alpha) \sin \left(-\frac{\pi}{5}\right), \cos (\alpha)\right), \\
& D^{\prime}\left(\cos \left(-\frac{\pi}{5}\right) \sin (\alpha+\gamma), \sin \left(-\frac{\pi}{5}\right) \sin (\alpha+\gamma), \cos (\alpha+\gamma)\right), \\
& E^{\prime}\left(\cos \left(-\frac{\pi}{5}\right) \sin (\alpha+2 \gamma), \sin \left(-\frac{\pi}{5}\right) \sin (\alpha+2 \gamma), \cos (\alpha+2 \gamma)\right), \\
& G^{\prime}\left(\cos \left(-\frac{\pi}{5}\right) \sin (\pi-2 \beta), \sin \left(-\frac{\pi}{5}\right) \sin (\pi-2 \beta), \cos (\pi-2 \beta)\right), \\
& L^{\prime}\left(\cos \left(-\frac{\pi}{5}\right) \sin (\pi-\beta), \sin \left(-\frac{\pi}{5}\right) \sin (\pi-\beta), \cos (\pi-\beta)\right) .
\end{aligned}
$$

As we did in the step 2 , there are ten geodesics, which connect $A B^{\prime}, B^{\prime} C$, $C D^{\prime}, C E^{\prime}, E^{\prime} F, C G^{\prime}, F G^{\prime}, G^{\prime} H, G^{\prime} K$ and $K L^{\prime}$, respectively. Also, we denote $M^{\prime}$ as the intersection of arcs $C G^{\prime}$ and $F E^{\prime}$, Hence, we have divided $W_{0}^{-}$into 12 spherical triangles $\Delta P A B^{\prime}, \Delta A B^{\prime} C, \Delta B^{\prime} C D^{\prime}, \Delta C D^{\prime} E^{\prime}, \Delta C E^{\prime} M^{\prime}$, $\Delta C M^{\prime} F, \Delta E^{\prime} M^{\prime} G^{\prime}, \Delta M^{\prime} F G^{\prime}, \Delta F G^{\prime} H, \Delta H G^{\prime} K, \Delta G K L^{\prime}$ and $\Delta K L^{\prime} Q$. For convenience, we denote these spherical triangles from top to bottom as $W_{0 j}^{-}, j=1,2, \cdots, 11,12$ (we denote $\Delta C M^{\prime} F$ as $W_{06}^{-}$and $\Delta E^{\prime} M^{\prime} G^{\prime}$ as $W_{0,12}^{-}$). by rotating $W_{0}^{-}$in a counter clockwise direction with angles $\frac{2 k \pi}{5}, k=1,2,3,4$. By rotating $\operatorname{arcs} A B^{\prime}, B^{\prime} C, C D^{\prime}, C E^{\prime}, E^{\prime} F, C G^{\prime}, F G^{\prime}$, $G^{\prime} H, G^{\prime} K$ and $K L^{\prime}$ in a clockwise direction with angle $\frac{2 k \pi}{5}$, we can get new arcs which can divide $W_{k}^{-}$into 12 spherical triangles, for $k=1,2,3,4$. We denote the spherical triangles from top to bottom (or from left to right) as $W_{k j}^{-}, k=1,2,3,4, j=1,2, \cdots, 11,12$.


Figure 3.3: The spherical triangles of $\Delta(\pi / 2, \pi / 3, \pi / 5)$ in the first slice

Next, we prove that all the spherical triangles which we got are of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{5}\right)$. At first, we need to give the following lemma,

Lemma 9. If $l=\frac{4 \sin \left(\frac{\pi}{5}\right)}{\sqrt{15}}$, then

$$
\alpha+\beta+\gamma=\frac{\pi}{2}
$$

Now we need to get the side arc length.

Lemma 10. (i) For the spherical triangle $\triangle P A B$, the side arc length of $P A, P B$ and $A B$ are $\beta, \alpha$ and $\gamma$, respectively.
(ii) For the spherical triangle $\triangle A B C$, the side arc length of $A B, B C$ and $A C$ are $\gamma, \alpha$ and $\beta$, respectively.
(iii) For the spherical triangle $\triangle B C D$, the side arc length of $B D, B C$ and $C D$ are $\gamma, \alpha$ and $\beta$, respectively.
(iv) For the spherical triangle $\triangle C D E$, the side arc length of $C D, C E$ and $D E$ are $\beta, \alpha$ and $\gamma$, respectively.
(v) For the spherical triangle $\triangle Q L K$, the side arc length of $Q L, Q K$ and $L K$ are $\beta, \alpha$ and $\gamma$, respectively.
(vi) For the spherical triangle $\Delta L K G$, the side arc length of $L K, K G$ and $L G$ are $\gamma, \alpha$ and $\beta$, respectively.
(vii) For the spherical triangle $\Delta K G H$, the side arc length of $K H, K G$ and $G H$ are $\gamma, \alpha$ and $\beta$, respectively.
(viii) For the spherical triangle $\triangle G H F$, the side arc length of $G H, G F$ and $F H$ are $\beta, \alpha$ and $\gamma$, respectively.

Lemma 11. (i) The arc length of $C G$ is $2 \beta$.
(ii) The arc length of $E F$ is $2 \gamma$.
(iii) The plane $O E F$ is vertical to plane $O C G$.
(iv) If $M$ be the intersection of arcs $E F$ and $C G$, then the arcs length of $M F$ and $M C$ are $\gamma$ and $\beta$, respectively.

Lemma 12. The spherical triangles $\triangle P A B, \triangle A B C, \triangle B C D, \triangle C D E, \triangle C E M$, $\triangle C M F, \triangle E M G, \triangle M F G, \triangle F G H, \triangle H G K, \triangle G K L$ and $\triangle K L Q$ are of the form $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{5}\right)$.

### 3.3 Symmetric Points

In this section, we provide the set of source points symmetrical to the initial condition needed for the method of images.

Let $x=r \cos (\phi) \sin (\theta), y=r \sin (\phi) \sin (\theta), z=r \cos (\theta), r \geq 0, \theta \in[0, \pi], \phi \in$ $[0,2 \pi]$.

### 3.3.1 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{n}\right), n \geq 2$

We denote, for $k=0,1,2, \cdots n, j=1,2$,

$$
H_{k j}^{ \pm}=R^{+} \times T_{k j}^{ \pm}
$$



Figure 3.4: The symmetric points of $\Delta(\pi / 2, \pi / 2, \pi / 6)$ for $k=0, j=1,2$

We say that $\left(x_{0}, y_{0}, z_{0}\right) \in H_{k j}^{ \pm}$, for specific $k$, $j$, if $\left(\phi_{0}, \theta_{0}\right) \in T_{k j}^{ \pm}, r_{0} \geq 0$. In this section, we always set $\left(x_{0,1}^{+}, y_{0,1}^{+}, z_{0,1}^{+}\right)=\left(x_{0}, y_{0}, z_{0}\right) \in H_{0,1}^{+}$. See figure 3.4, for $R_{0, j}^{ \pm}=A_{j}\left(x_{0}, \pm y_{0}, z_{0}\right)^{\prime}$. It is easy to see that, for $k=1,2, \cdots, n, j=0,1$

$$
\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime}=B_{k}^{+} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime},
$$

and

$$
\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)^{\prime}=B_{k}^{-} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime},
$$

where $B_{k}^{ \pm}$are expressed in (3.5) and (3.7), $A_{1}=I$,

$$
A_{2}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{3.8}\\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right) .
$$

### 3.3.2 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{3}\right)$

As before, we denote, for $k=0,1,2, j=1,2,3,4$, where $k$ represents slices and $j$ triangles

$$
H_{k j}^{ \pm}=R^{+} \times T_{k j}^{ \pm}
$$

We state that $\left(x_{0}, y_{0}, z_{0}\right) \in H_{k j}^{ \pm}$, for specific $k, j$, if $\left(\phi_{0}, \theta_{0}\right) \in T_{k j}^{ \pm}, r_{0} \geq 0$. In this section, we always set $\left(x_{0,1}^{+}, y_{0,1}^{+}, z_{0,1}^{+}\right)=\left(x_{0}, y_{0}, z_{0}\right) \in H_{0,1}^{+}$, where $\left(x_{0}, y_{0}, z_{0}\right)$ is the point for the initial condition. There are three steps to find the symmetric points:

1. To find point $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right) \in H_{0, j}^{+}, j=2,3,4$, which is the symmetric point of $\left(x_{0, j-1}^{+}, y_{0, j-1}^{+}, z_{0, j-1}^{+}\right)$with respect to the boundary between $H_{0, j}^{+}$and $H_{0, j-1}^{+}$for $j=2,3,4$. Also by symmetry, we can get $\left(x_{0, j}^{-}, y_{0, j}^{-}, z_{0, j}^{-}\right) \in$ $H_{0, j}^{-}, j=2,3,4$, which is the symmetric point of $\left(x_{0, j-1}^{-}, y_{0, j-1}^{-}, z_{0, j-1}^{-}\right)$ with respect to the boundary between $H_{0, j}^{-}$and $H_{0, j-1}^{-}$for $j=2,3,4$.
2. We obtain point $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right) \in H_{k, j}^{+}, j=1,2,3,4$, by rotating $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right)$ around $z$ axis in a counter clockwise direction with angle $\frac{2 k \pi}{3}$. At the same time, we can obtain $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right) \in H_{k, j}^{-}, j=1,2,3,4$, by rotating $\left(x_{0, j}^{-}, y_{0, j}^{-}, z_{0, j}^{-}\right)$around $z$ axis in a counter clockwise direction with angle $\frac{2 k \pi}{3}$.
3. We prove that $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=0,1,2, j=1,2,3,4$; and $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k-1, j}^{+}, y_{k-1, j}^{+}, z_{k-1, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=1,2, j=1,2,3,4$.

Next, we develop these steps.
Step 1. To find point $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right) \in H_{0, j}^{+}, j=2,3,4$, such that $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right)$ is the symmetric point of $\left(x_{0, j-1}^{+}, y_{0, j-1}^{+}, z_{0, j-1}^{+}\right)$with respect to the boundary between $H_{0, j}^{+}$and $H_{0, j-1}^{+}$for $j=2,3,4$. See figure 3.5, where $R_{0 j}^{ \pm}=A_{j}\left(x_{0}, \pm y_{0}, z_{0}\right)^{\prime}, A_{1}=$ $I$, and $A_{j}$ can be presented as follows.
(i) For $j=2$, since the plane $O A B$ is $z=\frac{\sqrt{2}}{2} x$, by Lemma 2, we have the symmetric matrix is

$$
A_{2}=\left(\begin{array}{lll}
\frac{1}{3} & 0 & \frac{2 \sqrt{2}}{3}  \tag{3.9}\\
0 & 1 & 0 \\
\frac{2 \sqrt{2}}{3} & 0 & -\frac{1}{3}
\end{array}\right)
$$

and $\left(x_{0,2}^{+}, y_{0,2}^{+}, z_{0,2}^{+}\right)^{\prime}=A_{2}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$.
(ii) For $j=3$, since the plane $O B C$ is $z=-\frac{\sqrt{2}}{4} x+\frac{\sqrt{6}}{4} y$, by Lemma 2 , we have the symmetric matrix is

$$
A=\left(\begin{array}{lll}
\frac{5}{6} & \frac{\sqrt{3}}{6} & -\frac{\sqrt{2}}{3} \\
\frac{\sqrt{3}}{6} & \frac{1}{2} & \frac{\sqrt{6}}{3} \\
-\frac{\sqrt{2}}{3} & \frac{\sqrt{6}}{3} & -\frac{1}{3}
\end{array}\right)
$$

Letting $A_{3}=A A_{2}$, then we get $\left(x_{0,3}^{+}, y_{0,3}^{+}, z_{0,3}^{+}\right)^{\prime}=A_{3}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, with

$$
A_{3}=\left(\begin{array}{ccl}
-\frac{1}{6} & \frac{\sqrt{3}}{6} & \frac{2 \sqrt{2}}{3}  \tag{3.10}\\
\frac{\sqrt{3}}{2} & \frac{1}{2} & 0 \\
-\frac{\sqrt{2}}{3} & \frac{\sqrt{6}}{3} & -\frac{1}{3}
\end{array}\right)
$$

(iii) For $j=4$, since the plane $O C D$ is $z=-\frac{\sqrt{2}}{4} x-\frac{\sqrt{6}}{4} y$, by Lemma 2, we have the symmetric matrix is

$$
A=\left(\begin{array}{lll}
\frac{5}{6} & -\frac{\sqrt{3}}{6} & -\frac{\sqrt{2}}{3} \\
-\frac{\sqrt{3}}{6} & \frac{1}{2} & -\frac{\sqrt{6}}{3} \\
-\frac{\sqrt{2}}{3} & -\frac{\sqrt{6}}{3} & -\frac{1}{3}
\end{array}\right) .
$$

Letting $A_{4}=A A_{3}$, then we get $\left(x_{0,4}^{+}, y_{0,4}^{+}, z_{0,4}^{+}\right)^{\prime}=A_{4}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, with

$$
A_{4}=\left(\begin{array}{lll}
-\frac{1}{6} & -\frac{\sqrt{3}}{6} & \frac{2 \sqrt{2}}{3}  \tag{3.11}\\
\frac{\sqrt{3}}{2} & -\frac{1}{2} & 0 \\
-\frac{\sqrt{2}}{6} & -\frac{\sqrt{6}}{3} & -\frac{1}{3}
\end{array}\right)
$$

Step 2. By setting $A_{1}=I$, we can get, for $k=0,1,2, j=1,2,3,4$,

$$
\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime}=B_{k}^{+} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime},
$$

and

$$
\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)^{\prime}=B_{k}^{-} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}
$$

The following Lemma states this the relationship for $\left(x_{k, j}^{ \pm}, y_{k, j}^{ \pm}, z_{k, j}^{ \pm}\right)$.
Lemma 13. (i) For $k=0,1,2, j=1,2,3,\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$is the symmetric point of $\left(x_{k, j+1}^{+}, y_{k, j+1}^{+}, z_{k, j+1}^{+}\right)$with respect to the boundary between $H_{k, j}^{+}$ and $H_{k, j+1}^{+}$.
(ii) For $k=0,1,2, j=1,2,3,\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k, j+1}^{-}\right.$, $\left.y_{k, j+1}^{-}, z_{k, j+1}^{-}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j+1}^{-}$.

Step 3. By Lemma 3, we can prove that $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=0,1,2, j=1,2,3,4$; and $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k-1, j}^{+}, y_{k-1, j}^{+}, z_{k-1, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=1,2, j=1,2,3,4$.


Figure 3.5: The symmetric points of $\Delta(\pi / 2, \pi / 3, \pi / 3)$ for $k=0, j=1,2,3,4$

### 3.3.3 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{4}\right)$

We denote, for $k=0,1,2,3, j=1,2,3,4,5,6$,

$$
H_{k j}^{ \pm}=R^{+} \times F_{k j}^{ \pm} .
$$

We say that $\left(x_{0}, y_{0}, z_{0}\right) \in H_{k j}^{ \pm}$, for specific $k, j$, if $\left(\phi_{0}, \theta_{0}\right) \in F_{k j}^{ \pm}, r_{0} \geq 0$. In this section, we always set $\left(x_{0,1}^{+}, y_{0,1}^{+}, z_{0,1}^{+}\right)=\left(x_{0}, y_{0}, z_{0}\right) \in H_{0,1}^{+}$. There are three steps to obtain symmetric points:

1. To find point $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right) \in H_{0, j}^{+}, j=2,3,4,5,6$, which is the symmetric point of $\left(x_{0, j-1}^{+}, y_{0, j-1}^{+}, z_{0, j-1}^{+}\right)$with respect to the boundary between $H_{0, j}^{+}$and $H_{0, j-1}^{+}$for $j=2,3,4,5,6$. Also by symmetry, we can get $\left(x_{0, j}^{-}, y_{0, j}^{-}, z_{0, j}^{-}\right) \in H_{0, j}^{-}, j=1,2,3,4,5,6$, which is the symmetric point of $\left(x_{0, j-1}^{-}, y_{0, j-1}^{-}, z_{0, j-1}^{-}\right)$with respect to the boundary between $H_{0, j}^{-}$and $H_{0, j-1}^{-}$for $j=2,3,4,5,6$.
2. To find point $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right) \in H_{k, j}^{+}, j=1,2,3,4,5,6$, which is obtained by rotating $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right)$around $z$ axis in a counter clockwise direction with angle $\frac{2 k \pi}{4}$. At the same time, we can get $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right) \in H_{k, j}^{-}, j=$ $1,2,3,4,5,6$, which is obtained by rotating $\left(x_{0, j}^{-}, y_{0, j}^{-}, z_{0, j}^{-}\right)$around $z$ axis in a counter clockwise direction with angle $\frac{2 k \pi}{4}$.
3. By Lemma 3, we can prove that $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=0,1,2,3, j=1,2,3,4,5,6$; and $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k-1, j}^{+}, y_{k-1, j}^{+}, z_{k-1, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=1,2,3, j=1,2,3,4,5,6$.

Next, we develop steps 1 and 2.
Step 1. We find point $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right) \in H_{0, j}^{+}, j=2,3,4,5,6$, such that $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right)$is the symmetric point of $\left(x_{0, j-1}^{+}, y_{0, j-1}^{+}, z_{0, j-1}^{+}\right)$with respect to the boundary between $H_{0, j}^{+}$and $H_{0, j+1}^{+}$for $j=2,3,4,5,6$. See figure 3.6, where $R_{0 j}^{ \pm}=A_{j}\left(x_{0}, \pm y_{0}, z_{0}\right)^{\prime}, A_{1}=I$, and $A_{j}$ can be presented as follows.
(i) For $j=2$, since the plane $O A B$ is $z=x$, from Lemma 2 we obtain that the symmetric matrix is

$$
A_{2}=\left(\begin{array}{lll}
0 & 0 & 1  \tag{3.12}\\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

and $\left(x_{0,2}^{+}, y_{0,2}^{+}, z_{0,2}^{+}\right)^{\prime}=A_{2}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$.
(ii) For $j=3$, since the plane $O B C$ is $z=y$, by Lemma 2 we obtain that the symmetric matrix is

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

Letting $A_{3}=A A_{2}$, then we get $\left(x_{0,3}^{+}, y_{0,3}^{+}, z_{0,3}^{+}\right)^{\prime}=A_{3}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, with

$$
A_{3}=\left(\begin{array}{ccc}
0 & 0 & 1  \tag{3.13}\\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

(iii) For $j=4$, since the plane $O C D$ is $z=0$, by Lemma 2 we obtain that the symmetric matrix is

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

Letting $A_{4}=A A_{3}$, then we get $\left(x_{0,4}^{+}, y_{0,4}^{+}, z_{0,4}^{+}\right)^{\prime}=A_{4}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, with

$$
A_{4}=\left(\begin{array}{lll}
0 & 0 & 1  \tag{3.14}\\
1 & 0 & 0 \\
0 & -1 & 0
\end{array}\right)
$$

(iv) For $j=5$, since the plane $O C E$ is $z=-y$, by Lemma 2 we obtain that the symmetric matrix is

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & -1 \\
0 & -1 & 0
\end{array}\right)
$$

Letting $A_{5}=A A_{4}$, then we get $\left(x_{0,4}^{+}, y_{0,4}^{+}, z_{0,4}^{+}\right)^{\prime}=A_{5}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, with

$$
A_{5}=\left(\begin{array}{lll}
0 & 0 & 1  \tag{3.15}\\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

(v) For $j=6$, since the plane $O E F$ is $z=-x$, by Lemma 2 we obtain that the symmetric matrix is

$$
A=\left(\begin{array}{lll}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

Letting $A_{6}=A A_{5}$, then we get $\left(x_{0,4}^{+}, y_{0,4}^{+}, z_{0,4}^{+}\right)^{\prime}=A_{6}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, with

$$
A_{6}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{3.16}\\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

Step 2 By setting $A_{1}=I$, we can get, for $k=0,1,2,3, j=1,2,3,4,5,6$

$$
\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime}=B_{k}^{+} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime},
$$

and

$$
\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)^{\prime}=B_{k}^{-} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime},
$$

The following Lemma is to state that the relationship of $\left(x_{k, j}^{ \pm}, y_{k, j}^{ \pm}, z_{k, j}^{ \pm}\right)$.
Lemma 14. (i) For $k=0,1,2,3, j=1,2,3,4,\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$is the symmetric point of $\left(x_{k, j+1}^{+}, y_{k, j+1}^{+}, z_{k, j+1}^{+}\right)$with respect to the boundary between $H_{k, j}^{+}$ and $H_{k, j+1}^{+}$.
(ii) For $k=0,1,2,3, j=1,2,3,4,\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k, j+1}^{-}, y_{k, j+1}^{-}, z_{k, j+1}^{-}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j+1}^{-}$.
The proof of the Lemma is very similar to Lemma 3.4.1 and, therefore, we omit it. The proof of step 3 is very similar to that of the previous section and so we also omit it.

### 3.3.4 The Case of $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{5}\right)$

We denote, for $k=0,1,2,3,4, j=1,2, \cdots, 12$,

$$
H_{k j}^{ \pm}=R^{+} \times W_{k j}^{ \pm}
$$

We say that $\left(x_{0}, y_{0}, z_{0}\right) \in H_{k j}^{ \pm}$, for specific $k, j$, if $\left(\phi_{0}, \theta_{0}\right) \in W_{k j}^{ \pm}, r_{0} \geq 0$. In this section, we always set $\left(x_{0,1}^{+}, y_{0,1}^{+}, z_{0,1}^{+}\right)=\left(x_{0}, y_{0}, z_{0}\right) \in H_{0,1}^{+}$. As we did in the above sections, we calculate the matrix one by one. There are three steps to obtain symmetric points:

1. To find point $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right) \in H_{0, j}^{+}, j=2,3, \cdots, 10,11$, which is the symmetric point of $\left(x_{0, j-1}^{+}, y_{0, j-1}^{+}, z_{0, j-1}^{+}\right)$with respect to the boundary between $H_{0, j}^{+}$and $H_{0, j-1}^{+}$for $j=2,3, \cdots, 10,11$. The point $\left(x_{0,12}^{+}, y_{0,12}^{+}, z_{0,12}^{+}\right)$ is the symmetric point of $\left(x_{0,5}^{+}, y_{0,5}^{+}, z_{0,5}^{+}\right)$with respect to the boundary between $H_{0,12}^{+}$and $H_{0,5}^{+}$. Also by symmetry, we can get $\left(x_{0, j}^{-}, y_{0, j}^{-}, z_{0, j}^{-}\right) \in$ $H_{0, j}^{-}, j=1,2, \cdots, 10,11$, which is the symmetric point of $\left(x_{0, j-1}^{-}, y_{0, j-1}^{-}, z_{0, j-1}^{-}\right)$ with respect to the boundary between $H_{0, j}^{-}$and $H_{0, j-1}^{-}$for $j=2,3, \cdots, 10,11$. The point $\left(x_{0,12}^{-}, y_{0,12}^{-}, z_{0,12}^{-}\right)$is the symmetric point of $\left(x_{0,5}^{-}, y_{0,5}^{-}, z_{0,5}^{-}\right)$with respect to the boundary between $H_{0,12}^{-}$and $H_{0,5}^{-}$.
2. To find point $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right) \in H_{k, j}^{+}, j=1,2, \cdots, 11,12$, which is obtained by rotating $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right)$around $z$ axis in a counter clockwise direction with angle $\frac{2 k \pi}{5}$. At the same time, we can get $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right) \in H_{k, j}^{-}, j=$ $1,2, \cdots, 11,12$, which is obtained by rotating $\left(x_{0, j}^{-}, y_{0, j}^{-}, z_{0, j}^{-}\right)$around $z$ axis in a counter clockwise direction with angle $\frac{2 k \pi}{5}$.


Figure 3.6: The symmetric points of $\Delta(\pi / 2, \pi / 3, \pi / 4)$ for $k=0, j=1,2,3,4,5,6$
3. By Lemma 3, we can prove that $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$and $H_{k, j}^{+}$for $k=0,1,2,3,4, j=1,2, \cdots, 11,12$; and $\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)$is the symmetric point of $\left(x_{k-1, j}^{+}, y_{k-1, j}^{+}, z_{k-1, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{-}$ and $H_{k, j}^{+}$for $k=1,2,3,4, j=1,2, \cdots, 11,12$.

## Next, we develop step 1 and step 2.

Step 1. We find point $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right) \in H_{0, j}^{+}, j=2,3, \cdots, 11,12$, such that $\left(x_{0, j}^{+}, y_{0, j}^{+}, z_{0, j}^{+}\right)$is the symmetric point of $\left(x_{0, j-1}^{+}, y_{0, j-1}^{+}, z_{0, j-1}^{+}\right)$with respect to the boundary between $H_{0, j}^{+}$and $H_{0, j+1}^{+}$for $j=2,3, \cdots, 11,12$. See figure 3.7, where $R_{0 j}^{ \pm}=A_{j}\left(x_{0}, \pm y_{0}, z_{0}\right)^{\prime}, A_{1}=I$, and $A_{j}$ can be presented as follows.

$$
\begin{gather*}
A_{2}=\left(\begin{array}{ccc}
-\frac{1}{\sqrt{5}} & 0 & \frac{2}{\sqrt{5}} \\
0 & 1 & 0 \\
\frac{2}{\sqrt{5}} & 0 & \frac{1}{\sqrt{5}}
\end{array}\right)  \tag{3.17}\\
A_{3}=\left(\begin{array}{lll}
-\frac{1}{5+\sqrt{5}} & -\frac{1}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{\sqrt{5}} \\
\frac{\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)} & -\frac{1}{1+\sqrt{5}} & 0 \\
\frac{2}{5+\sqrt{5}} & \frac{1}{2 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{\sqrt{5}}
\end{array}\right),  \tag{3.18}\\
A_{4}=\left(\begin{array}{lll}
-\frac{1}{5+\sqrt{5}} & \frac{1}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{\sqrt{5}} \\
\frac{\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{1+\sqrt{5}} & 0 \\
\frac{2}{5+\sqrt{5}} & -\frac{1}{2 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{\sqrt{5}}
\end{array}\right)  \tag{3.19}\\
A_{5}=\left(\begin{array}{lll}
\frac{1}{5-\sqrt{5}} & \frac{1-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{\sqrt{5}} \\
\frac{5-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{\sqrt{5}-1} & 0 \\
-\frac{2}{5-\sqrt{5}} & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{\sqrt{5}}
\end{array}\right)  \tag{3.20}\\
A_{6}=\left(\begin{array}{lll}
\frac{1}{5-\sqrt{5}} & \frac{\sqrt{5}-1}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{\sqrt{5}} \\
\frac{5-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{1-\sqrt{5}} & 0 \\
-\frac{2}{5-\sqrt{5}} & \frac{1-\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{\sqrt{5}}
\end{array}\right),  \tag{3.21}\\
A_{7}=\left(\begin{array}{lll}
\frac{4-\sqrt{5}}{5-\sqrt{5}} & \frac{\sqrt{5}-1}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{5-\sqrt{5}} \\
\frac{1-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{1-\sqrt{5}} & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} \\
\frac{2}{5-\sqrt{5}} & \frac{1-\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)} & -\frac{1}{\sqrt{5}}
\end{array}\right)  \tag{3.22}\\
A_{8}=\left(\begin{array}{lll}
\frac{1}{\sqrt{5}} & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{5-\sqrt{5}} \\
-\frac{1}{2 \sin \left(\frac{\pi}{5}\right)} & 0 & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} \\
-\frac{2}{5+\sqrt{5}} & \frac{1}{2 \sin \left(\frac{\pi}{5}\right)} & -\frac{1}{\sqrt{5}}
\end{array}\right), \tag{3.23}
\end{gather*}
$$

$$
\begin{gather*}
A_{9}=\left(\begin{array}{lll}
\frac{1}{\sqrt{5}} & \frac{1-\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{5-\sqrt{5}} \\
-\frac{1}{2 \sin \left(\frac{\pi}{5}\right)} & 0 & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} \\
-\frac{2}{5+\sqrt{5}} & -\frac{1}{2 \sin \left(\frac{\pi}{5}\right)} & -\frac{1}{\sqrt{5}}
\end{array}\right)  \tag{3.24}\\
A_{10}=\left(\begin{array}{lll}
-\frac{1}{5-\sqrt{5}} & \frac{5-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{5-\sqrt{5}} \\
\frac{1-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{1-\sqrt{5}} & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} \\
-\frac{2}{\sqrt{5}} & 0 & -\frac{1}{\sqrt{5}}
\end{array}\right)  \tag{3.25}\\
A_{11}=\left(\begin{array}{lll}
\frac{1}{\sqrt{5}-1} & \frac{5-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & 0 \\
\frac{5-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{1-\sqrt{5}} & 0 \\
0 & 0 & -1
\end{array}\right)  \tag{3.26}\\
A_{12}=\left(\begin{array}{lll}
\frac{4-\sqrt{5}}{5-\sqrt{5}} & \frac{1-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{2}{5-\sqrt{5}} \\
\frac{1-\sqrt{5}}{8 \sin \left(\frac{\pi}{5}\right)} & \frac{1}{\sqrt{5}-1} & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} \\
\frac{2}{5-\sqrt{5}} & \frac{\sqrt{5}-1}{4 \sin \left(\frac{\pi}{5}\right)} & -\frac{1}{\sqrt{5}}
\end{array}\right) \tag{3.27}
\end{gather*}
$$

By setting $A_{1}=I$, we can get, for $k=0,1,2,3,4, j=1,2,3,4,5,6 \cdots, 12$

$$
\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime}=B_{k}^{+} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}
$$

and

$$
\left(x_{k, j}^{-}, y_{k, j}^{-}, z_{k, j}^{-}\right)^{\prime}=B_{k}^{-} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}
$$

The similar Lemma can be obtained as Lemma 14 for the relationship between the above points. Also step 3 can be obtained in a similar way to the previous section, so we omit it.


Figure 3.7: The symmetric points of $\Delta(\pi / 2, \pi / 3, \pi / 5)$ for $k=0, j=1, \cdots, 12$

## Chapter 4

## Density Functions for Some Special Correlations

### 4.1 The Simplifications to The Heat Equation and its Solutions

To obtain the solution of (1.2)-(1.4), we will proceed to simplify the PDE to the Heat Equation. Letting

$$
\begin{gather*}
d=\left|\begin{array}{lll}
\sigma_{1}^{2} & \rho_{12} \sigma_{1} \sigma_{2} & \rho_{13} \sigma_{1} \sigma_{3} \\
\rho_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2} & \rho_{23} \sigma_{2} \sigma_{3} \\
\rho_{13} \sigma_{1} \sigma_{3} & \rho_{23} \sigma_{2} \sigma_{3} & \sigma_{3}^{2}
\end{array}\right| \\
a_{1}=\frac{1}{d}\left|\begin{array}{lll}
\alpha_{1} & \rho_{12} \sigma_{1} \sigma_{2} & \rho_{13} \sigma_{1} \sigma_{3} \\
\alpha_{2} & \sigma_{2}^{2} & \rho_{23} \sigma_{2} \sigma_{3} \\
\alpha_{3} & \rho_{23} \sigma_{2} \sigma_{3} & \sigma_{3}^{2}
\end{array}\right|  \tag{4.1}\\
a_{2}=\frac{1}{d}\left|\begin{array}{lll}
\sigma_{1}^{2} & \alpha_{1} & \rho_{13} \sigma_{1} \sigma_{3} \\
\rho_{12} \sigma_{1} \sigma_{2} & \alpha_{2} & \rho_{23} \sigma_{2} \sigma_{3} \\
\rho_{13} \sigma_{1} \sigma_{3} & \alpha_{3} & \sigma_{3}^{2}
\end{array}\right|  \tag{4.2}\\
b=\frac{1}{d}\left|\begin{array}{lll}
\sigma_{1}^{2} & \rho_{12} \sigma_{1} \sigma_{2} & \alpha_{1} \\
\rho_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2} & \alpha_{2} \\
\rho_{13} \sigma_{1} \sigma_{3} & \rho_{23} \sigma_{2} \sigma_{3} & \alpha_{3}
\end{array}\right|  \tag{4.3}\\
a_{3}=\frac{\sigma_{1}^{2} a_{1}^{2}+\sigma_{2}^{2} a_{2}^{2}+\sigma_{3}^{2} a_{3}^{2}}{2}+\rho_{12} \sigma_{1} \sigma_{2} a_{1} a_{2}+\rho_{13} \sigma_{1} \sigma_{3} a_{1} a_{3} \\
+\rho_{23} \sigma_{2} \sigma_{3} a_{2} a_{3}-\alpha_{1} a_{1}-\alpha_{2} a_{2}-\alpha_{3} a_{3} \tag{4.4}
\end{gather*}
$$

and

$$
p\left(x_{1}, x_{2}, x_{3}, m_{1}, m_{2}, m_{3}, t\right)=q\left(x_{1}, x_{2}, x_{3}, t\right) \exp \left(a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}+b t\right)
$$

we have

$$
\begin{aligned}
\frac{\partial q}{\partial t}= & \frac{\sigma_{1}^{2}}{2} \frac{\partial^{2} q}{\partial x_{1}^{2}}+\frac{\sigma_{2}^{2}}{2} \frac{\partial^{2} q}{\partial x_{2}^{2}}+\frac{\sigma_{3}^{2}}{2} \frac{\partial^{2} q}{\partial x_{3}^{2}} \\
& +\rho_{12} \sigma_{1} \sigma_{2} \frac{\partial^{2} q}{\partial x_{1} \partial x_{2}}+\rho_{13} \sigma_{1} \sigma_{3} \frac{\partial^{2} q}{\partial x_{1} \partial x_{3}}+\rho_{23} \sigma_{2} \sigma_{3} \frac{\partial^{2} q}{\partial x_{2} \partial x_{3}},
\end{aligned}
$$

with boundary conditions

$$
\begin{aligned}
& q\left(x_{1}=m_{1}, x_{2}, x_{3}, t\right)=0, \\
& q\left(x_{1}, x_{2}=m_{2}, x_{3}, t\right)=0 \\
& q\left(x_{1}, x_{2}, x_{3}=m_{3}, t\right)=0,
\end{aligned}
$$

and initial condition

$$
q\left(x_{1}, x_{2}, x_{3}, t=0\right)=\delta\left(x_{1}\right) \delta\left(x_{2}\right) \delta\left(x_{3}\right) .
$$

We continue to simplify the above PDE.

$$
\begin{aligned}
z_{1}= & \frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(\frac{x_{1}-m_{1}}{\sigma_{1}}-\rho_{12} \frac{x_{2}-m_{2}}{\sigma_{2}}\right) \\
z_{2}= & \frac{x_{2}-m_{2}}{\sigma_{2}}, \\
z_{3}= & -\frac{\rho_{13}-\rho_{12} \rho_{23}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}+2 \rho_{12} \rho_{13} \rho_{23}\right)}}\left[\frac{x_{1}-m_{1}}{\sigma_{1}}\right. \\
& \left.+\frac{\rho_{23}-\rho_{12} \rho_{13}}{\rho_{13}-\rho_{12} \rho_{23}} \frac{x_{2}-m_{2}}{\sigma_{2}}-\frac{1-\rho_{12}^{2}}{\rho_{13}-\rho_{12} \rho_{23}} \frac{x_{3}-m_{3}}{\sigma_{3}}\right] \\
z_{10}= & \frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(\frac{-m_{1}}{\sigma_{1}}-\rho_{12} \frac{-m_{2}}{\sigma_{2}}\right) \\
z_{20}= & \frac{-m_{2}}{\sigma_{2}}, \\
z_{30}= & -\frac{\rho_{13}-\rho_{12} \rho_{23}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}+2 \rho_{12} \rho_{13} \rho_{23}\right)}}\left[\frac{-m_{1}}{\sigma_{1}}\right. \\
& \left.+\frac{\rho_{23}-\rho_{12} \rho_{13}}{\rho_{13}-\rho_{12} \rho_{23}} \frac{-m_{2}}{\sigma_{2}}-\frac{1-\rho_{12}^{2}}{\rho_{13}-\rho_{12} \rho_{23}} \frac{-m_{3}}{\sigma_{3}}\right]
\end{aligned}
$$

and

$$
q\left(x_{1}, x_{2}, x_{3}, m_{1}, m_{2}, m_{3}, t\right)=\frac{h\left(z_{1}, z_{2}, z_{3}, t\right)}{\sigma_{1} \sigma_{2} \sigma_{3} \sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}+2 \rho_{12} \rho_{13} \rho_{23}}}
$$

we have

$$
\begin{equation*}
\frac{\partial h}{\partial t}=\frac{1}{2}\left[\frac{\partial^{2} h}{\partial z_{1}^{2}}+\frac{\partial^{2} h}{\partial z_{2}^{2}}+\frac{\partial^{2} h}{\partial z_{3}^{2}}\right], \tag{4.5}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
h\left(z_{1}, z_{2}, z_{3}, t=0\right)=\delta_{1}\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \delta\left(z_{3}-z_{30}\right), \tag{4.6}
\end{equation*}
$$

and boundary conditions

$$
\begin{gather*}
h\left(L_{1}, z_{2}, z_{3}, t\right)=0 \\
h\left(z_{1}, L_{2}, z_{3}, t\right)=0  \tag{4.7}\\
h\left(z_{1}, z_{2}, L_{3}, t\right)=0
\end{gather*}
$$

where

$$
\begin{align*}
& L_{1}=\left\{\left(z_{1}, z_{2}, z_{3}\right): z_{2}=-\frac{\sqrt{1-\rho_{12}^{2}}}{\rho_{12}} z_{1}\right\}, \\
& L_{2}=\left\{\left(z_{1}, z_{2}, z_{3}\right): z_{2}=0\right\}, \\
& L_{3}=\left\{\left(z_{1}, z_{2}, z_{3}\right): z_{3}=\frac{-\rho_{13}+\rho_{12} \rho_{23}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}+2 \rho_{12} \rho_{13} \rho_{23}}}\left[z_{1}+\frac{\rho_{23} \sqrt{1-\rho_{12}^{2}}}{\rho_{13}-\rho_{12} \rho_{23}} z_{2}\right]\right\} . \tag{4.8}
\end{align*}
$$

We will make use of the method of images to solve the Heat Equation (4.5)(4.7). At first, we consider the relationships between the special correlations and the triangles which we analyzed in the above section. For the case of $\Delta(\pi / 2, \pi / 3, \pi / 3)$, we find that the boundaries of triangular $\triangle P A B$ are the intersection of sphere and planes $z_{2}=\tan (\pi / 3) z_{1}, z_{2}=0, z_{3}=\sqrt{2} / 2 z_{1}$. Considering the Equation (4.7) and $\triangle P A B$, we can obtain that $\rho_{12}=-\cos (\pi / 3), \rho_{13}=$ $-\cos (\pi / 3), \rho_{23}=0$. Similarly, we can obtain the other cases. In conclusion, we have
i). For the case of $\Delta(\pi / 2, \pi / 3, \pi / 3), \rho_{12}=-\cos (\pi / 3), \rho_{13}=-\cos (\pi / 3), \rho_{23}=$ 0;
ii). For the case of $\Delta(\pi / 2, \pi / 3, \pi / 4), \rho_{12}=-\cos (\pi / 4), \rho_{13}=-\cos (\pi / 3), \rho_{23}=$ 0;
iii). For the case of $\Delta(\pi / 2, \pi / 3, \pi / 5), \rho_{12}=-\cos (\pi / 5), \rho_{13}=-\cos (\pi / 3), \rho_{23}=$ 0;
iv). For the case of $\Delta(\pi / 2, \pi / 2, \pi / N), \rho_{12}=-\cos (\pi / N), \rho_{13}=0, \rho_{23}=0$, where $N \geq 2$.

In the remaining of this thesis we will always assume (unless said otherwise) that
(H) $\left(\rho_{12}, \rho_{13}, \rho_{23}\right)=\left(\rho_{12}^{*}, \rho_{13}^{*}, 0\right)$, where $\left(\rho_{12}^{*}, \rho_{13}^{*}\right) \in H$ and

$$
H=\left\{\left(-\frac{1}{2},-\frac{1}{2}\right),\left(-\frac{\sqrt{2}}{2},-\frac{1}{2}\right),\left(-\cos (\pi / 5),-\frac{1}{2}\right)\right\} \cup H_{N}
$$

where $H_{N}=\{(-\cos (\pi / N), 0), N \geq 2\}$.
We can obtain the density functions of the minimum and endpoints of $Y(t)$ for the following cases:
i). For $\rho_{12}=\rho_{13}=-\cos (\pi / 3)=-\frac{1}{2}, \rho_{23}=0$, we take $J_{1}=2, J_{2}=4$;
ii). For $\rho_{12}=-\cos (\pi / 4)=-\frac{\sqrt{2}}{2}, \rho_{13}=-\cos (\pi / 3)=-\frac{1}{2}, \rho_{23}=0$, we take $J_{1}=3, J_{2}=6$;
iii). For $\rho_{12}=-\cos (\pi / 5), \rho_{13}=-\cos (\pi / 3)=-\frac{1}{2}, \rho_{23}=0$, we take $J_{1}=$ $5, J_{2}=12$;
iv). For $\rho_{12}=-\cos (\pi / N), \rho_{13}=\rho_{23}=0, N \geq 2$, we take $J_{1}=N-1, J_{2}=2$.

The parameters $J_{1}$ and $J_{2}$ represent the size of the range of values for the variables $j$ and $k$ (used in in Sections 3.4.1-3.4.4) respectively. So $\left(J_{1}+1\right) \cdot J_{2}$ is the total number of source points. Now, we Consider the following heat equation, for arbitrary $b_{1}, b_{2}, b_{3}$,

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{1}{2}\left[\frac{\partial^{2} u}{\partial z_{1}^{2}}+\frac{\partial^{2} u}{\partial z_{2}^{2}}+\frac{\partial^{2} u}{\partial z_{3}^{2}}\right] \\
u\left(z_{1}, z_{2}, z_{3}, 0\right)=\delta\left(z_{1}-b_{1}\right) \delta\left(z_{2}-b_{2}\right) \delta\left(z_{3}-b_{3}\right)
\end{array}\right.
$$

Using Fourier Transform, the solution of the above equation can be expressed as

$$
u\left(z_{1}, z_{2}, z_{3}, t\right)=\frac{1}{(2 \pi t)^{3 / 2}} \exp \left[-\frac{1}{2 t}\left[\left(z_{1}-b_{1}\right)^{2}+\left(z_{2}-b_{2}\right)^{2}+\left(z_{3}-b_{3}\right)^{2}\right]\right]
$$

Now, we turn to consider the following PDE, for $\left(x_{0}, y_{0}, z_{0}\right) \in H_{0,1}^{+}$,

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{1}{2}\left[\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}\right]  \tag{4.9}\\
u(x, y, z, 0)=\delta\left(x-x_{0}\right) \delta\left(y-y_{0}\right) \delta\left(z-z_{0}\right) \\
u\left(L_{1}, t\right)=u\left(L_{2}, t\right)=u\left(L_{3}, t\right)=0
\end{array}\right.
$$

where

$$
\begin{aligned}
& L_{1}=\left\{(x, y, z): y=-\frac{\sqrt{1-\rho_{12}^{2}}}{\rho_{12}} x\right\} \\
& L_{2}=\{(x, y, z): y=0\}, \\
& L_{3}=\left\{(x, y, z): z=\frac{-\rho_{13}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} x\right\}
\end{aligned}
$$

We denote, for $k=0,1, \cdots, J_{1}, j=1, \cdots, J_{2}$

$$
g_{k, j}^{ \pm}= \pm \frac{1}{(2 \pi t)^{3 / 2}} \exp \left[-\frac{1}{2 t}\left[\left(x-x_{k, j}^{ \pm}\right)^{2}+\left(y-y_{k, j}^{ \pm}\right)^{2}+\left(z-z_{k, j}^{ \pm}\right)^{2}\right]\right.
$$

where $\left(x_{k, j}^{ \pm}, y_{k, j}^{ \pm}, z_{k, j}^{ \pm}\right)^{\prime}=B_{k}^{ \pm} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, which can be obtained in the above chapter for different cases, and $B_{k}^{ \pm}$are provided in (3.5),(3.7) in different cases. Now, we obtain the solution of system (4.9),

Theorem 4. The solution of system (4.9) can be expressed as

$$
\begin{equation*}
u(x, y, z, t)=\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[g_{k, j}^{+}(x, y, z, t)+g_{k, j}^{-}(x, y, z, t)\right], \tag{4.10}
\end{equation*}
$$

where $J_{1}, J_{2}$ are defined in (i)-(iv).
The proof of the Theorem is in the Appendix.

### 4.2 Some Special Cases for $\sigma_{i}$ and $\rho_{i}$

In the previous section, Theorem 4 is not available for some extreme/special cases like, for example, $\rho_{i}=1$ for some $i$. In this section, we shall consider some special cases for $\sigma_{i}$ and $\rho_{i}, i=1,2,3$. The proofs are presented in the corresponding appendix.
Theorem 5.
1). If $\rho_{12}=1, \rho_{13}=\rho_{23}=0$, and $\sigma_{1}=\sigma_{2}=\sigma$, then we obtain

$$
\begin{align*}
p= & \frac{\delta\left(\frac{x_{1}-x_{2}}{\sqrt{2} \sigma}\right)}{2 \sigma^{2} \sigma_{3} \sqrt{\pi} t} \phi\left(\frac{x_{3}-\alpha_{3} t}{\sigma_{3} \sqrt{t}}\right)\left[1-e^{-\frac{4 m_{3}^{2}-4 m_{3} x_{3}}{2 \sigma_{3}^{2} t}}\right] \\
& \times e^{\frac{\alpha_{2}}{\sigma^{2}} x_{2}-\frac{\alpha_{2}^{2}}{2 \sigma^{2}} t}\left[e^{-\frac{\left(x_{1}+x_{2}\right)^{2}}{8 \sigma^{2} t}}-e^{-\frac{\left(x_{1}+x_{2}-4 \max \left(m_{1}, m_{2}\right)\right)^{2}}{8 \sigma^{2} t}}\right] . \tag{4.11}
\end{align*}
$$

2). If $\rho_{13}=\rho_{23}=\rho_{12}=1, \sigma_{i}=\sigma, i=1,2,3$, then we obtain that the density function can be expressed as, for $m_{i} / \sigma \geq \max \left\{m_{j} / \sigma, m_{k} / \sigma\right\}$, for $i \neq j, k$, and $j \neq k$, and $i, j, k=1,2$, or 3 .

$$
\begin{align*}
p= & \exp \left(\frac{\alpha}{\sigma^{2}} x_{1}-\frac{\alpha^{2}}{2 \sigma^{2}} t\right) \delta\left(\frac{x_{j}}{\sigma}-\frac{x_{i}}{\sigma}\right) \delta\left(\frac{x_{k}}{\sigma}-\frac{x_{i}}{\sigma}\right) \\
& \times \frac{1}{\sqrt{2 \pi t}}\left[\exp \left(-\frac{x_{i}^{2}}{2 t \sigma^{2}}\right)-\exp \left(-\frac{\left(x_{i}-2 m_{i}\right)^{2}}{2 t \sigma^{2}}\right)\right] . \tag{4.12}
\end{align*}
$$

3). If $\rho_{12}=1, \rho_{13}=\rho_{23}=-1, \alpha_{i}=0, i=1,2,3$, then we obtain that the density function can be expressed as

$$
\begin{align*}
p= & \frac{1}{\sqrt{4 \pi t}} \delta\left(\frac{x_{1} / \sigma_{1}-x_{2} / \sigma_{2}}{\sqrt{2}}\right) \delta\left(\frac{x_{1} / \sigma_{1}+x_{2} / \sigma_{2}}{2}+x_{3} / \sigma_{3}\right) \\
& {\left[\sum_{k=0}^{\infty}\left[\exp \left(-\frac{\left(z_{2}-w_{2 k}\right)^{2}}{4 t}\right)-\exp \left(-\frac{\left(z_{2}+w_{2 k}\right)^{2}}{4 t}\right)\right]\right.}  \tag{4.13}\\
& \left.-\sum_{k=1}^{\infty}\left[\exp \left(-\frac{\left(z_{2}-w_{2 k-1}\right)^{2}}{4 t}\right)-\exp \left(-\frac{\left(z_{2}+w_{2 k-1}\right)^{2}}{4 t}\right)\right]\right]
\end{align*}
$$

where $z_{2}=\sqrt{2}\left(x_{3} / \sigma_{3}-m_{3} / \sigma_{3}\right), z_{20}=-\sqrt{2} m_{3} / \sigma_{3}, w_{2 k}=2 k r_{0}+z_{20}, w_{2 k-1}=$ $2 k r_{0}-z_{20}, r_{0}=\sqrt{2} \max \left(-m_{1} / \sigma_{1},-m_{2} / \sigma_{2}\right)-\sqrt{2} m_{3} / \sigma_{3}, k=0,1,2, \cdots$. See figure 4.1 for $w_{i}$.

### 4.3 The Density Functions of the Minimum (or maximum) and Endpoints of $Y(t)$

We denote in this thesis,

$$
\Sigma=\left(\begin{array}{lll}
1 & \rho_{12} & \rho_{13}  \tag{4.14}\\
\rho_{12} & 1 & 0 \\
\rho_{13} & 0 & 1
\end{array}\right)
$$



Figure 4.1: The set of sources for solving equation (4.13) for some parameters
and

$$
\begin{align*}
& \mu_{k, j}^{ \pm}=\frac{\Sigma}{\sqrt{t}} \\
& \times\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left[x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right]+t \sigma_{1} a_{1} \\
\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+t \sigma_{2} a_{2}} \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+t \sigma_{3} a_{3}
\end{array}\right) . \tag{4.15}
\end{align*}
$$

Then the inverse of $\Sigma$ is

$$
\Sigma^{-1}=\left(\begin{array}{ccc}
\frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{-\rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{-\rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}}  \tag{4.16}\\
\frac{-\rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{1-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{\rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} \\
\frac{-\rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{\rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{1-\rho_{12}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}}
\end{array}\right)
$$

Theorems 6 to 9 , given next, follow directly from results in Section 3.1 and Theorem 4, we assume $\left(\rho_{12}^{*}, \rho_{13}^{*}\right) \in H, J_{1}, J_{2}$ are as defined in Theorem 4.

## Theorem 6.

1). If $\rho_{12}=\rho_{12}^{*}, \rho_{13}=\rho_{13}^{*}, \rho_{23}=0$. Then we have for $y_{1} \geq m_{1}, y_{2} \geq m_{2}, y_{3} \geq$ $m_{3}$, where $m_{1} \leq 0, m_{2} \leq 0, m_{3} \leq 0$, the density function

$$
\begin{aligned}
p\left(y_{1}, y_{2}, y_{3}, t, m_{1}, m_{2}, m_{3}\right)= & \frac{\exp \left(a_{1} y_{1}+a_{2} y_{2}+a_{3} y_{3}+b t\right)}{\sigma_{1} \sigma_{2} \sigma_{3} \sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \\
& \times h\left(z_{1}, z_{2}, z_{3}, t, m_{1}, m_{2}, m_{3}\right),
\end{aligned}
$$

where $h$ is expressed as (4.10), by changing $x, y, z$ to $z_{1}, z_{2}, z_{3}$ and $u$ to $h$, $a_{1}, a_{2}, a_{3}, b$ are in (4.1)-(4.4).
2). For $m_{1} \leq 0, m_{2} \leq 0, m_{3} \leq 0$, letting $A_{k, j}^{ \pm}=\exp \left[a_{1} m_{1}+a_{2} m_{2}+a_{3} m_{3}+b t+\right.$ $\left.\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have

$$
\begin{aligned}
P & \left(\min _{0<s<t} Y_{1}(s)>m_{1}, \min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
& =\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

3). For $M_{1} \geq 0, M_{2} \geq 0, M_{3} \geq 0, \alpha_{i}=\frac{\sigma_{i}^{2}}{2}-r$, we have

$$
\begin{aligned}
P \quad( & Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \max _{0<s<t} Y_{1}(s)<M_{1}, \\
& \left.\max _{0<s<t} Y_{2}(s)<M_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
= & p\left(-y_{1},-y_{2},-y_{3}, t,-M_{1},-M_{2},-M_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[-a_{1} M_{1}-a_{2} M_{2}-a_{3} M_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have

$$
\begin{aligned}
P & \left(\max _{0<s<t} Y_{1}(s)<M_{1}, \max _{0<s<t} Y_{2}(s)<M_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
= & \sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

Theorem 7. If $\rho_{12}=-\rho_{12}^{*}, \rho_{13}=-\rho_{13}^{*}, \rho_{23}=0$.
1). For $M_{1} \geq 0, m_{2} \leq 0, m_{3} \leq 0, \alpha_{1}=\frac{\sigma_{1}^{2}}{2}-r, \alpha_{2}=r-\frac{\sigma_{2}^{2}}{2}, \alpha_{3}=r-\frac{\sigma_{3}^{2}}{2}$, we have

$$
\begin{aligned}
P \quad & ( \\
\quad & Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \max _{0<s<t} Y_{1}(s)<M_{1}, \\
& \left.\min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & p\left(-y_{1}, y_{2}, y_{3}, t,-M_{1}, m_{2}, m_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[-a_{1} M_{1}+a_{2} m_{2}+a_{3} m_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have

$$
\begin{aligned}
P & \left(\max _{0<s<t} Y_{1}(s)<M_{1}, \min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
& =\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

2). For $m_{1} \leq 0, M_{2} \leq 0, M_{3} \geq 0, \alpha_{1}=r-\frac{\sigma_{1}^{2}}{2}, \alpha_{2}=\frac{\sigma_{2}^{2}}{2}-r, \alpha_{3}=\frac{\sigma_{3}^{2}}{2}-r$, we
have

$$
\begin{aligned}
P \quad & \left(Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \min _{0<s<t} Y_{1}(s)>m_{1},\right. \\
& \left.\max _{0<s<t} Y_{2}(s)<M_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
= & p\left(y_{1},-y_{2},-y_{3}, t, M_{1},-M_{2},-M_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[a_{1} m_{1}-a_{2} M_{2}-a_{3} M_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have
$P \quad\left(\min _{0<s<t} Y_{1}(s)>m_{1}, \max _{0<s<t} Y_{2}(s)<M_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right)$
$=\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right]$.

Theorem 8. If $\rho_{12}=\rho_{12}^{*}, \rho_{13}=-\rho_{13}^{*}, \rho_{23}=0$.
1). For $m_{1} \leq 0, m_{2} \leq 0, M_{3} \geq 0, \alpha_{1}=r-\frac{\sigma_{1}^{2}}{2}, \alpha_{2}=r-\frac{\sigma_{2}^{2}}{2}, \alpha_{3}=\frac{\sigma_{3}^{2}}{2}-r$, we have

$$
\begin{aligned}
P \quad( & Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \min _{0<s<t} Y_{1}(s)>m_{1}, \\
& \left.\min _{0<s<t} Y_{2}(s)>m_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
= & p\left(y_{1}, y_{2},-y_{3}, t, m_{1}, m_{2},-M_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[a_{1} m_{1}+a_{2} m_{2}-a_{3} M_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have

$$
\begin{aligned}
P & \left(\min _{0<s<t} Y_{1}(s)>m_{1}, \min _{0<s<t} Y_{2}(s)>m_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
& =\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

2). For $M_{1} \geq 0, M_{2} \leq 0, m_{3} \leq 0, \alpha_{1}=\frac{\sigma_{1}^{2}}{2}-r, \alpha_{2}=\frac{\sigma_{2}^{2}}{2}-r, \alpha_{3}=r-\frac{\sigma_{3}^{2}}{2}$, we have

$$
\begin{aligned}
P \quad & \left(Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \max _{0<s<t} Y_{1}(s)<M_{1},\right. \\
& \left.\max _{0<s<t} Y_{2}(s)<M_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & p\left(-y_{1},-y_{2}, y_{3}, t,-M_{1},-M_{2}, m_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[-a_{1} M_{1}-a_{2} M_{2}+a_{3} m_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have
$P \quad\left(\max _{0<s<t} Y_{1}(s)<M_{1}, \max _{0<s<t} Y_{2}(s)<M_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right)$
$=\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right]$.

Theorem 9. If $\rho_{12}=-\rho_{12}^{*}, \rho_{13}=\rho_{13}^{*}, \rho_{23}=0$.
1). For $M_{1} \geq 0, m_{2} \leq 0, M_{3} \geq 0, \alpha_{1}=\frac{\sigma_{1}^{2}}{2}-r, \alpha_{2}=r-\frac{\sigma_{2}^{2}}{2}, \alpha_{3}=\frac{\sigma_{3}^{2}}{2}-r$, we have

$$
\begin{aligned}
P \quad & \left(Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \max _{0<s<t} Y_{1}(s)<M_{1},\right. \\
& \left.\min _{0<s<t} Y_{2}(s)>m_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
= & p\left(-y_{1}, y_{2},-y_{3}, t,-M_{1}, m_{2},-M_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[-a_{1} M_{1}+a_{2} m_{2}-a_{3} M_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have

$$
\begin{aligned}
P & \left(\max _{0<s<t} Y_{1}(s)<M_{1}, \min _{0<s<t} Y_{2}(s)>m_{2}, \max _{0<s<t} Y_{3}(s)<M_{3}\right) \\
= & \sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

2). For $m_{1} \leq 0, M_{2} \leq 0, m_{3} \leq 0, \alpha_{1}=r-\frac{\sigma_{1}^{2}}{2}, \alpha_{2}=\frac{\sigma_{2}^{2}}{2}-r, \alpha_{3}=r-\frac{\sigma_{3}^{2}}{2}$, we have

$$
\begin{aligned}
P \quad( & Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \min _{0<s<t} Y_{1}(s)>m_{1}, \\
& \left.\max _{0<s<t} Y_{2}(s)<M_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & p\left(y_{1},-y_{2}, y_{3}, t, m_{1},-M_{2}, m_{3}\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Moreover, letting $A_{k, j}^{ \pm}=\exp \left[a_{1} m_{1}-a_{2} M_{2}+a_{3} m_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right]$, we have

$$
\begin{aligned}
P & \left(\min _{0<s<t} Y_{1}(s)>m_{1}, \max _{0<s<t} Y_{2}(s)<M_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
& =\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

The proof of the above Theorems are in the Appendix.
Remark 3. The matrix $\Sigma$ is shared by all above cases. However, we must have different values of $a_{1}, a_{2}, a_{3}, b$ and $\mu$, since these parameters change according to the number of minimum and maximum

## Chapter 5

## Applications to Finance

We consider that stock prices are log-normally distributed, the interest rate is constant, and continuous trading without transaction costs, taxes, or other market frictions is permitted. There are four assets: one risk-fee bond and three risky stocks. The prices of the bond and stocks $\left(S_{o}(t), S_{1}(t), S_{2}(t), S_{3}(t)\right)$ are determined by

$$
\begin{cases}S_{o}(t) & =e^{r t}  \tag{5.1}\\ Y_{i}(t) & =\ln \left(\frac{S_{i}(t)}{S_{i}(0)}\right), \quad i=1,2,3 \\ D Y_{i}(t) & =\left(r-\frac{\sigma_{i}^{2}}{2}\right) d t+\sigma_{i} d W_{i}, \quad i=1,2,3 \\ (d W, d W) & =R d t\end{cases}
$$

Here $R$ is the correlation.
According to the Black-Scholes economy, the discounted contingent claim price $V^{*}(t)=\frac{V(t)}{S_{o}(t)}$ is a martingale, its values at date 0 can be determined by taking the conditional expectation of its terminal value

$$
V^{*}(0)=E^{Q}\left[V^{*}(T)\right] .
$$

There are many types of derivatives that could be priced using this framework. We provide a list of possible payoffs along with a financial motivation. These payoff involve exactly three extrema. We select two examples, the Lookback Digital Option and the Lookback European Option, for which we provide all the required pricing computations in the next subsections. The same analysis could be performed for products with extrema in two underlyings and an endpoint on a third underlying, these examples are described in a second list.

- Lookback Digital Option. This product gives one dollar if three different stock/indexes performed above a threshold $\left(a_{i}\right)$. This gives protection against downward co-movement of, for example, three different sectors of the market that could be critical for a portfolio.

$$
\begin{equation*}
\prod_{i=1}^{3} 1_{\left\{\underline{S}_{i}(T)>a_{i}\right\}} \tag{5.2}
\end{equation*}
$$

- Lookback European Option. This is a generalization of a Correlation Option (see Bakshi and Madan [2001]) to an option on the correlation matrix. This also allows for protection against downward co-movements of the underlyings due to its barrier component.

$$
\begin{equation*}
\prod_{i=1}^{3} \max \left\{0, S_{i}(T)-K_{i}\right\} \prod_{i=1}^{3} 1_{\left\{\underline{S}_{i}(t)>a_{i}\right\}} \tag{5.3}
\end{equation*}
$$

- Market Double Minima. This is a call or put on the difference between the minimum of $S_{1}$ and the minimum of $S_{2}$ given favorable market conditions as seen from $S_{3}$, an index, above a threshold:

$$
\begin{equation*}
\max \left\{0, \mp\left(a_{1} \underline{S_{1}}(T)-a_{2} \underline{S_{2}}(T)\right) \pm K\right\} \cdot 1_{\underline{S_{3}}(T)>K_{3}} \tag{5.4}
\end{equation*}
$$

- Market Double Maxima. This is a call or put on the difference between the maximum of $S_{1}$ and the maximum of $S_{2}$ given favorable market conditions as seen from $S_{3}$ :

$$
\begin{equation*}
\max \left\{0, \mp\left(a_{1} \overline{S_{1}}(T)-a_{2} \overline{S_{2}}(T)\right) \pm K\right\} \cdot 1_{\underline{S}_{3}(T)>K_{3}} \tag{5.5}
\end{equation*}
$$

- Market Double Lookback Spread. This is a call or put on the spread between the maximum $S_{1}$ and the minimum of $S_{2}$ given market conditions are favorable:

$$
\begin{equation*}
\max \left\{0, \mp\left(a_{1} \underline{S_{1}}(T)+a_{2} \underline{S_{2}}(T)+a_{3} \overline{S_{3}(T)}\right) \pm K\right\} \tag{5.6}
\end{equation*}
$$

- Triple Basket Minima. This is a call or put on a basket of minimum values for the underlying stocks, protecting against a worst case scenario for a real portfolio with weights $a_{i}$ :

$$
\begin{equation*}
\max \left\{0, \mp\left(a_{1} \underline{S_{1}}(T)+a_{2} \underline{S_{2}}(T)+a_{3} \underline{S_{3}}(T)\right) \pm K\right\} \tag{5.7}
\end{equation*}
$$

- Triple Basket Maxima. This is a call or put on a basket of maximum values for the underlying stocks, protecting against a worst case scenario (short positions) for a real portfolio with weights $a_{i}$ :

$$
\begin{equation*}
\max \left\{0, \mp\left(a_{1} \overline{S_{1}}(T)+a_{2} \overline{S_{2}}(T)+a_{3} \overline{S_{3}}(T)\right) \pm K\right\} \tag{5.8}
\end{equation*}
$$

Examples of options attainable in closed-form using our methodology but with less than three extrema are:

- Double lookback Options on three assets. A general payoff would be:

$$
\begin{align*}
& f\left(\underline{S_{1}}(T), \underline{S_{2}}(T), S_{3}(T)\right)  \tag{5.9}\\
& f\left(\overline{S_{1}}(T), \overline{S_{2}}(T), S_{3}(T)\right) \tag{5.10}
\end{align*}
$$

- Single lookback Options on three assets. A general payoff would be:

$$
\begin{align*}
& f\left(\underline{S_{1}}(T), S_{2}(T), S_{3}(T)\right)  \tag{5.11}\\
& f\left(\overline{S_{1}}(T), S_{2}(T), S_{3}(T)\right) \tag{5.12}
\end{align*}
$$

In general these types of options can be useful for investors with special investment needs. In this section we focus on two of those cases a Lookback European option and a Lookback Digital Call.

### 5.1 Lookback European Option

In this section, we shall consider the Lookback European call option

$$
\begin{equation*}
V=\prod_{i=1}^{3} \max \left\{0, S_{i}(T)-K_{i}\right\} \prod_{i=1}^{3} 1_{\left\{\underline{S}_{i}(T)>\exp \left(m_{i}\right)\right\}} \tag{5.13}
\end{equation*}
$$

where $S_{i}(T)$ is the price of stock $i$ at the expiration date $T, K_{i}$ is the strick price of stock $i$ at the expiration date, $\underline{S}_{i}(t)=\min _{0 \leq s \leq t} S_{i}(s), m_{i} \leq 0$ is constant, $1(\cdot)$ is indicator function. By Theorem 4.1, we know that the price at time 0 of the call is

$$
\begin{align*}
C & =\frac{e^{(b-r) T}}{\sigma_{1} \sigma_{2} \sigma_{3} \sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \int_{l_{1}}^{\infty} \int_{l_{2}}^{\infty} \int_{l_{3}}^{\infty}\left[e^{a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}}\right. \\
& \times\left(S_{1}(0) e^{x_{1}}-K_{1}\right)\left(S_{2}(0) e^{x_{2}}-K_{2}\right)\left(S_{3}(0) e^{x_{3}}-K_{3}\right)  \tag{5.14}\\
& \left.\times \sum_{k=0}^{s} \sum_{j=1}^{t}(-1)^{j-1}\left(g_{k, j}^{+}\left(z_{1}, z_{2}, z_{3}, T\right)+g_{k, j}^{-}\left(z_{1}, z_{2}, z_{3}, T\right)\right)\right] d x_{1} d x_{2} d x_{3}
\end{align*}
$$

where $l_{i}=\max \left\{m_{i}, \ln \left(K_{i} / S_{i}(0)\right)\right\}$, the values of $J_{1}, J_{2}$ depend on the corre-
lations $\rho_{12}, \rho_{13}$. They are defined in Theorem 4. Since

$$
\begin{aligned}
g_{k, j}^{ \pm}= & \frac{ \pm 1}{(2 \pi T)^{3 / 2}} \exp \left(-\frac{1}{2 T}\left(\left(z_{1}-x_{k, j}^{ \pm}\right)^{2}+\left(z_{2}-y_{k, j}^{ \pm}\right)^{2}+\left(z_{3}-z_{k, j}^{ \pm}\right)^{2}\right)\right) \\
z_{1}= & \frac{1}{\sqrt{1-\rho_{12}^{2}}} \frac{x_{1}-m_{1}}{\sigma_{1}}-\frac{\rho_{12}}{\sqrt{1-\rho_{12}^{2}}} \frac{x_{2}-m_{2}}{\sigma_{2}} \\
z_{2}= & \frac{x_{2}-m_{2}}{\sigma_{2}} \\
z_{3}= & \frac{-\rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} \frac{x_{1}-m_{1}}{\sigma_{1}} \\
& +\frac{\rho_{12} \rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} \frac{x_{2}-m_{2}}{\sigma_{2}} \\
& +\frac{\sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \frac{x_{3}-m_{3}}{\sigma_{3}}
\end{aligned}
$$

and $\left(x_{k, j}^{ \pm}, y_{k, j}^{ \pm}, z_{k, j}^{ \pm}\right)^{\prime}=B_{k}^{ \pm} A_{j}\left(z_{10}, z_{20}, z_{30}\right)^{\prime}$.
Letting $\hat{x}_{i}=\frac{x_{i}-m_{i}}{\sigma_{i}}$ in (5.14), then by dropping off the hat of $x_{i}$, we have

$$
\begin{align*}
C & =\frac{1}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} e^{\left[a_{1} m_{1}+a_{2} m_{2}+a_{3} m_{3}+(b-r) T\right]} \\
& \times \int_{\frac{l_{1}-m_{1}}{\sigma_{1}}}^{\infty} \int_{\frac{l_{2}-m_{2}}{\sigma_{2}}}^{\infty} \int_{\frac{l_{3}-m_{3}}{\sigma_{3}}}^{\infty}\left[e^{\left(a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right)}\right.  \tag{5.15}\\
& \times\left(\hat{S}_{1}(0) e^{\sigma_{1} x_{1}}-K_{1}\right)\left(\hat{S}_{2}(0) e^{\sigma_{2} x_{2}}-K_{2}\right)\left(\hat{S}_{3}(0) e^{\sigma_{3} x_{3}}-K_{3}\right) \\
& \left.\times \sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left(g_{k, j}^{+}\left(z_{1}, z_{2}, z_{3}, T\right)+g_{k, j}^{-}\left(z_{1}, z_{2}, z_{3}, T\right)\right)\right] d x_{1} d x_{2} d x_{3},
\end{align*}
$$

where $\hat{S}_{i}(0)=S_{i}(0) e^{m_{i}}$,

$$
\begin{aligned}
g_{k, j}^{ \pm}= & \frac{ \pm 1}{(2 \pi T)^{3 / 2}} \exp \left(-\frac{1}{2 T}\left(\left(z_{1}-x_{k, j}^{ \pm}\right)^{2}+\left(z_{2}-y_{k, j}^{ \pm}\right)^{2}+\left(z_{3}-z_{k, j}^{ \pm}\right)^{2}\right)\right) \\
z_{1}= & \frac{1}{\sqrt{1-\rho_{12}^{2}}} x_{1}-\frac{\rho_{12}}{\sqrt{1-\rho_{12}^{2}}} x_{2} \\
z_{2}= & x_{2} \\
z_{3}= & \frac{-\rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} x_{1}+\frac{\rho_{12} \rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} x_{2} \\
& +\frac{\sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} x_{3}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \left(z_{1}-x_{k, j}^{ \pm}\right)^{2}+\left(z_{2}-y_{k, j}^{ \pm}\right)^{2}+\left(z_{3}-z_{k, j}^{ \pm}\right)^{2} \\
= & \frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1}^{2}+\frac{1-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{2}^{2}+\frac{1-\rho_{12}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{3}^{2} \\
& +\frac{-2 \rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1} x_{2}+\frac{-2 \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1} x_{3} \\
& +\frac{2 \rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{2} x_{3} \\
& +\frac{2}{\sqrt{1-\rho_{12}^{2}}}\left[-x_{k, j}^{ \pm}+\frac{\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right] x_{1} \\
& +\left[\frac{2 \rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}-2 y_{k, j}^{ \pm}}+\frac{-2 \rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}\right] x_{2} \\
& +\frac{-2 z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} x_{3} \\
& +\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2} .
\end{aligned}
$$

Let

$$
\begin{array}{r}
e^{a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}}\left(\hat{S}_{1}(0) e^{\sigma_{1} x_{1}}-K_{1}\right)\left(\hat{S}_{2}(0) e^{\sigma_{2} x_{2}}-K_{2}\right)\left(\hat{S}_{3}(0) e^{\sigma_{3} x_{3}}-K_{3}\right) \\
=I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6}+I_{7}+I_{8}
\end{array}
$$

and

$$
\begin{aligned}
I_{1} & =\hat{S}_{1}(0) \hat{S}_{2}(0) \hat{S}_{3}(0) \exp \left(\left(a_{1}+1\right) \sigma_{1} x_{1}+\left(a_{2}+1\right) \sigma_{2} x_{2}+\left(a_{3}+1\right) \sigma_{3} x_{3}\right) \\
I_{2} & =-\hat{S}_{1}(0) \hat{S}_{2}(0) K_{3} \exp \left(\left(a_{1}+1\right) \sigma_{1} x_{1}+\left(a_{2}+1\right) \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) \\
I_{3} & =-\hat{S}_{1}(0) K_{2} \hat{S}_{3}(0) \exp \left(\left(a_{1}+1\right) \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+\left(a_{3}+1\right) \sigma_{3} x_{3}\right) \\
I_{4} & =-K_{1} \hat{S}_{2}(0) \hat{S}_{3}(0) \exp \left(a_{1} \sigma_{1} x_{1}+\left(a_{2}+1\right) \sigma_{2} x_{2}+\left(a_{3}+1\right) \sigma_{3} x_{3}\right) \\
I_{5} & =\hat{S}_{1}(0) K_{2} K_{3} \exp \left(\left(a_{1}+1\right) \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) \\
I_{6} & =K_{1} \hat{S}_{2}(0) K_{3} \exp \left(a_{1} \sigma_{1} x_{1}+\left(a_{2}+1\right) \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) \\
I_{7} & =K_{1} K_{2} \hat{S}_{3}(0) \exp \left(a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+\left(a_{3}+1\right) \sigma_{3} x_{3}\right) \\
I_{8} & =-K_{1} K_{2} K_{3} \exp \left(a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) .
\end{aligned}
$$

We just calculate $I_{1} g^{+}$. For other cases, we can do similarly.

$$
\begin{aligned}
I_{1} g_{k, j}^{ \pm}= & \pm \frac{\hat{S}_{1}(0) \hat{S}_{2}(0) \hat{S}_{3}(0)}{(2 \pi T)^{3 / 2}} \\
& \times \exp \left\{-\frac{1}{2 T}\left\{\frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1}^{2}+\frac{1-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{2}^{2}+\frac{1-\rho_{12}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{3}^{2}\right.\right. \\
& +\frac{-2 \rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1} x_{2}+\frac{-2 \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1} x_{3} \\
& +\frac{2 \rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{2} x_{3} \\
& -\left[\frac{2}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+2 T \sigma_{1}\left(a_{1}+1\right)\right] x_{1} \\
& -\left[\frac{-2 \rho_{12} x_{k, j}^{ \pm}}{\left.\sqrt{1-\rho_{12}^{2}}+2 y_{k, j}^{ \pm}+\frac{2 \rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+2 T \sigma_{2}\left(a_{2}+1\right)\right] x_{2}}\right. \\
& -\left[\frac{2 z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+2 T \sigma_{3}\left(a_{3}+1\right)\right] x_{3} \\
& \left.\left.+\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right\}\right\} .
\end{aligned}
$$

We denote

$$
\Sigma^{-1}=\left(\begin{array}{ccc}
\frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{-\rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{-\rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} \\
\frac{-\rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{1-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{\rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} \\
\frac{-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{\rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{1-\rho_{12}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}}
\end{array}\right)
$$

and let

$$
\mu_{k, j, 1}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1}\left(a_{1}+1\right) \\
\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2}\left(a_{2}+1\right) \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3}\left(a_{3}+1\right)
\end{array}\right)
$$

It is easy to check that $\operatorname{det}\left(\Sigma^{-1}\right)=\frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}}$. We have, for $X=\left(x_{1}, x_{2}, x_{3}\right)^{\prime} / \sqrt{T}$

$$
\begin{aligned}
I_{1} g_{k, j}^{ \pm}= & \frac{\hat{S}_{1}(0) \hat{S}_{2}(0) \hat{S}_{3}(0)}{(2 \pi T)^{3 / 2}} \times \exp \left(\frac{\left(\mu_{k, j, 1}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 1}^{ \pm}}{2}\right) \\
& \times \exp \left\{-\frac{1}{2 T}\left[\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right]\right\} \\
& \times \exp \left(-\frac{\left(X-\mu_{k, j, 1}^{ \pm}\right)^{\prime} \Sigma^{-1}\left(X-\mu_{k, j, 1}^{ \pm}\right)}{2}\right)
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
& \mu_{k, j, 3}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1}\left(a_{1}+1\right) \\
\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2} a_{2} \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3}\left(a_{3}+1\right)
\end{array}\right), \\
& \mu_{k, j, 4}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\left.\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}\right)+T \sigma_{1} a_{1}}\right. \\
\frac{-\rho_{12} x_{k, j}^{2}}{\sqrt{1-\rho_{12}^{2}}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2}\left(a_{2}+1\right) \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3}\left(a_{3}+1\right)
\end{array}\right), \\
& \mu_{k, j, 5}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1}\left(a_{1}+1\right) \\
\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2} a_{2} \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3} a_{3}
\end{array}\right), \\
& \mu_{k, j, 6}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1} a_{1} \\
\left.\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2}\left(a_{2}+1\right)} \begin{array}{l}
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3} a_{3}
\end{array}\right),, ~, ~, ~, ~, ~, ~
\end{array}\right. \\
& \mu_{k, j, 7}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1} a_{1} \\
\left.\frac{-\rho_{12} x_{, j, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2} a_{2}} \begin{array}{l}
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3}\left(a_{3}+1\right)
\end{array}\right), ~, ~, ~, ~, ~, ~
\end{array}\right. \\
& \mu_{k, j, 8}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1} a_{1} \\
\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2} a_{2} \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3} a_{3}
\end{array}\right) .
\end{aligned}
$$

We also have, for $X=\left(x_{1}, x_{2}, x_{3}\right)^{\prime}, s=1,2 \cdots 8$

$$
I_{s} g_{k, j}^{ \pm}(X)= \pm \frac{C^{ \pm}(k, j, s)}{(2 \pi T)^{3 / 2}} \exp \left(-\frac{\left(X-\mu_{k, j, s}^{ \pm}\right)^{\prime} \Sigma^{-1}\left(X-\mu_{k, j, s}^{ \pm}\right)}{2}\right)
$$

where $C(k, j, s)$ is constant. Moreover,

$$
\begin{aligned}
& C^{ \pm}(k, j, 1)=\hat{S}_{1}(0) \hat{S}_{2}(0) \hat{S}_{3}(0) \exp \left(\frac{\left(\mu_{k, j, 1}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 1}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 2)=-\hat{S}_{1}(0) \hat{S}_{2}(0) K_{3} \exp \left(\frac{\left(\mu_{k, j, 2}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 2}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 3)=-\hat{S}_{1}(0) K_{2} \hat{S}_{3}(0) \exp \left(\frac{\left(\mu_{k, j, 3}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 3}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 4)=-K_{1} \hat{S}_{2}(0) \hat{S}_{3}(0) \exp \left(\frac{\left(\mu_{k, j, 4}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 4}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 5)=\hat{S}_{1}(0) K_{2} K_{3} \exp \left(\frac{\left(\mu_{k, j, 5}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 5}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 6)=K_{1} \hat{S}_{2}(0) K_{3} \exp \left(\frac{\left(\mu_{k, j, 6}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 6}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 7)=K_{1} K_{2} \hat{S}_{3}(0) \exp \left(\frac{\left(\mu_{k, j, 7}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 7}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& C^{ \pm}(k, j, 8)=-K_{1} K_{2} K_{3} \exp \left(\frac{\left(\mu_{k, j, 8}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j, 8}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right) . \\
& \quad \text { Therefore, Denoting } A_{k, j, s}^{ \pm}=e^{\left[a_{1} m_{1}+a_{2} m_{2}+a_{3} m_{3}+(b-r) T\right]} C^{ \pm}(k, j, s), \\
& l_{i}=-\frac{1}{\sigma_{i} \sqrt{T}} \max \left\{0, \ln \left(K_{i} / S_{i}(0)\right)-m_{i}\right\}, \text { we have } \\
& C^{8}=\sum_{s=1}^{J_{1}} \sum_{k=0}^{J_{2}} \sum_{j=1}(-1)^{j-1}\left[A_{k, j, s}^{+} \Phi\left(l_{1}, l_{2}, l_{3},-\mu_{k, j, s}^{+}, \Sigma\right)-A_{k, j, s}^{-} \Phi\left(l_{1}, l_{2}, l_{3},-\mu_{k, j, s}^{-}, \Sigma\right)\right] .
\end{aligned}
$$

The following theorem makes use of the notation introduced above.

Theorem 10. The value of European call (5.13) at 0 is

$$
\begin{equation*}
C=\sum_{s=1}^{8} \sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j, s}^{+} \Phi\left(l_{1}, l_{2}, l_{3},-\mu_{k, j, s}^{+}, \Sigma\right)-A_{k, j, s}^{-} \Phi\left(l_{1}, l_{2}, l_{3},-\mu_{k, j, s}^{-}, \Sigma\right)\right] . \tag{5.16}
\end{equation*}
$$

There are two possible numerical ways of obtaining the solutions for a Lookback European option (as well as other options), one possibility is to setup the numerical solution of the PDE directly, the other possibility is by simulation. In the three dimensional context of the thesis, both approaches are time consuming. To obtain the solution by simulation, for example, the time that spent in a Monte Carlo simulation for the lookback European option was about 10 days. On the other hand, it takes less than 2 minutes by making use of the closed form solutions obtained in this thesis.

In the following, we give some numerical solutions of (5.16). Let us assume $\rho_{12}=\rho_{13}=-\frac{1}{2}, m_{1}=-0.1, m_{2}=-0.2, m_{3}=-0.3, r=0, \sigma_{1}=\sigma_{2}=\sigma_{3}=$ $\sigma, \alpha_{1}=\alpha_{2}=\alpha_{3}=r-\sigma_{1}^{2} / 2 ; S_{1}=S_{2}=S_{3}=100, K_{1}=K_{2}=K_{3}=K, T=1$, then we provide the next price using our formula. See table 5.1
$\sigma$

| $\boldsymbol{K}$ | 0.0001 | 0.001 | 0.01 | 0.1 | 0.2 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 30 | $3.4300 \times 10^{5}$ | $3.4300 \times 10^{5}$ | $3.4293 \times 10^{5}$ | $2.0999 \times 10^{5}$ | $4.4050 \times 10^{4}$ |
| 40 | $2.1600 \times 10^{5}$ | $2.1600 \times 10^{5}$ | $2.1594 \times 10^{5}$ | $1.3172 \times 10^{5}$ | $2.8173 \times 10^{4}$ |
| 50 | $1.2500 \times 10^{5}$ | $1.2500 \times 10^{5}$ | $1.2495 \times 10^{5}$ | $7.5711 \times 10^{4}$ | $1.6621 \times 10^{4}$ |
| 60 | $6.4000 \times 10^{4}$ | $6.4000 \times 10^{4}$ | $6.3960 \times 10^{4}$ | $3.8266 \times 10^{4}$ | $8.7166 \times 10^{3}$ |
| 70 | $2.7000 \times 10^{4}$ | $2.7000 \times 10^{4}$ | $2.6970 \times 10^{4}$ | $1.5681 \times 10^{4}$ | $3.7794 \times 10^{3}$ |
| 80 | $8.0000 \times 10^{3}$ | $7.9998 \times 10^{3}$ | $7.9800 \times 10^{3}$ | $4.2680 \times 10^{3}$ | $1.1454 \times 10^{3}$ |
| 90 | $1.0000 \times 10^{2}$ | $9.9990 \times 10^{2}$ | $9.9000 \times 10^{2}$ | $4.2376 \times 10^{2}$ | $1.8350 \times 10^{2}$ |
|  |  |  |  |  |  |

Table 5.1: Exact option values obtained using (5.16)

In the following, by choosing $\Delta t=1 / 30000$, and $M=30000$ paths, we give the simulation of equation (1.2) by Monte Carlo Method with same parameters as before. The tables show that the error from Monte Carlo is particularly large for large values of the volatility. See table 5.2

### 5.2 Digital Call

In this section, we will consider the Digital call option

$$
\begin{equation*}
V=\prod_{i=1}^{3} 1_{S_{i}(t)>K_{i}} \prod_{i=1}^{3} 1_{\underline{S}_{i}>\exp \left(m_{i}\right)} \tag{5.17}
\end{equation*}
$$

| $\boldsymbol{K}$ | 0.0001 | 0.001 | 0.01 | 0.1 | 0.2 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 30 | $3.43 \times 10^{5}$ | $3.4299 \times 10^{5}$ | $3.4294 \times 10^{5}$ | $2.1143 \times 10^{5}$ | $4.616 \times 10^{4}$ |
| 40 | $2.160 \times 10^{5}$ | $2.1599 \times 10^{5}$ | $2.1594 \times 10^{5}$ | $1.3316 \times 10^{5}$ | $2.998 \times 10^{4}$ |
| 50 | $1.25 \times 10^{5}$ | $1.25 \times 10^{5}$ | $1.2492 \times 10^{5}$ | $7.515 \times 10^{4}$ | $1.762 \times 10^{4}$ |
| 60 | $6.4 \times 10^{4}$ | $6.4 \times 10^{4}$ | $6.397 \times 10^{4}$ | $3.850 \times 10^{4}$ | $8.76 \times 10^{3}$ |
| 70 | $2.7 \times 10^{4}$ | $2.7 \times 10^{4}$ | $2.697 \times 10^{4}$ | $1.579 \times 10^{4}$ | $3.89 \times 10^{3}$ |
| 80 | $8.0 \times 10^{3}$ | $8.0 \times 10^{3}$ | $7.98 \times 10^{3}$ | $4.28 \times 10^{3}$ | $1.118 \times 10^{3}$ |
| 90 | $1.0 \times 10^{3}$ | $1.0 \times 10^{3}$ | $9.900 \times 10^{2}$ | $4.10 \times 10^{2}$ | $1.8 \times 10^{2}$ |

Table 5.2: The prices of Monte Carlo Simulation

The approach is very similar to that in Section 5.1. Letting $l_{i}=\max \left\{m_{i}, \ln \left(K_{i} / S_{i}(0)\right)\right\}$, we have that the the value of the call at time 0 is

$$
\begin{aligned}
C= & \frac{e^{(b-r) T}}{\sigma_{1} \sigma_{2} \sigma_{3} \sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \int_{l_{1}}^{\infty} \int_{l_{2}}^{\infty} \int_{l_{3}}^{\infty} \sum_{k=0}^{s} \sum_{j=1}^{t}\left[e^{a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}}\right. \\
& \left.\times(-1)^{j-1}\left(g_{k, j}^{+}\left(z_{1}, z_{2}, z_{3}, T\right)+g_{k, j}^{-}\left(z_{1}, z_{2}, z_{3}, T\right)\right)\right] d x_{1} d x_{2} d x_{3} .
\end{aligned}
$$

the values of $J_{1}, J_{2}$ depend on the correlations $\rho_{12}, \rho_{13}$.
Let $A_{k, j}^{ \pm}=e^{\left[a_{1} m_{1}+a_{2} m_{2}+a_{3} m_{3}+(b-r) T\right]} C^{ \pm}(k, j)$, where

$$
\begin{aligned}
& C^{ \pm}(k, j)=\exp \left(\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\frac{1}{2 T}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right), \\
& \mu_{k, j}^{ \pm}=\frac{\Sigma}{\sqrt{T}}\left(\begin{array}{l}
\frac{1}{\sqrt{1-\rho_{12}^{2}}}\left(x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right)+T \sigma_{1} a_{1} \\
\frac{-\rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}}+y_{k, j}^{ \pm}+\frac{\rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+T \sigma_{2} a_{2} \\
\frac{z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+T \sigma_{3} a_{3}
\end{array}\right) .
\end{aligned}
$$

We have the following Theorem

Theorem 11. Let $l_{i}=-\frac{1}{\sigma_{i} \sqrt{T}} \max \left\{0, \ln \left(K_{i} / S_{i}(0)\right)-m_{i}\right\}$. The vale of Digital call at time 0 is

$$
\begin{equation*}
C=\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(l_{1}, l_{2}, l_{3},-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(l_{1}, l_{2}, l_{3},-\mu_{k, j}^{-}, \Sigma\right)\right] \tag{5.18}
\end{equation*}
$$

In the following, we give some numerical solutions of (5.18). By letting $\rho_{12}=$ $\rho_{13}=-\frac{1}{2}, m_{1}=-0.1, m_{2}=-0.2, m_{3}=-0.3, r=0, \sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma, \alpha_{1}=$
$\alpha_{2}=\alpha_{3}=r-\sigma_{1}^{2} / 2 ; S_{1}=S_{2}=S_{3}=100, K_{1}=K_{2}=K_{3}=K, T=1$, then we have

| $\boldsymbol{K}$ | 0.05 | 0.1 | 0.15 | 0.2 |
| :--- | :--- | :--- | :--- | :--- |
| 30 | $9.5211 \times 10^{-1}$ | $6.1690 \times 10^{-1}$ | $2.9205 \times 10^{-1}$ | $1.1317 \times 10^{-1}$ |
| 40 | $9.5211 \times 10^{-1}$ | $6.1690 \times 10^{-1}$ | $2.9205 \times 10^{-1}$ | $1.1317 \times 10^{-1}$ |
| 50 | $9.5211 \times 10^{-1}$ | $6.1690 \times 10^{-1}$ | $2.9205 \times 10^{-1}$ | $1.1317 \times 10^{-1}$ |
| 60 | $9.5211 \times 10^{-1}$ | $6.1690 \times 10^{-1}$ | $2.9205 \times 10^{-1}$ | $1.1317 \times 10^{-1}$ |
| 70 | $9.5211 \times 10^{-1}$ | $6.1690 \times 10^{-1}$ | $2.9205 \times 10^{-1}$ | $1.1317 \times 10^{-1}$ |
| 80 | $9.5210 \times 10^{-1}$ | $6.0658 \times 10^{-1}$ | $2.7463 \times 10^{-1}$ | $1.0525 \times 10^{-1}$ |
| 90 | $9.1524 \times 10^{-1}$ | $4.1073 \times 10^{-1}$ | $1.5737 \times 10^{-1}$ | $6.1577 \times 10^{-2}$ |

Table 5.3: The prices of digital call by (5.18)

## Chapter 6

## Solution for Random Correlation

Correlations are known to be stochastic for financial products (see Engle [2002]). Our framework can be easily adjusted to the case of random correlations. In this section we consider that the correlation matrix associated to the process $S_{t}$, which we will denote by $R$, is a random correlation matrix. We suppose that $R=\left(\rho_{i j}\right)_{3 \times 3}$ and $\rho_{i i}=1, \rho_{i j}=\rho_{j i},-1 \leq \rho_{i j} \leq 1$. Therefore, it is enough to consider a three dimensional random correlation vector $\rho=\left(\rho_{12}, \rho_{13}, \rho_{23}\right)$ instead of the full matrix $R$. We will refer to a random vector $\rho$ or to its associated matrix interchangeably. These random correlation vectors will take values in the set of correlations considered in previous sections of the thesis, these latter correlations provide solvable joint densities/distibutions, this fact is crucial for the developments in this section. Such correlation matrices $R$ will be called admissible.

The solutions for random correlations are presented for two broad cases, the case of three minima or three maxima (which will correspond to negative correlations) and that of mixing extrema (which will correspond to positive and negative correlations). In either case, the convex hull generated by the set of solvable correlations will be described; it can be interpreted as the set of possible correlation matrices resulting from taking an expected value of an admissible random correlation matrix $R$.

### 6.1 The cases of minimum or maximum

In previous sections we have obtained the density functions for the minimum and endpoints of $Y(t)$ for some special correlations. Similar results can be obtained for the case of maximum and endpoints of $Y(t)$. Let us first define the set of all
possible solvable correlations $F$ :

$$
\begin{gathered}
F_{1}=\left\{\quad \begin{array}{l}
\left(-\cos (\pi / 5),-\frac{1}{2}, 0\right),\left(-\cos (\pi / 5), 0,-\frac{1}{2}\right),\left(0,-\cos (\pi / 5),-\frac{1}{2}\right), \\
\\
\left.\left(-\frac{1}{2},-\cos (\pi / 5), 0\right),\left(-\frac{1}{2}, 0,-\cos (\pi / 5)\right),\left(0,-\frac{1}{2},-\cos (\pi / 5)\right)\right\}, \\
F_{2}=\quad \begin{array}{l}
(0,0,0),(-\cos (\pi / n), 0,0),(0,-\cos (\pi / n), 0),(0,0,-\cos (\pi / n)), \\
\\
\\
\text { for } n \geq 3\}
\end{array} \\
F_{3}=\left\{\quad \begin{array}{l}
\left(-\cos (\pi / 4),-\frac{1}{2}, 0\right),\left(-\cos (\pi / 4), 0,-\frac{1}{2}\right),\left(0,-\cos (\pi / 4),-\frac{1}{2}\right), \\
\\
\left.\left(-\frac{1}{2},-\cos (\pi / 4), 0\right),\left(-\frac{1}{2}, 0,-\cos (\pi / 4)\right),\left(0,-\frac{1}{2},-\cos (\pi / 4)\right)\right\}
\end{array}\right. \\
\\
\quad F_{4}=\left\{\left(-\frac{1}{2},-\frac{1}{2}, 0\right),\left(-\frac{1}{2}, 0,-\frac{1}{2}\right),\left(0,-\frac{1}{2},-\frac{1}{2}\right)\right\}
\end{array}\right.
\end{gathered}
$$

Consider the usual process,

$$
\begin{equation*}
d Y_{i}=\alpha_{i} d t+\sigma_{i} d W_{i}, \quad\left\langle d W_{i}(t), d W_{j}(t)\right\rangle=\rho_{i j} d t, i \neq j \tag{6.1}
\end{equation*}
$$

In order to simplify the notation consider: $Y \equiv\left(Y_{1}, Y_{2}, Y_{3}\right), d y \equiv\left(d y_{1}, d y_{2}, d y_{3}\right), m \equiv$ $\left(m_{1}, m_{2}, m_{3}\right), m_{i}<0, y=\left(y_{1}, y_{2}, y_{3}\right)$ and $M_{i}>0$. From the results in the previous sections, for any vector $\rho \in F=F_{1} \cup F_{2} \cup F_{3} \cup F_{4}$, we can obtain the joint density/distribution functions by switching the coordinates $y_{1}, y_{2}$ and $y_{3}$,

$$
p(Y(t) \in d y \quad \& \quad \underline{Y}(t)>m)
$$

or

$$
p(Y(t) \in d y \quad \& \quad \bar{Y}(t)<M)
$$

where the last density/distribution can be obtained by considering the process $\hat{Y}_{i} \equiv-Y_{i}$ with $\hat{\alpha}_{i} \equiv-\alpha_{i}$.

Remark 4. The density implied from the correlations ( $\left.\rho_{11}, \rho_{12}, \rho_{13}\right)=(-1,0,0),(0,-1,0)$ and $(0,0,-1)$ can be approximated by the density of the correlation $(-\cos (\pi / n), 0,0),(0,-\cos (\pi / n), 0)$ and $(0,0,-\cos (\pi / n))$ respectively, for $n$ large enough.

Definition 1. Elements $\rho \in F$ will be called admissible correlation vectors. Given a discrete probability space with probabilities $p_{n}$, define, on such a space, an admissible random correlation matrix $R=\left(\rho_{i j}\right)$ to be a matrix-valued random variable on this space such that $\rho \equiv\left(\rho_{12}, \rho_{13}, \rho_{23}\right)$ is admissible.

Theorem 12 shows that, by making use of our knowledge of the density/distribution function for any correlation in $F$, we can calculate the value of any option depending on a random correlation taking values on the set $F$. More formally, we assume that the model (6.1) holds conditionally on the outcome of a given admissible random correlation $R$.


Figure 6.1: The picture of convexhull of set $\hat{F}$

Theorem 12. Consider the process (6.1) with $\alpha_{i}=r-\sigma_{i}^{2} / 2$ conditioned on the outcome of an admissible random correlation vector $\rho_{n}$. In particular, $\rho_{n} \in F$ with associated known probability $p_{n}$. Then, the value of any option is given as a weighted sum:

$$
\begin{equation*}
V^{*}(0)=\sum_{n=1}^{\infty} p_{n} e^{-r T} E^{Q}\left[V^{*}(T) \mid \rho=\rho_{n}\right] \tag{6.2}
\end{equation*}
$$

Proof. A direct conditional expectation computation gives:

$$
\begin{aligned}
V^{*}(0)=e^{-r T} E^{Q}\left(V^{*}(T)\right) & =e^{-r T} E_{R}^{P}\left[E^{Q}\left(V^{*}(T)\right)\right]= \\
e^{-r T} \sum_{n=1}^{N} p_{n} E^{Q}\left[V^{*}(T) \mid \rho=\rho_{n}\right] & =\sum_{i=1}^{N} p_{n} e^{-r T} E^{Q}\left[V(T) \mid \rho=\rho_{n}\right] .
\end{aligned}
$$

The convex hull of $F$ can be characterized as the set of all of the convex combinations of finite subsets of points from $F$ : that is, the set of points of the form $\sum_{j=1}^{n} t_{j} x_{j}$, where $n$ is an arbitrary natural number, the numbers $t_{j}$ are non-negative and sum to 1 , and the points $x_{j}$ are in $F$. So the convex hull $H_{\text {convex }}(F)$ of set $F$ is:

$$
H_{\text {convex }}(F)=\left\{\sum_{j}^{n} \lambda_{j} \rho_{j}: \lambda_{j} \geq 0, \sum_{j=1}^{n} \lambda_{j}=1, \rho_{j} \in F\right\}
$$

If we denote

$$
\begin{aligned}
\hat{F}=\{ & \left(-\cos (\pi / 5),-\frac{1}{2}, 0\right),\left(-\cos (\pi / 5), 0,-\frac{1}{2}\right),\left(0,-\cos (\pi / 5),-\frac{1}{2}\right) \\
& \left(-\frac{1}{2},-\cos (\pi / 5), 0\right),\left(0,-\frac{1}{2},-\cos (\pi / 5)\right),(-1 / 2,0,-\cos (\pi / 5)) \\
& (0,0,0),(-1,0,0),(0,-1,0),(0,0,-1)\}
\end{aligned}
$$



Figure 6.2: The picture of convexhull of set $\bar{F}$

It is easy to check that, for all $\rho \in F$, then we have $\rho \in H_{\text {convex }}(\hat{F})$. For example, $\left(-\frac{1}{2},-\frac{1}{2}, 0\right)=\frac{1}{2} *(-1,0,0)+\frac{1}{2} *(0,-1,0)$ and $\left(-\cos (\pi / 4),-\frac{1}{4}, 0\right)=$ $a *\left(-\cos (\pi / 5),-\frac{1}{2}, 0\right)+b *(-1,0,0)+b *(0,-1,0)$, where $a=\frac{2 \cos (\pi / 4)-1}{2 \cos (\pi / 5)-1}, b=$ $\frac{\cos (\pi / 5)-\cos (\pi / 4)}{2 \cos (\pi / 5)-1}$. Hence $H_{\text {convex }}(F) \subset H_{\text {convex }}(\hat{F})$. If $R$ is a random correlation matrix, and $E(R)=R_{o}=\left(\rho_{i j}^{o}\right)_{3 \times 3}, \rho_{o}=\left(\rho_{12}^{o}, \rho_{13}^{o}, \rho_{23}^{o}\right)$ lies in $H_{\text {convex }}(\hat{F})$. By Caratheodary's Theorem, there exist at most 4 elements, denoted by $\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}$, in $\hat{F}$, such that

$$
\rho_{o}=\lambda_{1} \rho_{1}+\lambda_{2} \rho_{2}+\lambda_{3} \rho_{3}+\lambda_{4} \rho_{4}, \sum_{i=1}^{4} \lambda_{i}=1, \lambda_{i} \geq 0
$$

Therefore, we have the following theorem.

Theorem 13. Assume that the random correlation matrix $R$ with $E(R)=R_{o}=$ $\left(\rho_{i j}^{o}\right), \rho_{o}=\left(\rho_{12}^{o}, \rho_{13}^{o}, \rho_{23}^{o}\right)$, which lies in $H_{\text {convex }}(\hat{F})$. Then there exist at most 4 elements, denoted by $\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}$, in $\hat{F}$ such that

$$
\rho_{o}=\lambda_{1} \rho_{1}+\lambda_{2} \rho_{2}+\lambda_{3} \rho_{3}+\lambda_{4} \rho_{4}, \sum_{i=1}^{4} \lambda_{i}=1, \lambda_{i} \geq 0
$$

In the following, we will consider a special case $\sigma_{1}=\sigma_{2}=\sigma_{3}$. We find that the convex hull becomes much larger, since we can obtain the density functions for $\rho_{12}=\rho_{13}=\rho_{23}=1$, and $\rho_{12}=1, \rho_{13}=\rho_{23}=0$ see Section 4.3. By switching the coordinates $y_{1}, y_{2}$ and $y_{3}$, we can obtain the density functions for correlations $(0,1,0)$ and $(0,0,1)$.

It is interesting to remark that if we consider the special case $\sigma_{1}=\sigma_{2}=\sigma_{3}$ then, the convex hull becomes larger. To show this, we note that under this condition, it can be seen that one can obtain the density functions for the cases
$\rho_{12}=\rho_{13}=\rho_{23}=1$, and $\rho_{12}=1, \rho_{13}=\rho_{23}=0$. Therefore the convex hull of the set $\bar{F}$, where

$$
\bar{F}=\hat{F} \cup\{(1,1,1),(1,0,0),(0,1,0),(0,0,1)\},
$$

would be bigger allowing for more positive average correlation matrices $R^{o}=$ $E(R)$, Figure 6.1 displays $H_{\text {convex }}(\hat{F})$ and $H_{\text {convex }}(\bar{F})$;

For $\sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma$, the above Theorems allow us to compute the values of options for some positive correlations of the cases of minimum and endpoints (or maximum and endpoints) of $Y(t)$ (see the convex hull of set $\bar{F}$ ).

### 6.2 The Mixing cases

In the following, we will consider the mixing case. for simplicity we will mostly restrict to the case of one maximum and two minima, for $M_{1}>0, m_{2}<0, m_{3}<$ 0 , the density function $p$ can be obtained, by using $\hat{Y}_{1}(t)=-Y_{1}(t), \hat{\alpha}_{1}=$ $-\alpha_{1}, d \hat{Y}_{1}=\hat{\alpha}_{1} d t+\sigma_{1} *\left(-d w_{1}\right)$,

$$
\begin{aligned}
& P\left(Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \max _{0<s<t} Y_{1}(s)<M_{1},\right. \\
& \left.\min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & P\left(\hat{Y}_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \min _{0<s<t} \hat{Y}_{1}(s)>-M_{1},\right. \\
& \left.\min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & p\left(y_{1}, y_{2}, y_{3},-M_{1}, m_{2}, m_{3}, t\right) d y_{1} d y_{2} d y_{3} .
\end{aligned}
$$

Analogously to the previous section, we introduce:

$$
\begin{aligned}
& H_{1}=\quad\left\{\quad\left(\cos (\pi / 5), \frac{1}{2}, 0\right),\left(\cos (\pi / 5), 0,-\frac{1}{2}\right),\left(0, \cos (\pi / 5),-\frac{1}{2}\right),\right. \\
& \left.\left(\frac{1}{2}, \cos (\pi / 5), 0\right),\left(\frac{1}{2}, 0,-\cos (\pi / 5)\right),\left(0, \frac{1}{2},-\cos (\pi / 5)\right)\right\} \\
& H_{2}=\{\quad(0,0,0),(\cos (\pi / n), 0,0),(0, \cos (\pi / n), 0),(0,0,-\cos (\pi / n)), \\
& \text { for } n \geq 3)\} \\
& H_{3}=\left\{\quad\left(\cos (\pi / 4), \frac{1}{2}, 0\right),\left(\cos (\pi / 4), 0,-\frac{1}{2}\right),\left(0, \cos (\pi / 4),-\frac{1}{2}\right),\right. \\
& \left.\left(\frac{1}{2}, \cos (\pi / 4), 0\right),\left(\frac{1}{2}, 0,-\cos (\pi / 4)\right),\left(0, \frac{1}{2},-\cos (\pi / 4)\right)\right\} \\
& H_{4}=\left\{\left(\frac{1}{2}, \frac{1}{2}, 0\right),\left(\frac{1}{2}, 0,-\frac{1}{2}\right),\left(0, \frac{1}{2},-\frac{1}{2}\right)\right\} .
\end{aligned}
$$



Figure 6.3: The picture of convexhull of set $\hat{H}$

For any correlation $\rho \in H=H_{1} \cup H_{2} \cup H_{3} \cup H_{4}$, we can obtain the density functions $p\left(y_{1}, y_{2}, y_{3}, t,-M_{1}, m_{2}, m_{3}\right) d y_{1} d y_{2} d y_{3}$. We also can show that any point $\rho \in H$, then $\rho \in H_{\text {convex }}(\hat{H})$, where

$$
\begin{aligned}
\hat{H}=\{ & \left(\cos (\pi / 5), \frac{1}{2}, 0\right),\left(\cos (\pi / 5), 0,-\frac{1}{2}\right),\left(0, \cos (\pi / 5),-\frac{1}{2}\right) \\
& \left(\frac{1}{2}, \cos (\pi / 5), 0\right),\left(0, \frac{1}{2},-\cos (\pi / 5)\right),(1 / 2,0,-\cos (\pi / 5)) \\
& (0,0,0),(1,0,0),(0,1,0),(0,0,-1)\}
\end{aligned}
$$

The approach is similar to Theorems 6.1 and 6.2 that we can calculate the values of some call options by using these densities for some correlations (some components are positive) lie in $H_{\text {convex }}(\hat{H})$.

For the case of $\sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma$, we make use of Lemma 6.1, we have

$$
\bar{H}=\hat{H} \cup\{(-1,-1,1),(-1,0,0),(0,-1,0),(0,0,1)\}
$$

It is easy to see that $H_{\text {convex }}(\bar{H})$ is much larger that $H_{\text {convex }}(\hat{H})$.
Similarly, we can deal with the other mixed cases. For example, letting $\hat{Y}_{i}(t)=-Y_{i}(t), \hat{\alpha}_{i}=-\alpha_{i}, d \hat{Y}_{i}=\hat{\alpha} d t+\sigma_{i} *\left(-d W_{i}\right), i=1,2$, we can obtain the density functions for some correlation (with positive components)

$$
\begin{aligned}
& P\left(Y_{1}(t) \in d y_{1}, Y_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \max _{0<s<t} Y_{1}(s)<M_{1},\right. \\
& \left.\max _{0<s<t} Y_{2}(s)<M_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & P\left(\hat{Y}_{1}(t) \in d y_{1}, \hat{Y}_{2}(t) \in d y_{2}, Y_{3}(t) \in d y_{3}, \min _{0<s<t} \hat{Y}_{1}(s)>-M_{1},\right. \\
& \left.\min _{0<s<t} \hat{Y}_{2}(s)>-M_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & p\left(y_{1}, y_{2}, y_{3},-M_{1},-M_{2}, m_{3}, t\right) d y_{1} d y_{2} d y_{3},
\end{aligned}
$$



Figure 6.4: The picture of convexhull of set $\bar{H}$

| $\boldsymbol{K}$ | 0.05 | 0.1 | 0.15 | 0.2 |
| :---: | :--- | :--- | :--- | :--- |
| 30 | $9.5211 \times 10^{-1}$ | $6.1517 \times 10^{-1}$ | $2.7576 \times 10^{-1}$ | $9.1287 \times 10^{-2}$ |
| 40 | $9.5211 \times 10^{-1}$ | $6.1517 \times 10^{-1}$ | $2.7576 \times 10^{-1}$ | $9.1287 \times 10^{-2}$ |
| 50 | $9.5211 \times 10^{-1}$ | $6.1517 \times 10^{-1}$ | $2.7576 \times 10^{-1}$ | $9.1287 \times 10^{-2}$ |
| 60 | $9.5211 \times 10^{-1}$ | $6.1517 \times 10^{-1}$ | $2.7576 \times 10^{-1}$ | $9.1287 \times 10^{-2}$ |
| 70 | $9.5211 \times 10^{-1}$ | $6.1517 \times 10^{-1}$ | $2.7576 \times 10^{-1}$ | $9.1287 \times 10^{-2}$ |
| 80 | $9.5210 \times 10^{-1}$ | $6.0538 \times 10^{-1}$ | $2.5987 \times 10^{-1}$ | $8.4791 \times 10^{-2}$ |
| 90 | $9.1537 \times 10^{-1}$ | $4.0806 \times 10^{-1}$ | $1.4369 \times 10^{-1}$ | $4.6725 \times 10^{-2}$ |
| 100 | $2.2495 \times 10^{-1}$ | $1.7553 \times 10^{-2}$ | $1.1326 \times 10^{-2}$ | $6.4734 \times 10^{-3}$ |
| 110 | $7.8233 \times 10^{-13}$ | $3.2751 \times 10^{-6}$ | $7.3710 \times 10^{-5}$ | $2.0401 \times 10^{-4}$ |

Table 6.1: The prices of mixed digital call
and obtain the similar convex hull. We just remark that the same previous developments, for convex hulls and pricing of derivatives under a random correlation matrix, can be done for the density/distribution.

In table 6.1, we give some numerical solutions of (6.2), By letting $p_{1}=$ $1 / 3, p_{2}=1 / 4, p_{3}=1 / 4, p_{4}=1 / 6, \rho_{1}=\left(-\frac{1}{2},-\frac{1}{2}, 0\right), \rho_{2}=\left(-\frac{\sqrt{2}}{2},-\frac{1}{2}, 0\right), \rho_{3}=$ $\left(-\cos (\pi / 5),-\frac{1}{2}, 0\right), \rho_{4}=(-\cos (\pi / 8), 0,0), m_{1}=-0.1, m_{2}=-0.2, m_{3}=-0.3, r=$ $0, \sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma, \alpha_{1}=\alpha_{2}=\alpha_{3}=r-\sigma_{1}^{2} / 2 ; S_{1}=S_{2}=S_{3}=100, K_{1}=K_{2}=$ $K_{3}=K, T=1$.

## Chapter 7

## Appendixes

### 7.1 Appendix for Chapter 2

The Proof of Theorem 3.
The solution obtained by Theorem 1.1, for general $\beta$ (see page 225 of [7]), is

$$
H(r, \theta, t)=\int_{0}^{\infty} \frac{2 \lambda}{\beta} \sum_{n=1}^{\infty} e^{-\frac{\lambda^{2} t}{2}} \sin \left(\frac{n \pi \theta}{\beta}\right) \sin \left(\frac{n \pi \theta_{o}}{\beta}\right) J_{\frac{n \pi}{\beta}}\left(\lambda r_{o}\right) J_{\frac{n \pi}{\beta}}(\lambda r) d \lambda
$$

Letting $\beta=\frac{\pi}{m_{o}}, m_{o} \in N$, we have

$$
\begin{aligned}
H(r, \theta, t)= & \int_{0}^{\infty} \frac{2 m_{o} \lambda}{\pi} \sum_{n=1}^{\infty} e^{-\frac{\lambda^{2} t}{2}} \sin \left(n m_{o} \theta\right) \sin \left(n m_{o} \theta_{o}\right) J_{n m_{o}}\left(\lambda r_{o}\right) J_{n m_{o}}(\lambda r) d \lambda \\
= & \int_{0}^{\infty} \frac{m_{o} \lambda}{\pi} \sum_{n=1}^{\infty} e^{-\frac{\lambda^{2} t}{2}} \cos \left(n m_{o}\left(\theta_{o}-\theta\right)\right) J_{n m_{o}}\left(\lambda r_{o}\right) J_{n m_{o}}(\lambda r) d \lambda \\
& -\int_{0}^{\infty} \frac{m_{o} \lambda}{\pi} \sum_{n=1}^{\infty} e^{-\frac{\lambda^{2} t}{2}} \cos \left(n m_{o}\left(\theta+\theta_{o}\right)\right) J_{n m_{o}}\left(\lambda r_{o}\right) J_{n m_{o}}(\lambda r) d \lambda
\end{aligned}
$$

By additional Theorem, we have

$$
J_{o}\left(\sqrt{x^{2}+y^{2}-2 x y \cos \phi}\right)=J_{o}(x) J_{o}(y)+2 \sum_{n=1}^{\infty} J_{n}(x) J_{n}(y) \cos (n \phi)
$$

Hence

$$
J_{n}(x) J_{n}(y)=\frac{1}{\pi} \int_{0}^{\pi} J_{o}\left(\sqrt{x^{2}+y^{2}-2 x y \cos \phi}\right) \cos (n \phi) d \phi
$$

and

$$
J_{n m_{o}}(x) J_{n m_{o}}(y)=\frac{1}{\pi} \int_{0}^{\pi} J_{o}\left(\sqrt{x^{2}+y^{2}-2 x y \cos \phi}\right) \cos \left(n m_{0} \phi\right) d \phi .
$$

Since

$$
\int_{0}^{\infty} e^{-p^{2} t^{2}} J_{\nu}(a t) t^{\nu+1} d t=\frac{a^{\nu}}{\left(2 p^{2}\right)^{\nu+1}} \exp \left(-\frac{a^{2}}{4 p^{2}}\right)
$$

we have

$$
\int_{0}^{\infty} \lambda e^{-\frac{\lambda^{2} t}{2}} J_{o}\left(\lambda \sqrt{r^{2}+r_{o}^{2}-2 r r_{o} \cos \phi}\right) d \lambda=\frac{1}{t} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \phi}{2 t}\right) .
$$

Letting

$$
h_{1}(r, \phi, t)=\int_{0}^{\infty} \frac{m_{o} \lambda}{\pi} \sum_{n=1}^{\infty} e^{-\frac{\lambda^{2} t}{2}} \cos \left(n m_{o} \phi\right) J_{n m_{o}}\left(\lambda r_{o}\right) J_{n m_{o}}(\lambda r) d \lambda,
$$

then we have

$$
\begin{aligned}
& h_{1}(r, \phi, t) \\
= & \int_{0}^{\infty} \frac{m_{o} \lambda}{\pi^{2}} \sum_{n=1}^{\infty} \int_{0}^{\pi} e^{-\frac{\lambda^{2} t}{2}} \cos \left(n m_{o} \phi\right) J_{o}\left(\sqrt{x^{2}+y^{2}-2 x y \cos \theta}\right) \cos \left(n m_{0} \theta\right) d \theta d \lambda \\
= & \int_{0}^{\pi} \int_{0}^{\infty} \frac{m_{o} \lambda}{\pi^{2}} e^{-\frac{\lambda^{2} t}{2}} J_{o}\left(\sqrt{x^{2}+y^{2}-2 x y \cos \theta}\right)\left[\sum_{n=1}^{\infty} \cos \left(n m_{o} \theta\right) \cos \left(n m_{o} \phi\right)\right] d \lambda d \theta \\
= & \frac{m_{o}}{\pi^{2} t} \sum_{n=1}^{\infty} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \theta}{2 t}\right) \cos \left(n m_{o} \theta\right) d \theta \cdot \cos \left(n m_{o} \phi\right) .
\end{aligned}
$$

Denoting $f_{k}(x)=\exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \left(\frac{2 k \pi}{m_{o}}+x\right)}{2 t}\right)$, by Fourier Transform, we have

$$
f_{k}(x)=\frac{a_{o}^{(k)}}{2}+\sum_{n=1}^{\infty} a_{n}^{(k)} \cos (n x)+\sum_{n=1}^{\infty} b_{n}^{(k)} \sin (n x)
$$

where

$$
a_{n}^{(k)}=\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \left(\frac{2 k \pi}{m_{o}}+x\right)}{2 t}\right) \cos (n x) d x, \quad n=0,1,2, \cdots,
$$

and

$$
b_{n}^{(k)}=\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \left(\frac{2 k \pi}{m_{o}}+x\right)}{2 t}\right) \sin (n x) d x, \quad n=1,2, \cdots
$$

Now, we consider

$$
\begin{aligned}
a_{n}^{(k)}= & \frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \left(\frac{2 k \pi}{m_{o}}+x\right)}{2 t}\right) \cos (n x) d x \\
= & \frac{1}{\pi} \int_{-\pi+\frac{2 k \pi}{m_{o}}}^{\pi+\frac{2 k \pi}{m_{o}}} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos \left(n\left(y-\frac{2 k \pi}{m_{o}}\right)\right) d y \\
= & \frac{1}{\pi} \int_{-\pi+\frac{2 k \pi}{m_{o}}}^{\pi+\frac{2 k \pi}{m_{o}}} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right)\left[\cos (n y) \cos \left(\frac{2 k \pi}{m_{o}}\right)\right. \\
& \left.+\sin (n y) \sin \left(\frac{2 k \pi}{m_{o}}\right)\right] d y \\
= & \frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos (n y) \cos \left(\frac{2 k \pi}{m_{o}}\right) d y \\
& +\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \sin (n y) \sin \left(\frac{2 k \pi}{m_{o}}\right) d y \\
= & \frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos (n y) \cos \left(\frac{2 k \pi}{m_{o}}\right) d y,
\end{aligned}
$$

and

$$
\begin{aligned}
b_{n}^{(k)}= & \frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos \left(\frac{2 k \pi}{m_{o}}+x\right)}{2 t}\right) \sin (n x) d x \\
= & \frac{1}{\pi} \int_{-\pi+\frac{2 k \pi}{m_{o}}}^{\pi+\frac{2 k \pi}{m_{o}}} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \sin \left(n\left(y-\frac{2 k \pi}{m_{o}}\right)\right) d y \\
= & \frac{1}{\pi} \int_{-\pi+\frac{2 k \pi}{m_{o}}}^{\pi+\frac{2 k \pi}{m_{o}}} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right)\left[\sin (n y) \cos \left(\frac{2 k \pi}{m_{o}}\right)\right. \\
& \left.-\cos (n y) \sin \left(\frac{2 k \pi}{m_{o}}\right)\right] d y \\
= & \frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \sin (n y) \cos \left(\frac{2 k \pi}{m_{o}}\right) d y \\
& -\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos (n y) \sin \left(\frac{2 k \pi}{m_{o}}\right) d y \\
= & -\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos (n y) \sin \left(\frac{2 k \pi}{m_{o}}\right) d y
\end{aligned}
$$

We consider

$$
\sum_{k=0}^{m_{o}-1} a_{n}^{(k)}=\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos y}{2 t}\right) \cos (n y) d y \sum_{k=0}^{m_{o}-1} \cos \left(\frac{2 k n \pi}{m_{o}}\right)
$$

If $n=s m_{o}, s \in N$, we have $\sum_{k=0}^{m_{o}-1} \cos \left(\frac{2 k n \pi}{m_{o}}\right)=m_{o}$.

If $n=s m_{o}+d, 1 \leq d \leq m_{o}-1$, then we have

$$
\begin{aligned}
& \sum_{k=0}^{m_{o}-1} \cos \left(\frac{2 k n \pi}{m_{o}}\right) \\
= & \frac{\sin \frac{n \pi}{m_{o}}+\sin \frac{n \pi}{m_{o}} \cos \frac{2 n \pi}{m_{o}}+\sin \frac{n \pi}{m_{o}} \cos \frac{4 n \pi}{m_{o}}+\cdots+\sin \frac{n \pi}{m_{o}} \cos \frac{2\left(m_{o}-1\right) n \pi}{m_{o}}}{\sin \frac{n \pi}{m_{o}}} \\
= & \left\{\sin \frac{n \pi}{m_{o}}+\frac{1}{2}\left[\sin \frac{3 n \pi}{m_{o}}-\sin \frac{n \pi}{m_{o}}+\sin \frac{5 n \pi}{m_{o}}-\sin \frac{3 n \pi}{m_{o}}+\cdots\right.\right. \\
& \left.\left.+\sin \frac{\left(2 m_{o}-1\right) n \pi}{m_{o}}-\sin \frac{\left(2 m_{o}-3\right) n \pi}{m_{o}}\right]\right\} / \sin \frac{n \pi}{m_{o}} \\
= & \frac{\sin \frac{n \pi}{m_{o}}+\frac{1}{2}\left[-\sin \frac{n \pi}{m_{o}}+\sin \frac{\left(2 m_{o}-1\right) n \pi}{m_{o}}\right]}{\sin \frac{n \pi}{m_{o}}} \\
= & 0 .
\end{aligned}
$$

Similarly,

$$
\sum_{k=0}^{k=m_{o}-1} b_{n}^{(k)}=\frac{1}{\pi} \int_{-\pi}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos y}{2 t}\right) \cos (n y) d y \sum_{k=0}^{m_{o}-1} \sin \left(\frac{2 k n \pi}{m_{o}}\right)
$$

If $n=s m_{o}, s \in N$, we have $\sum_{k=0}^{m_{o}-1} \sin \left(\frac{2 k n \pi}{m_{o}}\right)=0$.
If $n=s m_{o}+d, 1 \leq d \leq m_{o}-1$, then we have

$$
\begin{aligned}
& \sum_{k=0}^{m_{o}-1} \sin \left(\frac{2 k n \pi}{m_{o}}\right) \\
= & \frac{\sin \frac{n \pi}{m_{o}} \sin \frac{2 n \pi}{m_{o}}+\sin \frac{n \pi}{m_{o}} \sin \frac{4 n \pi}{m_{o}}+\cdots+\sin \frac{n \pi}{m_{o}} \sin \frac{2\left(m_{o}-1\right) n \pi}{m_{o}}}{\sin \frac{n \pi}{m_{o}}} \\
= & \frac{1}{2}\left[\cos \frac{n \pi}{m_{o}}-\cos \frac{3 n \pi}{m_{o}}+\cos \frac{3 n \pi}{m_{o}}-\cos \frac{5 n \pi}{m_{o}}+\cdots\right. \\
& \left.+\cos \frac{\left(2 m_{o}-3\right) n \pi}{m_{o}}-\cos \frac{\left(2 m_{o}-1\right) n \pi}{m_{o}}\right] / \sin \frac{n \pi}{m_{o}} \\
= & \frac{\frac{1}{2}\left[\cos \frac{n \pi}{m_{o}}-\cos \frac{\left(2 m_{o}-1\right) n \pi}{m_{o}}\right]}{\sin \frac{n \pi}{m_{o}}} \\
= & 0 .
\end{aligned}
$$

Therefore, we obtain that $\sum_{k=0}^{m_{o}-1} b_{n}^{(k)}=0$, for all $n=1,2, \cdots$; and

$$
\sum_{k=0}^{m_{o}-1} a_{n}^{(k)}= \begin{cases}\frac{2 m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos (n y) d y, & \text { if } n=s m_{o}, s \in N \\ 0, & \text { otherwise }\end{cases}
$$

Hence,

$$
\begin{aligned}
& \sum_{k=0}^{m_{o}-1} f_{k}(x) \\
= & \frac{m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) d y \\
& +\sum_{n=1}^{\infty} \frac{2 m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos \left(n m_{o} y\right) d y \cdot \cos \left(n m_{o} x\right)
\end{aligned}
$$

Letting $x=\theta_{o}-\theta$ and $x=\theta+\theta_{o}$ respectively, we have

$$
\begin{aligned}
& \sum_{k=0}^{m_{o}-1} f_{k}\left(\theta_{o}-\theta\right) \\
= & \frac{m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) d y \\
& +\sum_{n=1}^{\infty} \frac{2 m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos \left(n m_{o} y\right) d y \cdot \cos \left(n m_{o}\left(\theta_{o}-\theta\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{k=0}^{m_{o}-1} f_{k}\left(\theta+\theta_{o}\right) \\
= & \frac{m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) d y \\
& +\sum_{n=1}^{\infty} \frac{2 m_{o}}{\pi} \int_{0}^{\pi} \exp \left(-\frac{r^{2}+r_{o}^{2}-2 r r_{o} \cos (y)}{2 t}\right) \cos \left(n m_{o} y\right) d y \cdot \cos \left(n m_{o}\left(\theta+\theta_{o}\right)\right) .
\end{aligned}
$$

Therefore, we have

$$
H(r, \theta, t)=\frac{1}{2 \pi t} \sum_{k=0}^{m_{o}-1}\left[f_{k}\left(\theta_{o}-\theta\right)-f_{k}\left(\theta+\theta_{o}\right)\right]
$$

Which ends our proof.

### 7.2 Appendix for Chapter 3

The Proof of Lemma 1
In fact the length of the curve is

$$
\int_{l} d l=\int_{0}^{\phi_{0}} \sqrt{x_{\phi}^{2}+y_{\phi}^{2}+z_{\phi}^{2}} d \phi
$$

Since

$$
\begin{aligned}
x_{\phi}^{2} & =\sin ^{2}(\phi) \sin ^{2}(\theta)+\cos ^{2}(\phi) \cos ^{2}(\theta) \cdot \theta_{\phi}^{2}-2 \sin (\phi) \cos (\phi) \sin (\theta) \cos (\theta) \cdot \theta_{\phi}, \\
y_{\phi}^{2} & =\cos ^{2}(\phi) \sin ^{2}(\theta)+\sin ^{2}(\phi) \cos ^{2}(\theta) \cdot \theta_{\phi}^{2}+2 \sin (\phi) \cos (\phi) \sin (\theta) \cos (\theta) \cdot \theta_{\phi}, \\
z_{\phi}^{2} & =\sin ^{2} \theta \cdot \theta_{\phi}^{2} .
\end{aligned}
$$

Hence,

$$
\int_{l} d l=\int_{0}^{\phi_{0}} \sqrt{\sin ^{2}(\theta)+\theta_{\phi}^{2}} d \phi
$$

Since

$$
\cos (\theta)=a \sin (\theta) \cos (\phi)+b \sin (\theta) \sin (\phi),
$$

we have

$$
\sin ^{2}(\theta)=\frac{1}{1+(a \cos (\phi)+b \sin (\phi))^{2}}, \quad \theta_{\phi}=\sin ^{2}(\theta)[a \sin (\phi)-b \cos (\phi)]
$$

Therefore, we obtain

$$
\begin{equation*}
\int_{l} d l=\int_{0}^{\phi_{0}} \frac{\sqrt{1+a^{2}+b^{2}}}{1+(a \cos (\phi)+b \sin (\phi))^{2}} d \phi . \tag{7.1}
\end{equation*}
$$

Letting $\sin (\xi)=\frac{b}{\sqrt{a^{2}+b^{2}}}, \cos (\xi)=\frac{a}{\sqrt{a^{2}+b^{2}}}$, then we have

$$
\int_{l} d l=\sqrt{1+a^{2}+b^{2}} \int_{0}^{\phi_{0}} \frac{d \phi}{1+\left(a^{2}+b^{2}\right) \cos ^{2}(\phi-\xi)} .
$$

Letting $t=\tan (\phi-\xi)$, then we have $d \phi=\frac{1}{1+t^{2}}$, and

$$
\int_{l} d l=\arctan \frac{\tan \left(\phi_{0}-\xi\right)}{\sqrt{1+a^{2}+b^{2}}}+\arctan \frac{\tan (\xi)}{\sqrt{1+a^{2}+b^{2}}}
$$

To obtain (3.2), we continue (7.1), by letting $\sin (\xi)=\frac{a}{\sqrt{a^{2}+b^{2}}}, \cos (\xi)=$ $\frac{b}{\sqrt{a^{2}+b^{2}}}$, then we have

$$
\int_{l} d l=\sqrt{1+a^{2}+b^{2}} \int_{0}^{\phi_{0}} \frac{d \phi}{1+\left(a^{2}+b^{2}\right) \sin ^{2}(\phi+\xi)} .
$$

Letting $t=\tan (\phi+\xi)$, then we have $d \phi=\frac{1}{1+t^{2}}$, and

$$
\int_{l} d l=\arctan \left(\sqrt{1+a^{2}+b^{2}} \tan \left(\phi_{0}+\xi\right)\right)-\arctan \left(\sqrt{1+a^{2}+b^{2}} \tan (\xi)\right)
$$

## The Proof of Lemma 2.

First, we can obtain easily that the normal vector of $z=a x+b y$ is $\vec{n}=$ $(a, b,-1)$. And the distance from $\left(x_{0}, y_{0}, z_{0}\right)$ to $z=a x+b y$ is $d=\frac{z_{0}-a x_{0}-b y_{0}}{\sqrt{1+a^{2}+b^{2}}}$.

Hence, the symmetric point of $\left(x_{s}, y_{s}, z_{s}\right)$ of $\left(x_{0}, y_{0}, z_{0}\right)$ with respect to $z=$ $a x+b y$ is

$$
\left(x_{s}, y_{s}, z_{s}\right)=\left(x_{0}, y_{0}, z_{0}\right)+k(a, b,-1),
$$

where $k$ satisfies $k \sqrt{a^{2}+b^{2}+1}=2 d=\frac{2\left(z_{0}-a x_{0}-b y_{0}\right)}{\sqrt{1+a^{2}+b^{2}}}$. Hence, we have

$$
\begin{aligned}
x_{s} & =\frac{-a^{2}+b^{2}+1}{a^{2}+b^{2}+1} x_{0}+\frac{-2 a b}{a^{2}+b^{2}+1} y_{0}+\frac{2 a}{a^{2}+b^{2}+1} z_{0} \\
y_{s} & =\frac{-2 a b}{a^{2}+b^{2}+1} x_{0}+\frac{a^{2}-b^{2}+1}{a^{2}+b^{2}+1} y_{0}+\frac{2 b}{a^{2}+b^{2}+1} z_{0} \\
z_{s} & =\frac{2 a}{a^{2}+b^{2}+1} x_{0}+\frac{2 b}{a^{2}+b^{2}+1} y_{0}+\frac{a^{2}+b^{2}-1}{a^{2}+b^{2}+1} z_{0} .
\end{aligned}
$$

The Proof of Lemma 3
(i).For $t=1,2, \cdots, N$, we suppose that $y_{t-1}^{+}<\tan \left(\frac{(2 t-1) \pi}{N}\right) x_{t-1}^{+}$. Then we have the normal of the plane $\vec{n}=\left\{-\tan \left(\frac{(2 t-1) \pi}{N}\right), 1,0\right\}$. Hence the symmetric point of $\left(x_{t-1}^{+}, y_{t-1}^{+}, z_{t-1}^{+}\right) \in D_{s}^{+}$with respect to $y=\tan \left(\frac{(2 t-1) \pi}{N}\right) x$ is

$$
(\hat{x}, \hat{y}, \hat{z})=\left(x_{t-1}^{+}, y_{t-1}^{+}, z_{t-1}^{+}\right)+k\left(-\tan \left(\frac{(2 t-1) \pi}{N}\right), 1,0\right)
$$

Where $k=\frac{2\left(\tan \left(\frac{(2 t-1) \pi}{N}\right) x_{t-1}^{+}-y_{t-1}^{+}\right)}{1+\tan ^{2}\left(\frac{(2 t-1) \pi}{N}\right)}$. Therefore,

$$
\begin{aligned}
\hat{x} & =\cos \left(\frac{2(2 t-1) \pi}{N}\right) x_{t-1}^{+}+\sin \left(\frac{2(2 t-1) \pi}{N}\right) y_{t-1}^{+} \\
\hat{y} & =\sin \left(\frac{2(2 t-1) \pi}{N}\right) x_{t-1}^{+}-\cos \left(\frac{2(2 t-1) \pi}{N}\right) y_{t-1}^{+} \\
\hat{z} & =z_{t-1}^{+}=z_{0}^{+} .
\end{aligned}
$$

Hence, we have

$$
\binom{\hat{x}}{\hat{y}}=\left(\begin{array}{ll}
\cos \left(\frac{2(2 t-1) \pi}{N}\right) & \sin \left(\frac{2(2 t-1) \pi}{N}\right) \\
\sin \left(\frac{2(2 t-1) \pi}{N}\right) & -\cos \left(\frac{2(2 t-1) \pi}{N}\right)
\end{array}\right) \cdot\binom{x_{t-1}^{+}}{y_{t-1}^{+}},
$$

and

$$
\begin{aligned}
& \binom{\hat{x}}{\hat{y}}=\left(\begin{array}{ll}
\cos \left(\frac{2(2 t-1) \pi}{N}\right) & \sin \left(\frac{2(2 t-1) \pi}{N}\right) \\
\sin \left(\frac{2(2 t-1) \pi}{N}\right) & -\cos \left(\frac{2(2 t-1) \pi}{N}\right)
\end{array}\right) \\
& \cdot\left(\begin{array}{ll}
\cos \left(\frac{2(t-1) \pi}{N}\right) & -\sin \left(\frac{2(t-1) \pi}{N}\right) \\
\sin \left(\frac{2(t-1) \pi}{N}\right) & \cos \left(\frac{2(t-1) \pi}{N}\right)
\end{array}\right) \cdot\binom{x_{0}^{+}}{y_{0}^{+}} .
\end{aligned}
$$

So we reach the conclusion that,

$$
\left(\begin{array}{l}
\hat{x} \\
\hat{y} \\
\hat{z}
\end{array}\right)=\left(\begin{array}{lll}
\cos \left(\frac{2 t \pi}{N}\right) & \sin \left(\frac{2 t \pi}{N}\right) & 0 \\
\sin \left(\frac{2 t \pi}{N}\right) & -\cos \left(\frac{2 t \pi}{N}\right) & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{0}^{+} \\
y_{0}^{+} \\
z_{0}^{+}
\end{array}\right)=\left(\begin{array}{c}
x_{t}^{-} \\
y_{t}^{-} \\
z_{t}^{-}
\end{array}\right) .
$$

It is very similar to prove the case of $y_{t-1}^{+}>\tan \left(\frac{(2 t-1) \pi}{N}\right) x_{t-1}^{+}$.
(ii).For $t=0,1 \cdots, N-1$, and $y_{t}^{+}<\tan \left(\frac{2 t \pi}{N}\right) x_{t}^{+}$. Then we have the normal of the plane $\vec{n}=\left\{-\tan \left(\frac{2 t \pi}{N}\right), 1,0\right\}$. Hence the symmetric point of $\left(x_{t}^{+}, y_{t}^{+}, z_{t}^{+}\right) \in$ $D_{t}^{+}$with respect to $y=\tan \left(\frac{2 t \pi}{N}\right) x$ is

$$
(\hat{x}, \hat{y}, \hat{z})=\left(x_{t}^{+}, y_{t}^{+}, z_{t}^{+}\right)+k\left(-\tan \left(\frac{2 t \pi}{N}\right), 1,0\right),
$$

Where $k=\frac{2\left(\tan \left(\frac{2 t \pi}{N}\right) x_{t}^{+}-y_{t}^{+}\right)}{1+\tan ^{2}\left(\frac{2 t \pi}{N}\right)}$. Therefore,

$$
\begin{aligned}
\hat{x} & =\cos \left(\frac{4 t \pi}{N}\right) x_{t}^{+}+\sin \left(\frac{4 t \pi}{N}\right) y_{t}^{+} \\
\hat{y} & =\sin \left(\frac{4 t \pi}{N}\right) x_{t}^{+}-\cos \left(\frac{4 t \pi}{N}\right) y_{t}^{+} \\
\hat{z} & =z_{t}^{+}=z_{0}^{+} .
\end{aligned}
$$

Hence, we have

$$
\binom{\hat{x}}{\hat{y}}=\left(\begin{array}{ll}
\cos \left(\frac{4 t \pi}{N}\right) & \sin \left(\frac{4 t \pi}{N}\right) \\
\sin \left(\frac{4 t \pi}{N}\right) & -\cos \left(\frac{4 t \pi}{N}\right) \\
&
\end{array}\right)\binom{x_{t}^{+}}{y_{t}^{+}}
$$

and

$$
\binom{\hat{y}}{\hat{y}}=\left(\begin{array}{ll}
\cos \left(\frac{4 t \pi}{N}\right) & \sin \left(\frac{4 t \pi}{N}\right) \\
\sin \left(\frac{4 t \pi}{N}\right) & -\cos \left(\frac{4 t \pi}{N}\right)
\end{array}\right)\left(\begin{array}{ll}
\cos \left(\frac{2 t \pi}{N}\right) & -\sin \left(\frac{2 t \pi}{N}\right) \\
\sin \left(\frac{2 t \pi}{N}\right) & \cos \left(\frac{2 t \pi}{N}\right)
\end{array}\right)\binom{x_{0}^{+}}{y_{0}^{+}} .
$$

Hence, by substituting $s=N-t$, we arrive at:

$$
\left(\begin{array}{l}
\hat{x} \\
\hat{y} \\
\hat{z}
\end{array}\right)=\left(\begin{array}{lll}
\cos \left(\frac{2 t \pi}{N}\right) & \sin \left(\frac{2 t \pi}{N}\right) & 0 \\
\sin \left(\frac{2 t \pi}{N}\right) & -\cos \left(\frac{2 t \pi}{N}\right) & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{0}^{+} \\
y_{0}^{+} \\
z_{0}^{+}
\end{array}\right)=\left(\begin{array}{l}
x_{t}^{-} \\
y_{t}^{-} \\
z_{t}^{-}
\end{array}\right) .
$$

It is very similar to prove the case of $y_{t}^{+}>\tan \left(\frac{2 t \pi}{N}\right) x_{t}^{+}$.

## The Proof of Lemma 4

We just check that

$$
2 \beta=\pi-\alpha .
$$

Since $\beta \in\left(0, \frac{\pi}{2}\right), \alpha \in\left(0, \frac{\pi}{2}\right)$, so we just need to check

$$
\cos (2 \beta)=\cos (\pi-\alpha)=-\frac{1}{3}
$$

Since

$$
\cos (2 \beta)=2 \cos ^{2}(\beta)-1=2 \frac{1}{3}-1=-\frac{1}{3} .
$$

Which means $\alpha+2 \beta=\pi$.

The Proof of Lemma 5.
By Remark 1.2, it follows that the length of arcs $P A, A B, B D$ and $D Q$ is $\beta$ and the length of arcs $P B$ and $C Q$ is $\alpha$.
(i). Since the plane $O A B$ is $z=\frac{\sqrt{2}}{2} x$, by taking $a=\frac{\sqrt{2}}{2}, b=0$ in Lemma 1.1, the length of $\operatorname{arc} A B$ is $\arctan \left(\frac{\tan \left(\frac{\pi}{3}\right)}{\sqrt{\frac{3}{2}}}\right)=\arctan (\sqrt{2})=\beta$.
(ii). Since the plane of $O B C$ is $z=-\frac{\sqrt{2}}{4} x+\frac{\sqrt{6}}{4} y$, by taking $a=-\frac{\sqrt{2}}{4}, b=\frac{\sqrt{6}}{4}$, the length of $\operatorname{arc} B C$ is

$$
2 \arctan \left(\frac{\sqrt{2}}{2}\right)=\arctan (2 \sqrt{2})=\alpha
$$

(iii). Since the plane of $O C D$ is $z=-\frac{\sqrt{2}}{4} x-\frac{\sqrt{6}}{4} y$, by taking $a=-\frac{\sqrt{2}}{4}, b=$ $-\frac{\sqrt{6}}{4}$, the length of $\operatorname{arc} C D$ is

$$
\arctan (\sqrt{2})=\beta
$$

## The Proof of Lemma ??

We just make use of the formula

$$
\frac{\sin \left(\phi_{1}\right)}{\sin \left(\operatorname{arc}_{A B}\right)}=\frac{\sin \left(\phi_{2}\right)}{\sin \left(\operatorname{arc}_{P B}\right)}=\frac{\sin \left(\phi_{3}\right)}{\sin \left(\operatorname{arc}_{P A}\right)},
$$

where $\phi_{1}=\frac{\pi}{3}$ is the angle between $\operatorname{arc}_{P B}$ and $\operatorname{arc}_{P A}, \phi_{2}$ is the angle between $\operatorname{arc} c_{A B}$ and $\operatorname{arc}_{P A}, \phi_{3}$ is the angle between $\operatorname{arc} c_{P B}$ and $\operatorname{arc} c_{A B}$. We can easily to find that $\phi_{2}=\frac{\pi}{2}$ and $\phi_{3}=\frac{\pi}{3}$. Similarly, we can derive that the spherical triangles $\triangle A B C, \Delta B C D$ and $\Delta C D Q$ are of type $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{3}\right)$.

The Proof of Lemma 7
By the Remark 1.2, it follows that the arc length of $P A, A C, C D, C F$ and $F Q$ is $\frac{\pi}{4}$, the arc length of $P B$ and $E Q$ is $\alpha$ and the arc length of $B D$ and $D E$ is $\frac{\pi}{2}-\alpha$.
(i). Since the plane $O A B$ is $z=x$, by taking $a=1, b=0$ in Lemma 1.1, the length of $\operatorname{arc} A B$ is $\arctan \left(\frac{\tan \left(\frac{\pi}{4}\right)}{\sqrt{2}}\right)=\arctan (\sqrt{2} / 2)=\frac{\pi}{2}-\alpha$.
(ii). Since the plane of $O B C$ is $z=y$, by taking $a=0, b=1$, the length of $\operatorname{arc} B C$ is $\arctan (\sqrt{2})=\alpha$. By the symmetry of sphere, we can attain the desired conclusions $(i)-(v i)$.

The Proof of Lemma 8
We just make use of the formula

$$
\frac{\sin \left(\phi_{1}\right)}{\sin \left(\operatorname{arc}_{A B}\right)}=\frac{\sin \left(\phi_{2}\right)}{\sin \left(\operatorname{arc}_{P B}\right)}=\frac{\sin \left(\phi_{3}\right)}{\sin \left(\operatorname{arc}_{P A}\right)},
$$

where $\phi_{1}=\frac{\pi}{4}$ is the angle between $\operatorname{arc}_{P B}$ and $\operatorname{arc} c_{P A}, \phi_{2}$ is the angle between $\operatorname{arc}_{A B}$ and $\operatorname{arc}_{P A}, \phi_{3}$ is the angle between $\operatorname{arc}_{P B}$ and $\operatorname{arc}_{A B}$. We can easily to find that $\phi_{2}=\frac{\pi}{2}$ and $\phi_{3}=\frac{\pi}{3}$. Similarly, we can obtain that the spherical triangles $\triangle A B C, \triangle B C D, \triangle C D E, \triangle C E F$ and $\triangle E F Q$ are of type $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{4}\right)$.

The Proof of Lemma 9
We just prove that

$$
\arcsin (l)+\arcsin \left(\frac{\sqrt{3}}{2} l\right)=\frac{\pi}{2}-\arcsin \left(l \sin \left(\frac{\pi}{5}\right)\right) .
$$

Which means

$$
\sqrt{1-l^{2}} \sqrt{1-\frac{3}{4} l^{2}}-\frac{\sqrt{3}}{2} l^{2}=l \sin \left(\frac{\pi}{5}\right)
$$

That is

$$
4 \sqrt{3} \sin \left(\frac{\pi}{5}\right) l^{3}+\left(7+4 \sin ^{2}\left(\frac{\pi}{5}\right)\right) l^{2}-4=0
$$

Substituting $l=\frac{4 \sin \left(\frac{\pi}{5}\right)}{\sqrt{15}}$ into the above equation, we have

$$
(48+16 \sqrt{5}) \sin ^{2}\left(\frac{\pi}{5}\right)=20+4 \sqrt{5}
$$

Which is

$$
\sin ^{2}\left(\frac{\pi}{5}\right)=\frac{5-\sqrt{5}}{8}
$$

Hence we complete the proof.
The Proof of Lemma 10.
We just give the proof of (i)-(iv). The proof of (v)-(viii) can be got by the antisymmetry of sphere. By Remark 1.2, it follows that the arc length of $P A$ and $A C$ is $\beta$, the arc length of $P B$ is $\alpha$ and the arc length of $B D$ and $D E$ is $\gamma$.
(i). Since the plane $O A B$ is $z=\cot (\beta) x$, by taking $a=\cot (\beta), b=0$ in Lemma 1.1, the length of $\operatorname{arc} A B$ is $\arctan \left(\frac{\tan \left(\frac{\pi}{5}\right)}{\sqrt{1+\cot ^{2}(\beta)}}\right)=\arctan \left(\tan \left(\frac{\pi}{5}\right) \sin (\beta)\right)$. Since

$$
\sin \left(\arctan \left(\tan \left(\frac{\pi}{5}\right) \sin (\beta)\right)\right)=l \sin \left(\frac{\pi}{5}\right)
$$

Hence the length of arc $A B$ is $\gamma$.
(ii). Since the plane $O B C$ is $z=\cot (2 \beta) x+\cot \left(\frac{\pi}{5}\right)(\cot (\beta)-\cot (2 \beta)) y$, and $\cot (2 \beta)=\frac{1}{2}, \cot (\beta)=\frac{1+\sqrt{5}}{2}$. By taking $a=\cot (2 \beta), b=\cot \left(\frac{\pi}{5}\right)(\cot (\beta)-$ $\cot (2 \beta)), \tan (\xi)=\frac{b}{a}$ in Lemma 1.1, the length of arc $B C$ is

$$
\arctan \left(\tan \left(\frac{\pi}{5}-\xi\right) \frac{2 \sin (\pi / 5)}{\sqrt{5}}\right)+\arctan \left(2 \cos \left(\frac{\pi}{5}\right)\right)
$$

Since $\tan (\alpha)=3-\sqrt{5}=\tan \left(\arctan \left(\tan \left(\frac{\pi}{5}-\xi\right) \frac{2 \sin (\pi / 5)}{\sqrt{5}}\right)+\arctan \left(2 \cos \left(\frac{\pi}{5}\right)\right)\right)$. Hence the length of arc $B C$ is $\alpha$.
(iii). Since the plane $O C D$ is $z=\cot (2 \beta) x+\left(\csc \left(\frac{\pi}{5}\right) \cot (\alpha+\gamma)-\cot \left(\frac{\pi}{5}\right) \cot (2 \beta)\right) y$, and $\cot (2 \beta)=\frac{1}{2}, \cot (\alpha+\gamma)=\frac{\sqrt{5}-1}{2}, \cos \left(\frac{\pi}{5}\right)=\frac{\sqrt{5}+1}{4}$. By taking $a=\cot (2 \beta), b=$ $\csc \left(\frac{\pi}{5}\right) \cot (\alpha+\gamma)-\cot \left(\frac{\pi}{5}\right) \cot (2 \beta), \tan (\xi)=\frac{b}{a}=\frac{3 \sqrt{5}-5}{4 \sin \frac{\pi}{5}}=\tan \left(\frac{\pi}{5}\right)$ in Lemma 1.1, we have $\sqrt{1+a^{2}+b^{2}}=2 \sin \left(\frac{\pi}{5}\right)$, the length of $\operatorname{arc} C D$ is

$$
\arctan \left(\tan \left(\frac{\pi}{5}\right) /\left(2 \sin \left(\frac{\pi}{5}\right)\right)\right)=\arctan \left(\frac{\sqrt{5}-1}{2}\right)=\beta .
$$

(iv). Since the plane $O C E$ is $z=\cot (2 \beta) x+\left(\csc \left(\frac{\pi}{5}\right) \cot (\alpha+2 \gamma)-\cot \left(\frac{\pi}{5}\right) \cot (2 \beta)\right) y$, and $\cot (2 \beta)=\frac{1}{2}, \cot (\alpha+2 \gamma)=\frac{\sqrt{5}-3}{4}, \cos \left(\frac{\pi}{5}\right)=\frac{\sqrt{5}+1}{4}$. By taking $a=$ $\cot (2 \beta), b=\csc \left(\frac{\pi}{5}\right) \cot (\alpha+2 \gamma)-\cot \left(\frac{\pi}{5}\right) \cot (2 \beta)=\frac{5-3 \sqrt{3}}{8 \sin \left(\frac{\pi}{5}\right)}, \tan (\xi)=\frac{b}{a}=$ $\frac{5-3 \sqrt{5}}{4 \sin \frac{\pi}{5}}=\tan \left(-\frac{\pi}{5}\right)$, we have $\sqrt{1+a^{2}+b^{2}}=2 \sin \left(\frac{\pi}{5}\right)$, the length of arc $C E$ is

$$
\arctan \left(\tan \left(\frac{2 \pi}{5}\right) /\left(2 \sin \left(\frac{\pi}{5}\right)\right)\right)-\arctan \left(\tan \left(\frac{\pi}{5}\right) /\left(2 \sin \left(\frac{\pi}{5}\right)\right)\right)
$$

Since $\tan (\alpha)=3-\sqrt{5}=\tan \left[\arctan \left(\tan \left(\frac{2 \pi}{5}\right) /\left(2 \sin \left(\frac{\pi}{5}\right)\right)\right)-\arctan \left(\tan \left(\frac{\pi}{5}\right) /\left(2 \sin \left(\frac{\pi}{5}\right)\right)\right)\right]$. Hence the length of $\operatorname{arc} C E$ is $\alpha$.

## The Proof of Lemma 11

(i). The plane $O C G$ is $z=\cot (2 \beta) x-\left[\csc \left(\frac{\pi}{5}\right) \cot (2 \beta)+\cot \left(\frac{\pi}{5}\right) \cot (2 \beta)\right] y$. Letting $a=\cot (2 \beta), b=-\left[\csc \left(\frac{\pi}{5}\right) \cot (2 \beta)+\cot \left(\frac{\pi}{5}\right) \cot (2 \beta)\right], \tan (\xi)=\frac{b}{a}=$ $-\frac{5+\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)}$, we have $\sqrt{1+a^{2}+b^{2}}=\frac{\sqrt{5}}{2 \sin \left(\frac{\pi}{5}\right)}$, the arc length $C G$ is

$$
\arctan \left(\frac{\tan \left(\frac{\pi}{5}-\xi\right)}{\sqrt{1+a^{2}+b^{2}}}\right)+\arctan \left(\frac{\tan (\xi)}{\sqrt{1+a^{2}+b^{2}}}\right) .
$$

Since

$$
\tan \left(\arctan \left(\frac{\tan \left(\frac{\pi}{5}-\xi\right)}{\sqrt{1+a^{2}+b^{2}}}\right)+\arctan \left(\frac{\tan (\xi)}{\sqrt{1+a^{2}+b^{2}}}\right)\right)=2=\tan (2 \beta)
$$

Hence, we obtain that the arc length of $C G$ is $2 \beta$.
(ii). The plane $O E F$ is $z=\cot (\alpha+2 \beta) x+\left[\csc \left(\frac{\pi}{5}\right) \cot (\alpha+2 \gamma)-\cot \left(\frac{\pi}{5}\right) \cot (\alpha+\right.$ $2 \beta)]$. Letting $\left.a=\cot (\alpha+2 \beta), b=\csc \left(\frac{\pi}{5}\right) \cot (\alpha+2 \gamma)-\cot \left(\frac{\pi}{5}\right) \cot (\alpha+2 \beta)\right]$, $\tan (\xi)=\frac{b}{a}=-\frac{5+\sqrt{5}}{4 \sin \left(\frac{\pi}{5}\right)}$, we have $\sqrt{1+a^{2}+b^{2}}=\frac{\sqrt{5(3-\sqrt{5})}}{\sqrt{8} \sin \left(\frac{\pi}{5}\right)}$, the arc length $E F$ is

$$
\arctan \left(\frac{\tan \left(\frac{\pi}{5}-\xi\right)}{\sqrt{1+a^{2}+b^{2}}}\right)+\arctan \left(\frac{\tan (\xi)}{\sqrt{1+a^{2}+b^{2}}}\right) .
$$

Since

$$
\tan \left(\arctan \left(\frac{\tan \left(\frac{\pi}{5}-\xi\right)}{\sqrt{1+a^{2}+b^{2}}}\right)+\arctan \left(\frac{\tan (\xi)}{\sqrt{1+a^{2}+b^{2}}}\right)\right)=\frac{2}{\sqrt{5}}=\tan (2 \gamma)
$$

Hence, we obtain that the arc length of $E F$ is $2 \gamma$.
(iii). The normal vector of plane $O C G$ is $\vec{n}_{1}=\left(-1, \frac{1}{2},-\frac{1}{2}\left(\cot \left(\frac{\pi}{5}\right)+\csc \left(\frac{\pi}{5}\right)\right)\right)$; The normal vector of plane $O E F$ is $\vec{n}_{2}=\left(-1,-\frac{3-\sqrt{5}}{4}, \frac{3-\sqrt{5}}{4}\left(\cot \left(\frac{\pi}{5}\right)+\csc \left(\frac{\pi}{5}\right)\right)\right)$. Since

$$
\begin{aligned}
\vec{n}_{1} \cdot \vec{n}_{2} & =1-\frac{3-\sqrt{5}}{8}-\frac{3-\sqrt{5}}{8}\left(\cot \left(\frac{\pi}{5}\right)+\csc \left(\frac{\pi}{5}\right)\right)^{2} \\
& =\frac{5+\sqrt{5}}{8}-\frac{3-\sqrt{5}}{8}\left(\frac{3+\sqrt{(5)}}{5-\sqrt{5}}+\frac{8}{5-\sqrt{5}}+\frac{4(1+\sqrt{5})}{5-\sqrt{5}}\right) \\
& =0
\end{aligned}
$$

Therefore, the plane $O E F$ is vertical to plane $O C G$.
(iv). Let $M$ be the intersection of $\operatorname{arcs} E F$ and $C G$. It satisfies

$$
\left\{\begin{array}{l}
z=\frac{1}{2} x-\frac{1}{2}\left(\csc \left(\frac{\pi}{5}\right)+\cot \left(\frac{\pi}{5}\right)\right) y \\
z=-\frac{3-\sqrt{5}}{4} x+\frac{3-\sqrt{5}}{4}\left(\csc \left(\frac{\pi}{5}\right)+\cot \left(\frac{\pi}{5}\right)\right) y
\end{array}\right.
$$

By solving the above equation, we can get the coordinate of $M$ is $\left(\cos \left(\frac{\pi}{10}\right), \sin \left(\frac{\pi}{10}\right), 0\right)$. It is easy to obtain that the arc length of $M F$ and $M C$ are $\gamma$ and $\beta$, respectively.

At the same time, we can obtain that the arc length of $M E$ and $M C$ are $\gamma$ and $\beta$, respectively.

The Proof of Lemma 12.
We just make use of the formula

$$
\frac{\sin \left(\phi_{1}\right)}{\sin \left(\operatorname{arc}_{A B}\right)}=\frac{\sin \left(\phi_{2}\right)}{\sin \left(\operatorname{arc}_{P B}\right)}=\frac{\sin \left(\phi_{3}\right)}{\sin \left(\operatorname{arc}_{P A}\right)},
$$

where $\phi_{1}=\frac{\pi}{5}$ is the angle between $\operatorname{arc}_{P B}$ and $\operatorname{arc} c_{P A}, \phi_{2}$ is the angle between $\operatorname{arc}_{A B}$ and $\operatorname{arc}_{P A}, \phi_{3}$ is the angle between $\operatorname{arc}_{P B}$ and $\operatorname{arc}_{A B}$. We can easily to find that $\phi_{2}=\frac{\pi}{2}$ and $\phi_{3}=\frac{\pi}{3}$. Similarly, we can obtain that the other spherical triangles are of type $\Delta\left(\frac{\pi}{2}, \frac{\pi}{3}, \frac{\pi}{5}\right)$.

The Proof of Lemma 13.
(i). We suppose that the boundary between $H_{0, j}^{+}$and $H_{0, j+1}^{+}$is $z=a x+b y$. By (5.2), we have

$$
\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime}=B_{k}^{+} A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}
$$

and

$$
\left(x_{k, j+1}^{+}, y_{k, j+1}^{+}, z_{k, j+1}^{+}\right)^{\prime}=B_{k}^{+} A A_{j}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}
$$

Where

$$
A=\left(\begin{array}{ccc}
\frac{-a^{2}+b^{2}+1}{a^{2}+b^{2}+1} & \frac{-2 a b}{a^{2}+b^{2}+1} & \frac{2 a}{a^{2}+b^{2}+1} \\
\frac{-2 a b}{a^{2}+b^{2}+1} & \frac{a^{2}-b^{2}+1}{a^{2}+b^{2}+1} & \frac{2 b}{a^{2}+b^{2}+1} \\
\frac{2 a}{a^{2}+b^{2}+1} & \frac{2 b}{a^{2}+b^{2}+1} & \frac{a^{2}+b^{2}-1}{a^{2}+b^{2}+1}
\end{array}\right) .
$$

Therefore,

$$
\left(x_{k, j+1}^{+}, y_{k, j+1}^{+}, z_{k, j+1}^{+}\right)^{\prime}=B_{k}^{+} A\left(B_{k}^{+}\right)^{-1}\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime},
$$

where

$$
B_{k}=\left(\begin{array}{lll}
\cos \left(\frac{2 k \pi}{3}\right) & \sin \left(\frac{2 k \pi}{3}\right) & 0 \\
-\sin \left(\frac{2 k \pi}{3}\right) & \cos \left(\frac{2 k \pi}{3}\right) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

A computation gives:

$$
B_{k} A B_{k}^{-1}=\frac{1}{a^{2}+b^{2}+1}\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

where

$$
\begin{aligned}
& a_{11}=\left(b^{2}-a^{2}\right) \cos \left(\frac{4 k \pi}{3}\right)+2 a b \sin \left(\frac{4 k \pi}{3}\right)+1, \\
& a_{12}=\left(b^{2}-a^{2}\right) \sin \left(\frac{4 k \pi}{3}\right)-2 a b \cos \left(\frac{4 k \pi}{3}\right)+1, \\
& a_{13}=2 a \cos \left(\frac{2 k \pi}{3}\right)-2 b \sin \left(\frac{2 k \pi}{3}\right), \\
& a_{22}=\left(a^{2}-b^{2}\right) \cos \left(\frac{4 k \pi}{3}\right)-2 a b \sin \left(\frac{4 k \pi}{3}\right)+1, \\
& a_{23}=2 a \sin \left(\frac{2 k \pi}{3}\right)+2 b \cos \left(\frac{2 k \pi}{3}\right), \\
& a_{33}=a^{2}+b^{2}-1, \\
& a_{21}=a_{12} \\
& a_{31}=a_{13} \\
& a_{32}=a_{23} .
\end{aligned}
$$

On the other hand, the boundary between $H_{k, j}^{+}$and $H_{k, j+1}^{+}$is $z=\left(a \cos \left(\frac{2 k \pi}{3}\right)-\right.$ $b \sin \left(\frac{2 k \pi}{3}\right) x+\left(b \cos \left(\frac{2 k \pi}{3}\right)+a \sin \left(\frac{2 k \pi}{3}\right) y\right.$. Hence, the symmetric point $\left(\hat{x}_{k, j+1}^{+}, \hat{y}_{k, j+1}^{+}, \hat{z}_{k, j+1}^{+}\right) \in H_{k, j+1}^{+}$of $\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)$with respect to the boundary between $H_{k, j}^{+}$and $H_{k, j+1}^{+}$can be got by Lemma 1.2, which is

$$
\left(\hat{x}_{k, j+1}^{+}, \hat{y}_{k, j+1}^{+}, \hat{z}_{k, j+1}^{+}\right)^{\prime}=\hat{A}\left(x_{k, j}^{+}, y_{k, j}^{+}, z_{k, j}^{+}\right)^{\prime} .
$$

It is not difficult to check that $\hat{A}=B_{k} A B_{k}^{-1}$. Therefore, we obtain our conclusion ( $i$ ). Similarly, we can prove the conclusion (ii).

### 7.3 Appendix for Chapter 4

The proof of Theorem 4.
It is easy to check the initial condition. Hence, we just need to check the boundaries of system (4.3)
(i). For the boundary condition $L_{1}, L_{2}$, we just check the case (i). It can be done by the same approach for other cases. We let

$$
x=r \cos (\phi) \sin (\theta), y=r \sin (\phi) \sin (\theta), z=r \cos (\theta),
$$

$$
x_{0, j}^{+}=r_{j} \cos \left(\phi_{0, j}\right) \sin \left(\theta_{0, j}\right), y_{0, j}^{+}=r_{j} \sin \left(\phi_{0, j}\right) \sin \left(\theta_{0, j}\right), z_{0, j}^{+}=r_{j} \cos \left(\theta_{0, j}\right)
$$

Then we have

$$
\left\{\begin{array}{l}
x_{k, j}^{+}=r_{j} \cos \left(\frac{2 k \pi}{3}+\phi_{0, j}\right) \sin \left(\theta_{0, j}\right), \\
y_{k, j}^{+}=r_{j} \sin \left(\frac{2 k \pi}{3}+\phi_{0, j}\right) \sin \left(\theta_{0, j}\right), \\
z_{k, j}^{+}=r_{j} \cos \left(\theta_{0, j}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
x_{k, j}^{-}=r_{j} \cos \left(\frac{2 k \pi}{3}-\phi_{0, j}\right) \sin \left(\theta_{0, j}\right), \\
y_{k, j}^{-}=r_{j} \sin \left(\frac{2 k \pi}{3}-\phi_{0, j}\right) \sin \left(\theta_{0, j}\right), \\
z_{k, j}^{+}=r_{j} \cos \left(\theta_{0, j}\right) .
\end{array}\right.
$$

Moreover,

$$
\begin{aligned}
g_{k, j}^{+}=\frac{1}{(2 \pi t)^{3 / 2}} \exp \left\{-\frac{1}{2 t}\left[r^{2}+r_{j}^{2}-2 r r_{j}\left(\begin{array}{l} 
\\
\\
\\
\\
\\
\\
\left.\left.\left.+\cos \left(\frac{2 k \pi}{3}+\phi_{0, j}-\phi\right) \cos \left(\theta_{0, j}\right)\right)\right]\right\}
\end{array} \text { sin }(\theta) \sin \left(\theta_{0, j}\right)\right.\right.\right. \\
\end{aligned}
$$

and

$$
\begin{aligned}
& g_{k, j}^{-}=\frac{1}{(2 \pi t)^{3 / 2}} \exp \left\{-\frac{1}{2 t}\left[r^{2}+r_{j}^{2}-2 r r_{j}\left(\quad \cos \left(\frac{2 k \pi}{3}-\phi_{0, j}-\phi\right) \sin (\theta) \sin \left(\theta_{0, j}\right)\right.\right.\right. \\
& \left.\left.\left.+\cos (\theta) \cos \left(\theta_{0, j}\right)\right)\right]\right\} \text {. }
\end{aligned}
$$

If $\phi=0$, which is equivalent to $y=0$, we have $g_{k, j}^{+}+g_{3-k, j}^{-}=0, k=0,1,2$. Hence $u(x, y=0, z ; t)=0$.

If $\phi=\frac{\pi}{3}$, which is equivalent to $y=x \tan \left(\frac{\pi}{3}\right)$, we find that

$$
\begin{aligned}
g_{k, j}^{+}=\frac{1}{(2 \pi t)^{3 / 2}} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{j}^{2}-2 r r_{j}( \right.\right. & \cos \left(\frac{(2 k-1) \pi}{3}+\phi_{0, j}\right) \sin (\theta) \sin \left(\theta_{0, j}\right) \\
& \left.\left.\left.+\cos (\theta) \cos \left(\theta_{0, j}\right)\right)\right]\right),
\end{aligned}
$$

and

$$
\begin{aligned}
g_{k, j}^{-}=\frac{1}{(2 \pi t)^{3 / 2}} \exp \left(-\frac{1}{2 t}\left[r^{2}+r_{j}^{2}-2 r r_{j}( \right.\right. & \cos \left(\frac{(2 k-1) \pi}{3}-\phi_{0, j}\right) \sin (\theta) \sin \left(\theta_{0, j}\right) \\
& \left.\left.\left.+\cos (\theta) \cos \left(\theta_{0, j}\right)\right)\right]\right) .
\end{aligned}
$$

Hence,

$$
g_{0, j}^{+}=-g_{1, j}^{-}, g_{1, j}^{+}=-g_{0, j}^{-}, g_{2, j}^{+}=-g_{2, j}^{-}
$$

Therefore, we have $u\left(x, y=x \tan \left(\frac{\pi}{3}\right), z ; t\right)=0$.
(ii) For the boundary $L_{3}$, that is $z=\frac{-\rho_{13}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} x$, we let, (for simple, we take $\pm$ off,)

$$
I_{k, j}=\left(x-x_{k, j}\right)^{2}+\left(y-y_{k, j}\right)^{2}+\left(z-z_{k, j}\right)^{2}
$$

$x_{k 1, j 1}^{2}+y_{k 1, j 1}^{2}+z_{k 1, j 1}^{2}=x_{k 2, j 2}^{2}+y_{k 2, j 2}^{2}+z_{k 2, j 2}^{2}$. If $I_{k 1, j 1}=I_{k 2, j 2}$ on the boundary $L 3$, it is equivalent to $y_{k 1, j 1}=y_{k 2, j 2}$ and

$$
\begin{equation*}
x_{k 1, j 1}-\frac{\rho_{13}}{\sqrt{1-\rho_{12}^{2}}-\rho_{13}^{2}} z_{k 1, j 1}=x_{k 2, j 2}-\frac{\rho_{13}}{\sqrt{1-\rho_{12}^{2}}-\rho_{13}^{2}} z_{k 2, j 2} . \tag{7.2}
\end{equation*}
$$

$\operatorname{Denoting}\left(x_{k 1, j 1}, y_{k 1, j 1}, z_{k 1, j 1}\right)^{\prime}=B_{k 1} A_{k 1}\left(x_{0}, y_{0}, z_{0}\right)^{\prime},\left(x_{k 2, j 2}, y_{k 2, j 2}, z_{k 2, j 2}\right)^{\prime}=$ $B_{k 2} A_{k 2}\left(x_{0}, y_{0}, z_{0}\right)^{\prime}$, we have

$$
\begin{aligned}
& x_{k 1, j 1}=a_{11} x_{0}+a_{12} y_{0}+a_{13} z_{0} \\
& y_{k 1, j 1}=a_{21} x_{0}+a_{22} y_{0}+a_{23} z_{0} \\
& z_{k 1, j 1}=a_{31} x_{0}+a_{32} y_{0}+a_{33} z_{0} \\
& \\
& x_{k 2, j 2}=b_{11} x_{0}+b_{12} y_{0}+b_{13} z_{0} \\
& y_{k 2, j 2}=b_{21} x_{0}+b_{22} y_{0}+b_{23} z_{0} \\
& z_{k 2, j 2}=b_{31} x_{0}+b_{32} y_{0}+b_{33} z_{0}
\end{aligned}
$$

Therefore, $\operatorname{Equ}(7.2)$ is equivalent to, for $i=1,2,3$

$$
\begin{equation*}
a_{2 i}=b_{2 i}, a_{1 i}+\frac{-\rho_{13}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} a_{3 i}=b_{1 i}+\frac{-\rho_{13}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} b_{3 i} . \tag{7.3}
\end{equation*}
$$

(iii). Using (7.3), we get, for the case (i), which is $z=\frac{\sqrt{2}}{2} x$

$$
\begin{array}{ll}
I_{0,1}^{+} I_{0,2}^{+}, & I_{1,1}^{+}=I_{0,4}^{+}, \\
I_{2,1}^{+}=I_{0,3}^{-}, & I_{0,1}^{-}=I_{0,2}^{-}, \\
I_{2,1}^{-}=I_{0,4}^{-}, & I_{1,1}^{-}=I_{0,3}^{+}, \\
I_{1,2}^{+}=I_{1,4}^{-}, & I_{2,2}^{+}=I_{2,3}^{+}, \\
I_{2,2}^{-}=I_{2,4}^{+}, & I_{1,2}^{-}=I_{1,3}^{-}, \\
I_{2,3}^{-}=I_{2,4}^{-}, & I_{1,3}^{+}=I_{1,4}^{+} .
\end{array}
$$

Hence,

$$
\begin{aligned}
g_{0,1}^{+}=g_{0,2}^{+}, & g_{1,1}^{+}=g_{0,4}^{+}, \\
g_{2,1}^{+}=-g_{0,3}^{-}, & g_{0,1}^{-}=g_{0,2}^{-}, \\
g_{2,1}^{-}=g_{0,4}^{-}, & g_{1,1}^{-}=-g_{0,3}^{+}, \\
g_{1,2}^{+}=-g_{1,4}^{-}, & g_{2,2}^{+}=g_{2,3}^{+}, \\
g_{2,2}^{-}=-g_{2,4}^{+}, & g_{1,2}^{-}=g_{1,3}^{-}, \\
g_{2,3}^{-}=g_{2,4}^{-}, & g_{1,3}^{+}=g_{1,4}^{+} .
\end{aligned}
$$

Therefore, for the case (i), on the boundary $z=\frac{\sqrt{2}}{2} x$, we have $u(x, y, z, t)=$ 0.
(iv). From (7.3), we get, for the case (ii), which is $z=x$

$$
\begin{array}{cc}
I_{0,1}^{ \pm} I_{0,2}^{ \pm}, & I_{1,1}^{+}=I_{0,3}^{-}, \\
I_{2,1}^{+}=I_{0,1}^{-}=I_{0,3}^{+}, & I_{2,1}^{-}=I_{0,5}^{+}, \\
I_{3,1}^{ \pm}=I_{0,4}^{ \pm}, \\
I_{1,2}^{ \pm}=I_{1,3}^{ \pm}, & I_{2,2}^{+}=I_{0,6}^{-}, \\
I_{2,2}^{-}=I_{0,6}^{+}, \\
I_{3,2}^{+}=I_{1,4}^{-}, & I_{3,2}^{-}=I_{1,4}^{+}, \\
I_{2,3}^{ \pm}=I_{1,6}^{ \pm}, \\
I_{3,3}^{+}=I_{1,5}^{-}, & I_{3,3}^{-}=I_{1,5}^{+}, \\
I_{3,4}^{ \pm}=I_{3,5}^{ \pm}, \\
I_{3,6}^{+}, & I_{2,4}^{-}=I_{3,6}^{+}, \\
I_{2,5}^{ \pm}=I_{2,6}^{ \pm} .
\end{array}
$$

Hence,

$$
\begin{array}{ccc}
g_{0,1}^{ \pm}=g_{0,2}^{ \pm}, & g_{1,1}^{+}=-g_{0,3}^{-}, & g_{1,1}^{-}=-g_{0,3}^{+} \\
g_{2,1}^{+}=-g_{0,5}^{-}, & g_{2,1}^{-}=-g_{0,5}^{+}, & g_{3,1}^{ \pm}=g_{0,4}^{+}, \\
g_{1,2}^{ \pm}=g_{1,3}^{ \pm}, & g_{2,2}^{+}=-g_{0,6}^{-}, & g_{2,2}^{-}=-g_{0,6}^{+}, \\
g_{3,2}^{+}=-g_{1,4}^{-}, & g_{3,2}^{-}=-g_{1,4}^{+}, & g_{2,3}^{ \pm}=g_{1,6}^{ \pm}, \\
g_{3,3}^{+}=-g_{1,5}^{-}, & g_{3,3}^{-}=-g_{1,5}^{+}, & g_{3,4}^{ \pm}=g_{3,5}^{ \pm}, \\
g_{2,4}^{+}=-g_{3,6}^{-}, & g_{2,4}^{-}=-g_{3,6}^{+}, & g_{2,5}^{ \pm}=g_{2,6}^{ \pm} .
\end{array}
$$

Therefore, for the case (ii), on the boundary $z=x$, we have $u(x, y, z, t)=0$.
(v). From (7.3), we get, for the case (iii), which is $z=\cot (\pi / 5) x$

$$
\begin{array}{rrr}
I_{0,1}^{+}=I_{0,2}^{+}, & I_{1,1}^{+}=I_{0,4}^{-}, & I_{1,1}^{-}=I_{0,3}^{+} \\
I_{2,1}^{+}=I_{0,6}^{+}, & I_{2,1}^{-}=I_{0,5}^{+}, & I_{3,1}^{+}=I_{0,5}^{-,}, \\
I_{3,1}^{-}=I_{0,6}^{-}, & I_{4,1}^{+}=I_{0,3}^{-}, & I_{4,1}^{-}=I_{0,4}^{-} \\
I_{1,2}^{+}=I_{1,4}^{-}, & I_{1,2}^{-}=I_{1,3}^{-}, & I_{2,2}^{+}=I_{0,7}^{+} \\
I_{2,2}^{-}=I_{0,12}^{+}, & I_{3,2}^{+}=I_{0,12}^{-}, & I_{3,2}^{-}=I_{0,7}^{-}, \\
I_{4,2}^{+} I_{4,3}^{+}, & I_{4,2}^{-}=I_{4,4}^{+}, & I_{1,3}^{+}=I_{1,5}^{-}, \\
I_{2,3}^{+}=I_{0,8}^{+}, & I_{2,3}^{-}=I_{1,12}^{-}, & I_{3,3}^{+}=I_{4,12}^{+}, \\
I_{3,3}^{-} I_{0,8}^{-}, & I_{4,3}^{-}=I_{4,5}^{+}, & I_{1,4}^{+}=I_{1,6}^{-}, \\
I_{2,4}^{+}=I_{0,9}^{+}, & I_{2,4}^{-}=I_{1,7}^{-}, & I_{3,4}^{+}=I_{4,7}^{+},
\end{array}
$$

$$
\begin{array}{rcc}
I_{3,4}^{-}=I_{0,9}^{-}, & I_{4,4}^{-}=I_{4,6}^{+}, & I_{1,5}^{+}=I_{1,6}^{+}, \\
I_{2,5}^{+}=I_{0,10}^{+}, & I_{2,5}^{-}=I_{1,8}^{-}, & I_{3,5}^{+}=I_{4,8}^{+}, \\
I_{3,5}^{-}=I_{0,10}^{-}, & I_{4,3}^{-}=I_{1,6}^{-}, & I_{2,6}^{+}=I_{1,10}^{-}, \\
I_{2,6}^{-}=I_{1,9}^{-}, & I_{3,6}^{+}=I_{4,9}^{+}, & I_{3,6}^{-}=I_{4,10}^{+}, \\
I_{1,12}^{+}=I_{1,7}^{+}, & I_{2,12}^{+}=I_{0,11}^{+}, & I_{2,12}^{-}=I_{1,8}^{+}, \\
I_{3,12}^{+}=I_{4,8}^{-}, & I_{3,12}^{-}=I_{0,11}^{-,}, & I_{4,12}^{-}=I_{4,7}^{-}, \\
I_{2,7}^{+}=I_{1,11}^{-}, & I_{2,7}^{-}=I_{1,9}^{+}, & I_{3,7}^{+}=I_{4,9}^{-}, \\
I_{3,7}^{-}=I_{4,11}^{+}, & I_{2,8}^{+}=I_{1,11}^{+}, & I_{2,8}^{-}=I_{1,10}^{+}, \\
I_{3,8}^{+}=I_{4,10}^{-}, & I_{3,8}^{-}=I_{4,11}^{-}, & I_{2,9}^{+}=I_{2,11}^{-}, \\
I_{2,9}^{-}=I_{2,10}^{-}, & I_{3,9}^{+}=I_{3,10}^{+}, & I_{3,9}^{-}=I_{4,11}^{+, 1}, \\
I_{2,10}^{+}=I_{2,11}^{+}, & I_{3,10}^{-}=I_{3,11}^{-},
\end{array}
$$

Hence,

$$
\begin{aligned}
& g_{0,1}^{ \pm}=g_{0,2}^{ \pm}, \quad g_{1,1}^{+}=-g_{0,4}^{-}, \quad g_{1,1}^{-}=-g_{0,3}^{+} \\
& g_{2,1}^{+}=g_{0,6}^{+}, \quad g_{2,1}^{-}=-g_{0,5}^{+}, \quad g_{3,1}^{+}=-g_{0,5}^{-}, \\
& g_{3,1}^{-}=g_{0,6}^{-}, \quad g_{4,1}^{+}=-g_{0,3}^{-}, \quad g_{4,1}^{-}=g_{0,4}^{-} \\
& g_{1,2}^{+}=-g_{1,4}^{-}, \quad g_{1,2}^{-}=g_{1,3}^{-}, \quad g_{2,2}^{+}=g_{0,7}^{+}, \\
& g_{2,2}^{-}=-g_{0,12}^{+}, \quad g_{3,2}^{+}=-g_{0,12}^{-}, \quad g_{3,2}^{-}=g_{0,7}^{-}, \\
& g_{4,2}^{+}=g_{4,3}^{+}, \quad g_{4,2}^{-}=-g_{4,4}^{+}, \quad g_{1,3}^{+}=-g_{1,5}^{-}, \\
& g_{2,3}^{+}=g_{0,8}^{+}, \quad g_{2,3}^{-}=g_{1,12}^{-}, \quad g_{3,3}^{+}=g_{4,12}^{+}, \\
& g_{3,3}^{-}=g_{0,8}^{-}, \quad g_{4,3}^{-}=-g_{4,5}^{+}, \quad g_{1,4}^{+}=-g_{1,6}^{-}, \\
& g_{2,4}^{+}=g_{0,9}^{+}, \quad g_{2,4}^{-}=g_{1,7}^{-}, \quad g_{3,4}^{+}=g_{4,7}^{+}, \\
& g_{3,4}^{-}=g_{0,9}^{-}, \quad g_{4,4}^{-}=-g_{4,6}^{+}, \quad g_{1,5}^{+}=g_{1,6}^{+}, \\
& g_{2,5}^{+}=g_{0,10}^{+}, \quad g_{2,5}^{-}=g_{1,8}^{-}, \quad g_{3,5}^{+}=g_{4,8}^{+}, \\
& g_{3,5}^{-}=g_{0,10}^{-}, \quad g_{4,3}^{-}=g_{1,6}^{-}, \quad g_{2,6}^{+}=-g_{1,10}^{-}, \\
& g_{2,6}^{-}=g_{1,9}^{-}, \quad g_{3,6}^{+}=g_{4,9}^{+}, \quad g_{3,6}^{-}=-g_{4,10}^{+}, \\
& g_{1,12}^{+}=g_{1,7}^{+}, \quad g_{2,12}^{+}=g_{0,11}^{+}, \quad g_{2,12}^{-}=-g_{1,8}^{+}, \\
& g_{3,12}^{+}=-g_{4,8}^{-}, \quad g_{3,12}^{-}=g_{0,11}^{-}, \quad g_{4,12}^{-}=g_{4,7}^{-}, \\
& g_{2,7}^{+}=-g_{1,11}^{-}, \quad g_{2,7}^{-}=-g_{1,9}^{+}, \quad g_{3,7}^{+}=-g_{4,9}^{-}, \\
& g_{3,7}^{-}=-g_{4,11}^{+}, \quad g_{2,8}^{+}=g_{1,11}^{+}, \quad g_{2,8}^{-}=-g_{1,10}^{+}, \\
& g_{3,8}^{+}=-g_{4,10}^{-}, \quad g_{3,8}^{-}=g_{4,11}^{-}, \quad g_{2,9}^{+}=-g_{2,11}^{-}, \\
& g_{2,9}^{-}=g_{2,10}^{-}, \quad g_{3,9}^{+}=g_{3,10}^{+}, \quad g_{3,9}^{-}=-g_{4,11}^{+}, \\
& g_{2,10}^{+}=g_{2,11}^{+}, \quad g_{3,10}^{-}=g_{3,11}^{-},
\end{aligned}
$$

Therefore, for the case (iii), on the boundary $z=\cot (\pi / 5) x$, we have $u(x, y, z, t)=$ 0 .
(v). From (7.3), we get, for the case (iv), which is $z=0$,

$$
g_{k, 1}^{ \pm}=g_{k, 2}^{ \pm}, k=0,1,2, \cdots, N
$$

Therefore, for the case (iii), on the boundary $z=0$, we have $u(x, y, z, t)=0$.
In conclusion, by the above steps, the solution of the heat equation can be expressed as (4.10).

## The Proof of Theorem 5.

(1) If we let $\rho_{13}=\rho_{23}=0, \rho_{12}=1$ in (1.2)-(1.4). We suppose that $\sigma_{1}=$ $\sigma_{2}=\sigma$. Then we have $\alpha_{1}=\alpha_{2}$, and

$$
\frac{\partial p}{\partial t}=\frac{\sigma^{2}}{2} \frac{\partial^{2} p}{\partial x_{1}^{2}}+\frac{\sigma^{2}}{2} \frac{\partial^{2} p}{\partial x_{2}^{2}}+\frac{\sigma_{3}^{2}}{2} \frac{\partial^{2} p}{\partial x_{3}^{2}}+\sigma^{2} \frac{\partial^{2} p}{\partial x_{1} \partial x_{2}}-\sum_{i=1}^{3} \alpha_{i} \frac{\partial p}{\partial x_{i}}
$$

Letting $p=\exp \left(\frac{\alpha_{2}}{\sigma^{2}} x_{2}+\frac{\alpha_{3}}{\sigma_{3}^{2}} x_{3}-\frac{1}{2}\left(\frac{\alpha^{2}}{\sigma^{2}}+\frac{\alpha_{3}^{2}}{\sigma_{3}^{2}}\right) t\right) q$, we have

$$
\frac{\partial q}{\partial t}=\frac{\sigma^{2}}{2} \frac{\partial^{2} q}{\partial x_{1}^{2}}+\frac{\sigma^{2}}{2} \frac{\partial^{2} q}{\partial x_{2}^{2}}+\frac{\sigma_{3}^{2}}{2} \frac{\partial^{2} q}{\partial x_{3}^{2}}+\sigma^{2} \frac{\partial^{2} q}{\partial x_{1} \partial x_{2}}
$$

Letting $q\left(x_{1}, x_{2}, x_{3}, t\right)=q_{1}\left(x_{1}, x_{2}, t\right) q_{2}\left(x_{3}, t\right)$, we have

$$
\frac{1}{q_{2}}\left(\frac{\partial q_{2}}{\partial t}-\frac{\sigma_{3}^{2}}{2} \frac{\partial^{2} q_{2}}{\partial x_{3}^{2}}\right)=\frac{1}{q_{1}}\left(\frac{\partial q_{1}}{\partial t}-\frac{\sigma^{2}}{2} \frac{\partial^{2} q_{1}}{\partial x_{1}^{2}}-\frac{\sigma^{2}}{2} \frac{\partial^{2} q_{1}}{\partial x_{2}^{2}}-\sigma^{2} \frac{\partial^{2} q_{1}}{\partial x_{1} \partial x_{2}}\right)=\mu
$$

and

$$
\begin{cases}\frac{\partial q_{2}}{\partial t} & =\frac{\sigma_{3}^{2}}{2} \frac{\partial^{2} q_{2}}{\partial x_{3}^{2}}+\mu q_{2} \\ q_{2}\left(x_{3}=m_{1}, t\right) & =0 \\ q_{2}\left(x_{3}, t=0\right) & =\delta\left(x_{3}\right)\end{cases}
$$

By solving the above equation, we have

$$
q_{2}\left(x_{3}, t\right)=\frac{e^{\mu t}}{\sigma_{3} \sqrt{2 \pi t}}\left[\exp \left(-\frac{x_{3}^{2}}{2 \sigma_{3}^{2} t}\right)-\exp \left(-\frac{\left(x_{3}-2 m_{3}\right)^{2}}{2 \sigma_{3}^{2} t}\right)\right]
$$

and

$$
\begin{cases}\frac{\partial q_{1}}{\partial t} & =\frac{\sigma_{1}^{2}}{2} \frac{\partial^{2} q_{1}}{\partial x_{1}^{2}}+\frac{\sigma_{2}^{2}}{2} \frac{\partial^{2} q_{1}}{\partial x_{2}^{2}}+\sigma_{1} \sigma_{1} \frac{\partial^{2} q_{1}}{\partial x_{1} \partial x_{2}}-\mu q_{1} \\ q_{1}\left(x_{1}=m_{1}, x_{2}, t\right) & =0 \\ q_{1}\left(x_{1}, x_{2}=m_{2}, t\right) & =0 \\ q_{1}\left(x_{1}, x_{2}, t=0\right) & =\delta\left(x_{1}\right) \delta\left(x_{2}\right)\end{cases}
$$

Letting $x=\frac{x_{1}-m_{1}}{\sigma}>0, y=\frac{x_{2}-m_{2}}{\sigma}>0, q_{1}=\hat{q}_{1} e^{-\mu t}$, then dropping the hat, we have

$$
\begin{cases}\frac{\partial q_{1}}{\partial t} & =\frac{1}{2} \frac{\partial^{2} q_{1}}{\partial x^{2}}+\frac{1}{2} \frac{\partial^{2} q_{1}}{\partial y^{2}}+\frac{\partial^{2} q_{1}}{\partial x \partial y} \\ q_{1}(x=0, y, t) & =0 \\ q_{1}(x, y=0, t) & =0 \\ q_{1}(x, y, t=0) & =\sigma^{2} \delta\left(x+\frac{m_{1}}{\sigma_{1}}\right) \delta\left(y+\frac{m_{2}}{\sigma_{2}}\right)\end{cases}
$$

Letting $u=\frac{x+y}{\sqrt{2}}, v=\frac{x-y}{\sqrt{2}}, h=\sigma_{1} \sigma_{2} q_{1}$, then we have the initial point $u_{o}=$ $\frac{-m_{1} / \sigma_{1}-m_{2} / \sigma_{2}}{\sqrt{2}}, v_{o}=\frac{-m_{1} / \sigma_{1}+m_{2} / \sigma_{2}}{\sqrt{2}}$, and

$$
\begin{cases}\frac{\partial h}{\partial t} & =\frac{\partial^{2} h}{\partial u^{2}} \\ h(u=-v, v, t) & =0 \\ h(u=v, v, t) & =0 \\ h(u, v, t=0) & =\delta\left(u-u_{o}\right) \delta\left(v-v_{o}\right)\end{cases}
$$

Since $u>0$, so we have

$$
\begin{cases}\frac{\partial h}{\partial t} & =\frac{\partial^{2} h}{\partial u^{2}}  \tag{7.4}\\ h(u=|v|, v, t) & =0 \\ h(u, v, t=0) & =\delta\left(u-u_{o}\right) \delta\left(v-v_{o}\right)\end{cases}
$$

Before we solve (7.4), we consider the solution of the following equation

$$
\begin{cases}\frac{\partial h}{\partial t} & =\frac{\partial^{2} h}{\partial u^{2}}  \tag{7.5}\\ h(u, v, t=0) & =\delta\left(u-u_{o}\right) \delta\left(v-v_{o}\right)\end{cases}
$$

Substituting $h=h_{1}(u, t) h_{2}(v, t)$ into (7.5), then we have

$$
h_{1} \frac{\partial h_{2}}{\partial t}+h_{2} \frac{\partial h_{1}}{\partial t}=h_{2} \frac{\partial^{2} h_{1}}{\partial u^{2}} .
$$

Then

$$
\frac{1}{h_{2}} \frac{\partial^{2} h_{2}}{\partial t}=\frac{1}{h_{1}}\left(\frac{\partial^{2} h_{1}}{\partial u^{2}}-\frac{\partial h_{1}}{\partial t}\right)=-c^{2} .
$$

Hence, we have

$$
h_{2}=\delta\left(v-v_{o}\right) \exp \left(-c^{2} t\right),
$$

The approach is very similar to the above, we have

$$
h_{1}(u, t)=\frac{e^{c^{2} t}}{\sqrt{4 \pi t}} \exp \left(-\frac{\left(u-u_{o}\right)^{2}}{4 t}\right)
$$

Hence, we have the solution of (7.5) as follows

$$
h=\frac{\delta\left(v-v_{o}\right)}{\sqrt{4 \pi t}} \exp \left(-\frac{\left(u-u_{o}\right)^{2}}{4 t}\right) .
$$

Now we consider the boundary condition of (7.4). Obviously, when $v \neq v_{o}$, then we have $h_{2}=0$ and $h=0$. When $v=v_{o}$, the boundary of (7.4) becomes
$h\left(u=\left|v_{o}\right|, v_{o}, t\right)=0$. Making use of the Method of Images, we obtain that the solution of (7.4) can be expressed as

$$
h=\frac{\delta\left(v-v_{o}\right)}{\sqrt{\pi t}}\left[\exp \left(-\frac{\left(u-u_{o}\right)^{2}}{4 t}\right)-\exp \left(-\frac{\left(u-2\left|v_{o}\right|+u_{o}\right)^{2}}{4 t}\right)\right] .
$$

Hence, we have

$$
\begin{aligned}
q_{1}= & \frac{\delta\left(v-v_{o}\right)}{2 \sigma^{2} \sqrt{\pi t}}\left[\exp \left(-\frac{\left(u-u_{o}\right)^{2}}{4 t}\right)-\exp \left(-\frac{\left(u-2\left|v_{o}\right|+u_{o}\right)^{2}}{4 t}\right)\right] \\
= & \frac{\delta\left(\frac{x_{1}-x_{2}}{\sqrt{2} \sigma}\right)}{2 \sigma^{2} \sqrt{\pi t}}\left[\exp \left(-\frac{\left(x_{1}+x_{2}\right)^{2}}{8 \sigma^{2} t}\right)\right. \\
& \left.-\exp \left(-\frac{\left(x_{1}+x_{2}-4 \max \left(m_{1}, m_{2}\right)\right)^{2}}{8 \sigma^{2} t}\right)\right]
\end{aligned}
$$

Therefore, the solution of (1.2)-(1.4) can be expressed as

$$
\begin{aligned}
p= & \frac{\delta\left(\frac{x_{1}-x_{2}}{\sqrt{2} \sigma}\right)}{2 \sigma^{2} \sigma_{3} \sqrt{\pi} t} \phi\left(\frac{x_{3}-\alpha_{3} t}{\sigma_{3} \sqrt{t}}\right)\left[1-e^{-\frac{4 m_{3}^{2}-4 m_{3} x_{3}}{2 \sigma_{3}^{2} t}}\right] \\
& \times e^{\frac{\alpha_{2}}{\sigma^{2}} x_{2}-\frac{\alpha_{2}^{2}}{2 \sigma^{2}} t}\left[e^{-\frac{\left(x_{1}+x_{2}\right)^{2}}{8 \sigma^{2} t}}-e^{-\frac{\left(x_{1}+x_{2}-4 \max \left(m_{1}, m_{2}\right)\right)^{2}}{8 \sigma^{2} t}}\right] .
\end{aligned}
$$

2). Since $\sigma_{i}=\sigma, i=1,2,3$, so $\alpha_{i}=\alpha=r-\frac{\sigma^{2}}{2}, i=1,2,3$. If we let $p=e^{\frac{\alpha}{\sigma^{2}} x_{1}-\frac{\alpha^{2}}{\sigma^{2}} t} q$, we can eliminate the first partial derivative term. Letting $\rho_{13}=\rho_{23}=\rho_{12}=1$, and $\hat{y}_{i}=\frac{x_{i}}{\sigma_{i}}-\frac{m_{i}}{\sigma_{i}}$ in (3), and taking off the hat, we have

$$
\begin{equation*}
\frac{\partial q}{\partial t}=\sum_{i=1}^{3} \frac{1}{2} \frac{\partial^{2} q}{\partial y_{i}^{2}}+\sum_{1 \leq i<j \leq 3} \frac{\partial^{2} q}{\partial y_{i} \partial y_{j}} \tag{7.6}
\end{equation*}
$$

For simple, we suppose that $\frac{m_{3}}{\sigma_{3}} \geq \max \left\{\frac{m_{1}}{\sigma_{1}}, \frac{m_{2}}{\sigma_{2}}\right\}$. Letting $z_{1}=y_{1}-y_{3}, z_{2}=$ $y_{2}-y_{3}, z_{3}=y_{3}, s=\frac{t}{2}$, we have

$$
\begin{cases}\frac{\partial q}{\partial s} & =\frac{\partial^{2} q}{\partial z_{3}^{2}} \\ q\left(z_{3}=-z_{1}, z_{1}, z_{2}, s\right) & =0 \\ q\left(z_{3}=-z_{2},, z_{1}, z_{2}, s\right) & =0 \\ q\left(z_{3}=0, z_{1}, z_{2}, s\right) & =0 \\ q\left(z_{1}, z_{2}, z_{3}, s=0\right) & =\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \delta\left(z_{3}-z_{30}\right)\end{cases}
$$

where $z_{10}=-\frac{m_{1}}{\sigma_{1}}+\frac{m_{3}}{\sigma_{3}} \geq 0, z_{20}=-\frac{m_{2}}{\sigma_{2}}+\frac{m_{3}}{\sigma_{3}} \geq 0, z_{30}=-\frac{m_{3}}{\sigma_{3}} \geq 0$. We consider the following initial equation

$$
\begin{cases}\frac{\partial q}{\partial s} & =\frac{\partial^{2} q}{\partial z_{3}^{2}} \\ q\left(z_{1}, z_{2}, z_{3}, s=0\right) & =\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \delta\left(z_{3}-z_{30}\right)\end{cases}
$$

Letting $q=p_{1}\left(z_{1}, z_{2}, s\right) p_{2}\left(z_{3}, s\right)$, then we have

$$
p_{1} \frac{\partial p_{2}}{\partial s}+p_{2} \frac{\partial p_{1}}{\partial s}=p_{1} \frac{\partial^{2} p_{2}}{\partial z_{3}^{2}}
$$

Then

$$
\frac{1}{p_{1}} \frac{\partial^{2} p_{1}}{\partial s}=\frac{1}{p_{2}}\left(\frac{\partial^{2} p_{2}}{\partial z_{3}^{2}}-\frac{\partial p_{2}}{\partial s}\right)=-c^{2}
$$

Hence, we have

$$
p_{1}=\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \exp \left(-c^{2} s\right),
$$

The approach is very similar to the above, we have

$$
p_{2}\left(z_{3}, s\right)=\frac{e^{c^{2} s}}{\sqrt{4 \pi s}} \exp \left(-\frac{\left(z_{3}+\frac{m_{3}}{\sigma_{3}}\right)^{2}}{4 s}\right)
$$

Hence, the solution of the above initial equation is

$$
q=\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \frac{1}{\sqrt{4 \pi s}} \exp \left(-\frac{\left(z_{3}+\frac{m_{3}}{\sigma_{3}}\right)^{2}}{4 s}\right)
$$

Now, we add the boundaries. If $z_{1} \neq z_{10}$, or $z_{2} \neq z_{20}$, then we have $q=0$, which satisfies the boundaries. If $z_{1}=z_{10}=-\left(\frac{m_{1}}{\sigma_{1}}-\frac{m_{3}}{\sigma_{3}}\right)$, and $z_{2}=z_{20}=$ $-\left(\frac{m_{2}}{\sigma_{2}}-\frac{m_{3}}{\sigma_{3}}\right)$. Since $z_{3} \geq 0$, we do not need to consider the boundary conditions $q\left(z_{3}=-z_{1}, z_{1}, z_{2}, s\right)=0, q\left(z_{3}=-z_{2},, z_{1}, z_{2}, s\right)=0$, For $q\left(z_{3}=0, z_{1}, z_{2}, s\right)=0$, we have

$$
q=\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right) \frac{1}{\sqrt{4 \pi s}}\left[\exp \left(-\frac{\left(z_{3}+\frac{m_{3}}{\sigma_{3}}\right)^{2}}{4 s}\right)-\exp \left(-\frac{\left(z_{3}-\frac{m_{3}}{\sigma_{3}}\right)^{2}}{4 s}\right)\right]
$$

Hence, we have, considering $t=2 s$,

$$
q=\delta\left(\frac{x_{1}}{\sigma_{1}}-\frac{x_{3}}{\sigma_{3}}\right) \delta\left(\frac{x_{2}}{\sigma_{2}}-\frac{x_{3}}{\sigma_{3}}\right) \frac{1}{\sqrt{2 \pi t}}\left[\exp \left(-\frac{y_{3}^{2}}{2 t \sigma_{3}^{2}}\right)-\exp \left(-\frac{\left(x_{3}-2 m_{3}\right)^{2}}{2 t \sigma_{3}^{2}}\right)\right]
$$

$3)$. For the case of $\rho_{12}=1, \rho_{13}=-1, \rho_{23}=-1$, it is similar to (7.6) consider the following equation

$$
\begin{equation*}
\frac{\partial p}{\partial s}=\sum_{i=1}^{3} \frac{\partial^{2} p}{\partial x_{i}^{2}}+2 \frac{\partial^{2} p}{\partial x_{1} \partial x_{2}}-2 \frac{\partial^{2} p}{\partial x_{1} \partial x_{3}}-2 \frac{\partial^{2} p}{\partial x_{2} \partial x_{3}} \tag{7.7}
\end{equation*}
$$

Letting

$$
\hat{y}_{1}=\frac{x_{1}+x_{2}}{\sqrt{2}}, \hat{y}_{2}=\frac{x_{1}-x_{2}}{\sqrt{2}}, \hat{y}_{3}=x_{3},
$$

taking off the hat, we have

$$
\frac{\partial p}{\partial s}=2 \frac{\partial^{2} p}{\partial y_{1}^{2}}+\frac{\partial^{2} p}{\partial y_{3}^{2}}-2 \sqrt{2} \frac{\partial^{2} p}{\partial y_{1} \partial y_{3}}
$$

with boundary conditions

$$
\begin{array}{r}
p\left(y_{1}=y_{2}, y_{2}, y_{3}, s\right)=0 \\
p\left(y_{1}=-y_{2}, y_{2}, y_{3}, s\right)=0 \\
p\left(y_{1}, y_{2}, y_{3}=0, s\right)=0
\end{array}
$$

and initial condition

$$
p\left(y_{1}, y_{2}, y_{3}, s=0\right)=\delta\left(y_{1}-y_{10}\right) \delta\left(y_{2}-y_{20}\right) \delta\left(y_{3}-y_{30}\right)
$$

where $y_{10}=-\frac{m_{1} / \sigma_{1}+m_{2} / \sigma_{2}}{\sqrt{2}}, y_{20}=\frac{m_{2} / \sigma_{2}-m_{1} / \sigma_{1}}{\sqrt{2}}, y_{30}=-m_{3} / \sigma_{3}$. By using the method of separation variables, we have

$$
p=\delta\left(y_{2}-y_{20}\right) p_{2}\left(y_{1}, y_{3}, t\right)
$$

where $p_{2}\left(y_{1}, y_{3}, s\right)$ satisfies, since $y_{1} \geq 0$

$$
\begin{array}{r}
\frac{\partial p_{2}}{\partial s}=2 \frac{\partial^{2} p_{2}}{\partial y_{1}^{2}}+\frac{\partial^{2} p_{2}}{\partial y_{3}^{2}}-2 \sqrt{2} \frac{\partial^{2} p_{2}}{\partial y_{1} \partial y_{3}} \\
p_{2}\left(y_{1}=\left|y_{20}\right|, y_{3}, s\right)=0 \\
p_{2}\left(y_{1}, y_{3}=0, s\right)=0 \\
p_{2}\left(y_{1}, y_{3}, s=0\right)=\delta\left(y_{1}-y_{10}\right) \delta\left(y_{3}-y_{30}\right)
\end{array}
$$

Letting

$$
z_{1}=\frac{1}{\sqrt{2}} y_{1}+y_{3}, z_{2}=\sqrt{2} y_{3}
$$

we have

$$
\begin{array}{r}
\frac{\partial p_{2}}{\partial s}=2 \frac{\partial^{2} p_{2}}{\partial z_{2}^{2}}, \\
p_{2}\left(z_{1}=\frac{1}{\sqrt{2}}\left|y_{20}\right|+\frac{1}{\sqrt{2}} z_{2}, z_{2}, s\right)=0, \\
p_{2}\left(z_{1}, z_{2}=0, s\right)=0, \\
p_{2}\left(z_{1}, z_{2}, s=0\right)=\delta\left(z_{1}-z_{10}\right) \delta\left(z_{2}-z_{20}\right),
\end{array}
$$

where $z_{10}=\frac{1}{\sqrt{2}} y_{10}+y_{30}, z_{20}=\sqrt{2} y_{30}$. By the method of separation variables, we have

$$
p_{2}=\delta\left(z_{1}-\frac{1}{\sqrt{2}} y_{10}-y_{30}\right) p_{3}\left(z_{2}, s\right)
$$

where $p_{3}\left(z_{2}, s\right)$ satisfies

$$
\begin{array}{r}
\frac{\partial p_{3}}{\partial s}=2 \frac{\partial^{2} p_{3}}{\partial z_{2}^{2}},  \tag{7.8}\\
p_{3}\left(z_{2}=-\left|y_{20}\right|+\sqrt{2} z_{10}, s\right)=0, \\
p_{3}\left(z_{2}=0, s\right)=0, \\
p_{3}\left(z_{2}, s=0\right)=\delta\left(z_{2}-z_{20}\right) .
\end{array}
$$

Denoting $r_{0}=\sqrt{2} z_{10}-\left|y_{20}\right|, w_{2 k}=2 k r_{0}+z_{20}, w_{2 k-1}=2 k r_{0}-z_{20}$, for $k=$ $0,1,2, \cdots$, the solution of the above equation can be presented as

$$
\begin{align*}
p_{3}=\frac{1}{\sqrt{8 \pi s}}[ & \sum_{k=0}^{\infty}\left[\exp \left(-\frac{\left(z_{2}-w_{2 k}\right)^{2}}{8 s}\right)-\exp \left(-\frac{\left(z_{2}+w_{2 k}\right)^{2}}{8 s}\right)\right] \\
& -\sum_{k=1}^{\infty}\left[\exp \left(-\frac{\left(z_{2}-w_{2 k-1}\right)^{2}}{8 s}\right)-\exp \left(-\frac{\left(z_{2}+w_{2 k-1}\right)^{2}}{8 s}\right)\right] . \tag{7.9}
\end{align*}
$$

In conclusion, we have the solution, $t=2 s$,

$$
\begin{aligned}
p= & \frac{1}{\sqrt{4 \pi t}} \delta\left(\frac{x_{1} / \sigma_{1}-x_{2} / \sigma_{2}}{\sqrt{2}}\right) \delta\left(\frac{x_{1} / \sigma_{1}+x_{2} / \sigma_{2}}{2}+x_{3} / \sigma_{3}\right) \\
& {\left[\sum_{k=0}^{\infty}\left[\exp \left(-\frac{\left(z_{2}-w_{2 k}\right)^{2}}{4 t}\right)-\exp \left(-\frac{\left(z_{2}+w_{2 k}\right)^{2}}{4 t}\right)\right]\right.} \\
& -\sum_{k=1}^{\infty}\left[\exp \left(-\frac{\left(z_{2}-w_{2 k-1}\right)^{2}}{4 t}\right)-\exp \left(-\frac{\left(z_{2}+w_{2 k-1}\right)^{2}}{4 t}\right)\right] .
\end{aligned}
$$

The Proof of Theorem 6.
Since

$$
\begin{aligned}
& P\left(\min _{0<s<t} Y_{1}(s)>m_{1}, \min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & \int_{m_{1}}^{\infty} \int_{m_{2}}^{\infty} \int_{m_{3}}^{\infty} \frac{\exp \left(a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}+b t\right)}{\sigma_{1} \sigma_{2} \sigma_{3} \sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \\
& \times \sum_{k=0}^{K_{1}} \sum_{j=1}^{K_{2}}(-1)^{j-1}\left[g_{k, j}^{+}\left(z_{1}, z_{2}, z_{3}, t\right)+g_{k, j}^{-}\left(z_{1}, z_{2}, z_{3}, t\right)\right] d x_{1} d x_{2} d x_{3},
\end{aligned}
$$

where

$$
\begin{aligned}
g_{k, j}^{ \pm}= & \frac{ \pm 1}{(2 \pi T)^{3 / 2}} \exp \left(-\frac{1}{2 T}\left(\left(z_{1}-x_{k, j}^{ \pm}\right)^{2}+\left(z_{2}-y_{k, j}^{ \pm}\right)^{2}+\left(z_{3}-z_{k, j}^{ \pm}\right)^{2}\right)\right) \\
z_{1}= & \frac{1}{\sqrt{1-\rho_{12}^{2}}} \frac{x_{1}-m_{1}}{\sigma_{1}}-\frac{\rho_{12}}{\sqrt{1-\rho_{12}^{2}}} \frac{x_{2}-m_{2}}{\sigma_{2}} \\
z_{2}= & \frac{x_{2}-m_{2}}{\sigma_{2}} \\
z_{3}= & \frac{-\rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} \frac{x_{1}-m_{1}}{\sigma_{1}}+\frac{\rho_{12} \rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} \frac{x_{2}-m_{2}}{\sigma_{2}} \\
& +\frac{\sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \frac{x_{3}-m_{3}}{\sigma_{3}}
\end{aligned}
$$

Letting $\hat{x}_{i}=\frac{x_{i}-m_{i}}{\sigma_{i}}$, then dropping off the hat of $x_{i}$, we have

$$
\begin{aligned}
& P\left(\min _{0<s<t} Y_{1}(s)>m_{1}, \min _{0<s<t} Y_{2}(s)>m_{2}, \min _{0<s<t} Y_{3}(s)>m_{3}\right) \\
= & \frac{1}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} \exp \left(a_{1} m_{1}+a_{2} m_{2}+a_{3} m_{3}+b t\right) \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \exp \left(a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) \\
& \times \sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[g_{k, j}^{+}\left(z_{1}, z_{2}, z_{3}, t\right)+g_{k, j}^{-}\left(z_{1}, z_{2}, z_{3}, t\right)\right] d x_{1} d x_{2} d x_{3},
\end{aligned}
$$

where

$$
\begin{aligned}
g_{k, j}^{ \pm}= & \frac{ \pm 1}{(2 \pi t)^{3 / 2}} \exp \left(-\frac{1}{2 T}\left(\left(z_{1}-x_{k, j}^{ \pm}\right)^{2}+\left(z_{2}-y_{k, j}^{ \pm}\right)^{2}+\left(z_{3}-z_{k, j}^{ \pm}\right)^{2}\right)\right) \\
z_{1}= & \frac{1}{\sqrt{1-\rho_{12}^{2}}} x_{1}-\frac{\rho_{12}}{\sqrt{1-\rho_{12}^{2}}} x_{2} \\
z_{2}= & x_{2} \\
z_{3}= & \frac{-\rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} x_{1}+\frac{\rho_{12} \rho_{13}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}} x_{2} \\
& +\frac{\sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}} x_{3}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \exp \left(a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) g_{k, j}^{ \pm} \\
= & \pm \frac{1}{(2 \pi t)^{3 / 2}} \times \exp \left\{-\frac{1}{2 t}\left\{\frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1}^{2}+\frac{1-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{2}^{2}+\frac{1-\rho_{12}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{3}^{2}\right.\right. \\
& +\frac{-2 \rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{1} x_{2}+\frac{-2 \rho_{12}}{\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)} x_{1} x_{3}+\frac{2 \rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} x_{2} x_{3} \\
& -\left[\frac{2}{\sqrt{1-\rho_{12}^{2}}}\left[x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}\right]+2 t \sigma_{1}\left(a_{1}+1\right)\right] x_{1} \\
& -\left[\frac{-2 \rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}+2 y_{k, j}^{ \pm}}+\frac{2 \rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+2 t \sigma_{2}\left(a_{2}+1\right)\right] x_{2} \\
& -\left[\frac{2 z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+2 t \sigma_{3}\left(a_{3}+1\right)\right] x_{3} \\
& \left.\left.+\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right\}\right\} .
\end{aligned}
$$

We denote

$$
\Sigma^{-1}=\left(\begin{array}{ccc}
\frac{1}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{-\rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{-\rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} \\
\frac{-\rho_{12}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{1-\rho_{13}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{\rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} \\
\frac{-\rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{\rho_{12} \rho_{13}}{1-\rho_{12}^{2}-\rho_{13}^{2}} & \frac{1-\rho_{12}^{2}}{1-\rho_{12}^{2}-\rho_{13}^{2}}
\end{array}\right)
$$

and let

$$
\begin{aligned}
& \mu_{k, j}^{ \pm}=\frac{\Sigma}{2 \sqrt{t}} \\
& \times\left(\begin{array}{l}
\frac{2}{\sqrt{1-\rho_{12}^{2}}}\left[x_{k, j}^{ \pm}+\frac{-\rho_{13} z_{k, j}^{ \pm}}{\left.\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}\right]+2 t \sigma_{1}\left(a_{1}+1\right)}\right. \\
\frac{-2 \rho_{12} x_{k, j}^{ \pm}}{\sqrt{1-\rho_{12}^{2}}+2 y_{k, j}^{ \pm}+\frac{2 \rho_{12} \rho_{13} z_{k, j}^{ \pm}}{\sqrt{\left(1-\rho_{12}^{2}\right)\left(1-\rho_{12}^{2}-\rho_{13}^{2}\right)}}+2 t \sigma_{2}\left(a_{2}+1\right)} \\
\frac{2 z_{k, j}^{ \pm} \sqrt{1-\rho_{12}^{2}}}{\sqrt{1-\rho_{12}^{2}-\rho_{13}^{2}}}+2 t \sigma_{3}\left(a_{3}+1\right)
\end{array}\right) .
\end{aligned}
$$

Hence, for $X=\left(\frac{x_{1}}{\sqrt{t}}, \frac{x_{2}}{\sqrt{t}}, \frac{x_{3}}{\sqrt{t}}\right)^{\prime}$

$$
\begin{aligned}
& \exp \left(a_{1} \sigma_{1} x_{1}+a_{2} \sigma_{2} x_{2}+a_{3} \sigma_{3} x_{3}\right) g_{k, j}^{ \pm} \\
= & \frac{1}{(2 \pi t)^{3 / 2}} \times \exp \left(\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}\right) \\
& \times \exp \left(-\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right) \\
& \times \exp \left(-\frac{\left(X-\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1}\left(X-\mu_{k, j}^{ \pm}\right)}{2}\right)
\end{aligned}
$$

Therefore, Denoting $A_{k, j}^{ \pm}=\exp \left(a_{1} m_{1}+a_{2} m_{2}+a_{3} m_{3}+b t+\frac{\left(\mu_{k, j}^{ \pm}\right)^{\prime} \Sigma^{-1} \mu_{k, j}^{ \pm}}{2}-\right.$ $\left.\frac{1}{2 t}\left(\left(x_{k, j}^{ \pm}\right)^{2}+\left(y_{k, j}^{ \pm}\right)^{2}+\left(z_{k, j}^{ \pm}\right)^{2}\right)\right)$, we have

$$
P=\sum_{k=0}^{J_{1}} \sum_{j=1}^{J_{2}}(-1)^{j-1}\left[A_{k, j}^{+} \Phi\left(0,0,0,-\mu_{k, j}^{+}, \Sigma\right)-A_{k, j}^{-} \Phi\left(0,0,0,-\mu_{k, j}^{-}, \Sigma\right)\right]
$$

This part is just for solving the $\operatorname{PDE}(4.9)$ in another area. We turn to solve the solution of Heat Equation (4.9) on the domain $H_{k, j}^{ \pm}$. If $\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right) \in$ $H_{k_{0}, j_{0}}^{ \pm}$, we need to get solution of the Heat Equation on $H_{k_{0}, j_{0}}^{ \pm}$. Considering the following equation

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{1}{2}\left[\frac{\partial^{2} u}{\partial \hat{x}^{2}}+\frac{\partial^{2} u}{\partial \hat{y}^{2}}+\frac{\partial^{2} u}{\partial \hat{z}^{2}}\right]  \tag{7.10}\\
u(\hat{x}, \hat{y}, \hat{z}, 0)=\delta\left(\hat{x}-\hat{x}_{0}\right) \delta\left(\hat{y}-\hat{y}_{0}\right) \delta\left(\hat{z}-\hat{z}_{0}\right) \\
u\left(\hat{L}_{1}, t\right)=u\left(\hat{L}_{2}, t\right)=u\left(\hat{L}_{3}, t\right)=0,
\end{array}\right.
$$

where

$$
\begin{aligned}
& \hat{L}_{1}=\left\{(\hat{x}, \hat{y}, \hat{z}):(0,1,0)\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}(\hat{x}, \hat{y}, \hat{z})^{\prime}=0\right\} \\
& \hat{L}_{2}=\left\{(\hat{x}, \hat{y}, \hat{z}):\left(\tan \left(\frac{\pi}{3}\right),-1,0\right)\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}(\hat{x}, \hat{y}, \hat{z})^{\prime}=0\right\} \\
& \hat{L}_{3}=\left\{(\hat{x}, \hat{y}, \hat{z}):\left(\frac{\sqrt{2}}{2}, 0,-1\right)\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}(\hat{x}, \hat{y}, \hat{z})^{\prime}=0\right\}
\end{aligned}
$$

we have the following Theorem
Theorem 7.3.1. The solution of Equation (7.10) can be expressed as
(i) If $\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right) \in H_{k_{0}, j_{0}}^{+}$,

$$
\begin{equation*}
u(\hat{x}, \hat{y}, \hat{z}, t)=\sum_{k=0}^{2} \sum_{j=1}^{4}(-1)^{j-j_{0}}\left[\hat{g}_{k, j}^{+}(\hat{x}, \hat{y}, \hat{z}, t)+\hat{g}_{k, j}^{-}(\hat{x}, \hat{y}, \hat{z}, t)\right] \tag{7.11}
\end{equation*}
$$

(ii) If $\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right) \in H_{k_{0}, j_{0}}^{-}$,

$$
\begin{equation*}
u(\hat{x}, \hat{y}, \hat{z}, t)=-\sum_{k=0}^{2} \sum_{j=1}^{4}(-1)^{j-j_{0}}\left[\hat{g}_{k, j}^{+}(\hat{x}, \hat{y}, \hat{z}, t)+\hat{g}_{k, j}^{-}(\hat{x}, \hat{y}, \hat{z}, t)\right] \tag{7.12}
\end{equation*}
$$

where

$$
\hat{g}_{k, j}^{ \pm}= \pm \frac{1}{(2 \pi t)^{3 / 2}} \exp \left[-\frac{1}{2 t}\left[\left(\hat{x}-\hat{x}_{k, j}^{ \pm}\right)^{2}+\left(\hat{y}-\hat{y}_{k, j}^{ \pm}\right)^{2}+\left(\hat{z}-\hat{z}_{k, j}^{ \pm}\right)^{2}\right]\right.
$$

and

$$
\left(\hat{x}_{k, j}^{ \pm}, \hat{y}_{k, j}^{ \pm}, \hat{z}_{k, j}^{ \pm}\right)^{\prime}=\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right) B_{k}^{ \pm} A_{j}\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right)^{\prime} .
$$

Proof. We give the proof of (i). By the similar way, we can prove (ii). By Equation (7.11), we can find that

$$
\hat{g}_{0,1}^{+}(\hat{x}, \hat{y}, \hat{z}, t=0)=\delta\left(\hat{x}-\hat{x}_{0}\right) \delta\left(\hat{y}-\hat{y}_{0}\right) \delta\left(\hat{z}-\hat{z}_{0}\right)
$$

Otherwise,

$$
\hat{g}_{k, j}^{ \pm}(\hat{x}, \hat{y}, \hat{z}, t=0)=0 .
$$

Therefore, $u(\hat{x}, \hat{y}, \hat{z}, t)$ satisfies the initial condition.
Denoting

$$
\left(x_{0}, y_{0}, z_{0}\right)^{\prime}=\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right)^{\prime},
$$

Then we know that $\left(x_{0}, y_{0}, z_{0}\right) \in H_{0,1}^{+}$. By Theorem 4, the solution of (4.10) is

$$
u(x, y, z, t)=\sum_{k=0}^{2} \sum_{j=1}^{4}(-1)^{j-1}\left[g_{k, j}^{+}(x, y, z, t)+g_{k, j}^{-}(x, y, z, t)\right] .
$$

Letting

$$
\hat{I}_{k, j}^{ \pm}=\left(\hat{x}-\hat{x}_{k, j}^{ \pm}\right)^{2}+\left(\hat{y}-\hat{y}_{k, j}^{ \pm}\right)^{2}+\left(\hat{z}-\hat{z}_{k, j}^{ \pm}\right)^{2} .
$$

Then we have

$$
\hat{I}_{k, j}^{ \pm}=\left(\hat{x}-\hat{x}_{k, j}^{ \pm}, \hat{y}-\hat{y}_{k, j}^{ \pm}, \hat{z}-\hat{z}_{k, j}^{ \pm}\right) \cdot\left(\begin{array}{c}
\hat{x}-\hat{x}_{k, j}^{ \pm} \\
\hat{y}-\hat{y}_{k, j}^{ \pm} \\
\hat{z}-\hat{z}_{k, j}^{ \pm}
\end{array}\right) .
$$

Letting $\left(B_{k_{0}}^{+} A_{j_{0}}\right)^{-1}(\hat{x}, \hat{y}, \hat{z})^{\prime}=(x, y, z)^{\prime}$, we know that $(x, y, z) \in H_{0,1}^{+}$. Since $\left(A_{j_{0}}\right)^{-1}=\left(A_{j_{0}}\right)^{\prime},\left(B_{k_{0}}\right)^{-1}=\left(B_{k_{0}}\right)^{\prime}$ Hence, we have
$\hat{I}_{k, j}^{ \pm}(\hat{x}, \hat{y}, \hat{z}, t)=\left(x-x_{k, j}^{ \pm}, y-y_{k, j}^{ \pm}, z-z_{k, j}^{ \pm}\right)\left(A_{j_{0}}\right)^{-1}\left(B_{k_{0}}\right)^{-1} \cdot B_{k_{0}} A_{j_{0}}\left(\begin{array}{c}x-x_{k, j}^{ \pm} \\ y-y_{k, j}^{ \pm} \\ z-z_{k, j}^{ \pm}\end{array}\right)$.
Hence, we have

$$
\hat{I}_{k, j}^{ \pm}(\hat{x}, \hat{y}, \hat{z}, t)=I_{k, j}^{ \pm}(x, y, z, t)
$$

From the proof of Theorem 4, we know the fact that $u(\hat{x}, \hat{y}, \hat{z}, t)=0$ on the boundaries $\hat{L}_{1}, \hat{L}_{2}, \hat{L}_{3}$ is equivalent to $u(x, y, z, t)=0$ on the boundaries $L_{1}, L_{2}, L_{3}$. Which finishes the proof of Theorem 7.3.1.

From the proof of Theorem 7.3 .1 we obtain the following corollary.
Corollary 7.3.1. Suppose that $\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right) \in H_{k_{0}, j_{0}}^{ \pm},(\hat{x}, \hat{y}, \hat{z}) \in H_{k_{0}, j_{0}}^{ \pm}$, and $\left(x_{0}, y_{0}, z_{0}\right)^{\prime}=\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}\left(\hat{x}_{0}, \hat{y}_{0}, \hat{z}_{0}\right)^{\prime},(x, y, z)^{\prime}=\left(B_{k_{0}}^{ \pm} A_{j_{0}}\right)^{-1}(\hat{x}, \hat{y}, \hat{z})^{\prime}$. Then the relationship between the solution of (4.9) and the solution of (7.10) is

$$
u(\hat{x}, \hat{y}, \hat{z}, t)= \pm(-1)^{j_{0}-1} u(x, y, z, t) .
$$
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