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Abstract
FORMATION AND INTER-PICONET COMMUNICATIONS

IN COGNITIVE PERSONAL AREA NETWORKS

Doctor of Philosophy, 2017

Md. Mizanur Rahman

Computer Science

Ryerson University

This dissertation presents a new approach for achieving group rendezvous with a coor-

dinator node towards forming a Cognitive Personal Area Network (CPAN) by an arbitrary

number of nodes. We propose a protocol for the time to form CPAN in which the nodes

join the coordinator simultaneously instead of sequentially. Specifically, we develop an an-

alytical model and derive the distribution of time to form CPAN under the considerations

of random arrivals of nodes and their random times to rendezvous with coordinator. We

also investigate the CPAN formation time by considering the random activity of primary

user (PU).

Besides operating in a CPAN, the nodes may have traffic destined to the nodes of other

CPAN. In this dissertation, we also propose a bridging protocol in which a shared (bridge)

node routes the inter-CPAN traffic between two CPANs. As the bridge node shares its

time between two CPANs, the bridge traffic gets priority over that of ordinary nodes in

both CPANs. We consider a single, unidirectional bridge because the traffic in the oppo-

site direction can easily be accommodated by having another bridge node. We develop

an analytical model based on probabilistic modeling and queueing theory to evaluate the

performance of the bridging protocol. We validate the network performance by analyzing

the waiting time of local and non-local packets and how the node or bridge transmission is
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Abstract

affected by the collision with primary source activity.

Finally, we propose a low-overhead two-way bridging scheme for two-hop CPANs,

which is more realistic and can be used a basis for routing inter-CPAN traffic in a multi-

hop network. In this advance bringing protocol, the bridge switches between the CPANs

without any predefined arrangement, which resulted in simplified bridge scheduling and

increased fairness for all nodes. We also analyze its performance through probabilistic

analysis and renewal theory. We show that the CPANs are indeed decoupled in terms

of synchronization, however the performance of both local and non-local traffic in either

CPAN depends on the traffic intensity in both CPANs as well as on the portion of traffic

targeting non-local destinations.
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Chapter 1

Introduction

Over the last two decades, the advances in wireless communication technologies and

the proliferation of new wireless applications make the radio spectrum overcrowded. In

this perspective, Cognitive Radio (CR) technology of Opportunistic or Dynamic Spectrum

Access (OSA) paradigm has brought a lot of interest in both academic and industrial com-

munities. Evidence shows that although most of the spectrum under 3GHz is assigned to

Licensed or Primary Users (PUs), a significant portion of it is underutilized or not used

depending on the geographical location and time [12]. The CR technology can provide

a promising solution to the increasing demand of radio spectrum. It can accommodate a

wide range of Unlicensed or Secondary Users (SUs) equipped with CR to use the spectrum

when it is temporally unused by the PUs.

In terms of functionality, the key goals of SUs are to enable OSA, identify the avail-

able spectrum through spectrum sensing, and establish communications and coordination

among themselves. All of these goals are the important functions of the medium access

control (MAC) protocols. In this thesis, we present a MAC protocol for the formation

1
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of piconet, hereafter referred to as Cognitive Personal Area Network (CPAN), in which a

group of SUs establish rendezvous with a dedicated coordinator and carry the operation

under the control of coordinator. We also present a bridging protocol in which a shared SU

(bridge) routes the inter-CPAN data between two CPANs.

The remaining of the chapter is organized as follows: Section 1.1 gives the details about

OSA paradigm, while Section 1.2 presents the CR technology of OSA paradigm. The ar-

chitecture of Cognitive Radio Networks (CRNs) is present in Section 1.3. Section 1.4 gives

the overview of Cognitive Personal Area Networks (CPANs) formation and operation. Ma-

jor issues and challenges of CPANs are discussed in Section 1.5. The thesis motivation and

objectives are presented in Section 1.6 and Section 1.7, respectively. The main contribu-

tions of this thesis are summarized in Section 1.8. Finally, the organization of this thesis is

presented in Section 1.9.

1.1 Opportunistic Spectrum Access (OSA)

The radio spectrum is a limited and expensive resource and getting occupied day by

day due to the rapid growth of new wireless communication applications. In order to op-

erate on a specific spectrum band, the PUs, such as, TV broadcast network, and cellular

network, need to acquire license from their respective government agencies. This kind of

traditional spectrum management policy gives major advantages to PUs–,i.e., giving the

exclusive owner of a portion of spectrum and preventing interference between different

PUs by assigning guard bands. These advantages make the operation of PU network easier.

However, this kind of fixed spectrum licensing policy makes the spectrum underutilized,

and several studies show that 15 to 85% of spectrum remains unused depending on the

2
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geographical location and time [12, 76].

There are two main approaches that have been proposed to solve the problem of spec-

trum scarcity and utilize the spectrum efficiently:

• Through spectrum sharing (SS) in which the unlicensed users coexist with the li-

censed users if the former does not create any harmful interference to (and from)

latter [20, 53].

• Through opportunistic spectrum access (OSA) paradigm in which the unlicensed

users can access a particular spectrum band when it is sensed to be free from the

licensed users [3, 41, 87].

The first approach, SS, allows for simultaneous secondary and primary transmission in

a band. However, in order to protect PU transmission, the SU may not exceed the imposed

interference noise level. Therefore, the SUs are assumed to have prior knowledge about

certain PU transmission parameters to limit their transmissions power. On the other hand,

in the OSA approach, the SUs opportunistically use the temporarily unused portions of the

licensed spectrum from the PUs. The temporarily unused portions of the licensed spectrum

are known as Spectrum Holes or White Spaces [3], as shown in Fig.1.1, however, SUs

must vacate the current spectrum band once the PU appears on that band, and find another

spectrum hole in order to avoid interference to and from PU. In this thesis, we consider the

OSA approach as it is independent of PU characteristics and allows SUs to find suitable

spectrum bands for maintaining better quality of service (QoS).

3
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time
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occupied by different PUs

Figure 1.1: Spectrum holes.

1.2 Cognitive Radio Technology

The concept of Cognitive Radio (CR) was formally defined by Federal Communications

Commission (FCC) in [16]: “A cognitive radio is a radio that can change its transmitter

parameters based on interaction with the environment in which it operates.”

However, in this thesis, we adopt the definition of CR provided by Dr. Simon Haykin

in his highly cited paper [24] as it covers all the aspects of CR technology: “Cognitive

radio is an intelligent wireless communication system that is aware of its surrounding en-

vironment (i.e., outside world), and uses the methodology of understanding-by-building to

learn from the environment and adapt its internal states to statistical variations in the in-

coming RF stimuli by making corresponding changes in certain operating parameters (e.g.,

transmit-power, carrier-frequency, and modulation strategy) in real-time, with two primary

objectives in mind: (i) highly reliable communications whenever and wherever needed and

(ii) efficient utilization of the radio spectrum”

CR is the technology in which SU finds and uses spectrum holes through spectrum

4
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sensing. Due to its inherent attributes, such as sensing the surrounding radio spectrum

and adapting its transmission waveform to the new spectrum band, CR is identified as the

enabling technology of the OSA paradigm.

There are two main characteristics of CR [3]:

• Cognitive capability: This capability gives a CR to aware of the spectrum sur-

rounded itself. A CR can gather spectrum information through sensing, i.e., which

portion of spectrum is occupied or vacant.

• Reconfigurability: This ability makes a CR to change its internal states, such as

communication frequency, transmission power, modulation scheme, and communi-

cation protocol, dynamically according to the gathered information.

Based on the above definitions and characteristics, a CR should have the following

functionalities [3]:

• Spectrum sensing: Each CR user identifies the presence of the PU transmission on

a certain spectrum band. By finding the spectrum holes or unused spectrum band,

the CR user can use that spectrum band if it does not create any interference to (and

from) PU.

• Spectrum management/decision: Each CR user finds a set of spectrum holes after

performing the spectrum sensing. In order to accomplish the communication require-

ments, such as QoS, the CR user selects the best available spectrum band from the

set of spectrum holes.

• Spectrum mobility: The CR user needs to switch the spectrum bands due to the

5
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presence of PU or selecting better spectrum band. Therefore, the goal of the CR user

is to maintain seamless communication while switching the spectrum bands.

• Spectrum sharing: In order to accommodate multiple coexisting CR users and ef-

ficiently use the spectrum, the available spectrum resource needs to be shared in a

coordinated way. The decision of spectrum sharing can be made by the coexisting

users in a distributed manner.
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Figure 1.2: Cognitive Radio Networks.

1.3 Cognitive Radio Networks (CRNs)

A Cognitive Radio Network (CRN) contains more than one CR nodes where the nodes

opportunistically use the vacant spectrum bands for their communications. Even though the

CRN improves the inefficient usage of fixed assigned spectrum, it poses several challenges

due to the uncertainty of spectrum availability. In general, CRN works on top of multiple
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coexisting PU networks, as shown in Fig.1.2, [36]. The PU networks such as cellular

networks and TV broadcast networks are the existing networks that operate exclusively

on their certain spectrum bands. The CR nodes may belong to different coexisting PU

networks but can form a CRN when they situate in each other’s transmission range. The

nodes of a CRN can establish communications by finding a common free portion of the

spectrum band or channel.
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Figure 1.3: Infrastructure-based CRN.

Similar to the typical wireless networks, a CRN can be classified into two categories

[2, 5]:

(i) Infrastructure-based CRN

(ii) Infrastructure-less CRN

In infrastructure-based CRN, as shown in Fig.1.3, CR nodes are connected with a CR base

station like the typical base station in cellular network through point-to-point links. After

performing spectrum sensing, each CR node sends the spectrum information to the CR
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base station. CR base station is further connected with a central network entity, spectrum

broker which servers as a spectrum information manager for the coexistence among mul-

tiple CRNs. Based on the spectrum information, the CR base station can select channels

to avoid interference from both PUs and other CRNs. According to the selected channels,

the CR users, under the same CR base station, can communicate among themselves. Two

CR nodes under different CRNs can communicate through their corresponding CR base

stations. On the other hand, the infrastructure-less CRN does not have any infrastructure

backbone, as shown in Fig.1.4. In infrastructure-less CRN, CR nodes find each other on

a common channel in an ad-hoc basis to communicate, that is why it is referred to as ad-

hoc CRN. In other words, ad-hoc CRN is self-organizing and nodes communicate in a

distributed manner.
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Figure 1.4: Infrastructure-less CRN.

However, in the infrastructure-based CRN, when the CR nodes are densely populated,

the CR base station wastes the spectrum by keeping point to point connections with the CR

nodes. The infrastructure-based CRN also incurs cost for building and managing the CR

base stations and spectrum broker. While in ad-hoc CRN, as nodes are self-organized, they
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need to find each other on a common channel before establishing each communication.

This problem ultimately degrades the overall communications performance if a group of

nodes want to communicate among themselves frequently for a longer period of time.

In this thesis, we use a hybrid approach for the formation of piconet with a group of

CR nodes, similar to the master-slave network [76]. We refer the piconet to as Cognitive

Personal Area Network (CPAN). As shown in Fig.1.5, CR nodes can form a CPAN under

the control of a dedicated CR node, coordinator. All nodes of a CPAN communicate with

each other on the channel that is selected by the coordinator node. Once the nodes form a

CPAN, they do not need to find each other since the coordinator directs the nodes timely to

which channel they (including coordinator) will meet next. To ensure accurate information

about primary user activity, multiple nodes can do the channel sensing in a collaborative

fashion and submit the sensing results to the coordinator. The coordinator can select the

best channel from those sensing results and informs the other nodes.
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Figure 1.5: Cognitive Personal Area Network.

As this thesis focuses on the formation of CPAN and bridging between two CPANs,

we will discuss the CPAN formation and inter-CPAN communications in the following
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sections.

1.4 Cognitive Personal Area Networks (CPANs)

A Cognitive Personal Area Network (CPAN) consists of a dedicated coordinator and

a number of nodes. The coordinator initiates the CPAN and is responsible for admitting

nodes to join the CPAN. The coordinator monitors and controls the CPAN operation and

does the other administrative tasks. This section provides an overview of CPAN formation,

operation and inter-CPAN communications.

1.4.1 CPAN Formation

Upon initiating the CPAN, the coordinator stays on every idle channel for a fixed length

of time, hereafter referred to as superframe [28, 76]. While waiting on idle channel, the

coordinator expects that the nodes will arrive and achieve rendezvous with it by finding

the superframe. As not all nodes can establish rendezvous in the same superframe, the

coordinator informs the nodes that have already established rendezvous to which channel

to hop in otherwise those nodes will lose synchronization with the coordinator. When a

predefined number of nodes join or a prescribed time has elapsed, the coordinator begins

regular CPAN operation.

1.4.2 CPAN Operation

The coordinator begins the regular CPAN operation by allowing nodes to transmit data

packets during a specific portion of the superframe in a scheduled manner. The CPAN hops

10



Chapter 1: Introduction

through available channels in a pseudo-random fashion in order to avoid PU transmissions,

and each of the superframes may take place on a different channel. To ensure accurate

information about primary user activity, spectrum sensing is performed collaboratively by

nodes that have transmitted data in the previous superframes.

1.4.3 Inter-CPAN Communication

A multi-hop network can be formed when one or more CPANs are operating in be-

tween source CPAN and destination CPAN and each pair of CPANs (from source CPAN

to destination CPAN) has a shared (bridge) node. Each bridge of different pair of CPANs

is responsible to carry the data from source CPAN towards destination CPAN. This can

only be accomplished when a bridge is able to exchange data between two asynchronous

CPANs, every CPAN operates independently and the starting time of each CPAN super-

frame might differ from other CPAN. In this thesis, we also propose a bridging protocol

that exchanges data between two asynchronous CPANs.

1.5 Major Issues and Challenges of CPANs

In this section, we discuss several issues and challenges for the formation of CPANs

and the communications between two CPANs in different aspects:

• Rendezvous: Rendezvous refers to the ability of nodes to find each other and form

a network. Due to the uncertain availability of channels, rendezvous between two

nodes is a challenging problem.

• Group rendezvous: In order to form a CPAN, a group of nodes need to establish
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rendezvous with a fixed coordinator. In this scenario, simple two-node rendezvous

is not sufficient. Instead, the first node can begin acting as coordinator, and other

nodes, when they arrive, try to rendezvous with it so that a CPAN can be formed.

However, random arrival of nodes and their random times to rendezvous (TTRs)

with coordinator pose serious challenge to find the time to form a CPAN by a group

of nodes.

• Cooperative sensing: The ultimate aim of the nodes of CPAN is to carry data trans-

mission successfully. As nodes suffer from unreliable prediction of the presence of

PU, the coordinator relies on the sensing results that are performed by multiple nodes

in a cooperative fashion. Therefore, it is necessary to design an efficient sensing

strategy–,i.e., when and which node will sense which channel?

• Selection of the best channel: The sensed free channels need be classified based on

the environmental parameters, such as Signal-to-Noise Ratio (SNR), channel band-

width, and the activity pattern of PU. Therefore, a decision model is required for the

coordinator that considers one or more these features and selects the best available

channel to carry the next superframe successfully.

• Scheduling the transmission times: Each node will request time to transmit the data

packets. The coordinator allows to transmit the packets in the specific portion of the

superframe. Therefore, the coordinator needs a decision mechanism that allocates

the transmission times among the nodes efficiently.

• Collision with PU activity: The ongoing superframe collides when the PU becomes

active on that channel. All the nodes including coordinator need to give up the chan-

12



Chapter 1: Introduction

nel, they may loose synchronized with the coordinator. Hence, the coordinator should

have a mechanism that attempts recovery if the current superframe collides with PU

activity.

• Bridging between two CPANs: In order to route data packets between two CPANs,

a bridge node needs to share its time between the CPANs. This problem becomes

more challenging when the two CPANs are asynchronous.

1.6 Motivation

The application of IEEE 802.15.1 for Wireless Personal Area Network (WPAN) has

increased drastically in private household, our workspaces, and monitoring many sensitive

and critical activities over the last few decades. However, implementing reliable communi-

cation and improving performance of WPAN are challenging even today. This is especially

true because the ISM (Industrial, Scientific, and Medical) bands are extremely overcrowded

due to the coexistence among different communication technologies, for instance, IEEE

802.11 for Wireless Local Area Network (WLAN) and ZigBee (built upon IEEE 802.15.4).

Combined with large transmit power and large coverage range of WLAN devices and other

proprietary devices can degrade the performance of WPAN significantly when operating

in overlapping frequency bands. As the result, successful operation of a WPAN requires

manual setup which depends on the other networks operating in the same physical space.

One potential solution to the aforementioned problem is the addition of CR capability

to the wireless nodes. The CR has emerged as it exploits unused licensed spectrum bands

and enable SUs to access those vacant bands when the ISM bands are overcrowded. This
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motivates us to build Cognitive Personal Area Network (CPAN) in which the nodes can use

the vacant licensed spectrum bands for their communications.

In ad-hoc CRN, nodes communicate distributively and they do not keep contact when

their data communications is over [4]. However, this is inefficient when a number of nodes

need to maintain a piconet for a prolonged period of time. This also motivates us to effec-

tively build a CPAN where a group of nodes achieve rendezvous with the fixed coordinator.

The coordinator maintains the connectivity with the other nodes when they establish ren-

dezvous with it.

To build a CRN, nodes need to establish rendezvous between them. Many rendezvous

protocols rely on a common control channel (CCC), which is used by the nodes to exchange

control messages [74, 83]. However, this is unrealistic since PU may appear on the CCC

and it wastes the spectrum band. These problems motivate us to build a probabilistic blind

rendezvous technique to form the CPAN.

The PU activity greatly influences the performance of CRN since the PU is the owner

of the channel and may active on its channel at any time [14, 26, 64]. Therefore, in this

thesis, we study the impact of PU activity on the formation and operation in CPAN.

Due to the random activity of PU, node can not alone detect the presence of PU accu-

rately. Thus, the coordinator can collect the sensing results from multiple nodes and may

choose the best channel that is most likely free from PU activity for the next communica-

tion. In this thesis, we adopt the cooperative sensing technique. We consider the CPAN

hops through available channels in a pseudo-random fashion based on the cooperative sens-

ing results from the nodes.

Multi-hop opportunistic spectrum access networks are beginning to attract research at-
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tention [62, 82], with performance of data transfers being among the most important re-

search challenges. Coexistence of multiple CRNs on the same channel through controlling

transmission powers and sharing that channel in time division manner is discussed in [33],

but without addressing the details of data transfer between those networks. Moreover, most

of the research does not properly consider the impact of random PU activity on the per-

formance of multi-hop CRNs [62, 63]. These motivate us to build a protocol that provides

communication between two CPANs through a shared bridge node. In this thesis, we also

analyze the impact of PU activity on the performance of CPANs including bridge transmis-

sion.

1.7 Objectives

In Section 1.4, we have introduced three major steps for the operation in CRNs. How-

ever, we have seen that the issues presented in Section 1.5 are not addressed in the current

CRNs appropriately.

In this thesis, we develop a protocol for the formation of CPAN by an arbitrary number

of nodes. We also provide inter-CPAN communication protocol that helps to route data

between two channel hopping CPANs. Each of the developed protocols deals mostly all of

the issues presented in Section 1.5.

In order to derive the time to form CPAN by an arbitrary number of nodes, we used

probabilistic rendezvous protocol. We have derived the distribution of time to rendezvous

(TTR) and plugged it into the CPAN formation protocol. In all cases, we have studied the

impact of PU activity. The distribution of time to form CPAN with moderate to large size

is hyper-exponential with large coefficient of skewness. The large coefficient of skewness
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causes large variability in the time to form CPAN. The proposed model can help to predict

the CPAN formation time in two different situations:

(i) The coordinator sets a cut-off time to start over the CPAN operation by a random

number of nodes, such as to form an emergency network.

(ii) The coordinator does not start the CPAN operation until a predefined number of

nodes have joined the CPAN, such as to form a network for a prolonged period of

time.

After forming the CPAN, the coordinator begins the CPAN operation. All nodes in the

CPAN are expected to participate in the sensing process according to the schedule defined

by the CPAN coordinator. However, CPAN nodes have data traffic to send to and receive

from each other, and a tradeoff between communication and sensing activities of each node

must be reached. In this thesis, we have studied the performance of CPAN operations,

namely time to get the opportunity to transmit data and the impact of PU activity on each

transmission.

Towards building inter-CPAN communications, a bridge node shares its time between

two coexisting CPANs in order to exchange data and stay synchronized with both CPANs.

First, we consider the bridge node has prioritized access, i.e., transmits inter-CPAN data

before the other nodes, and only delivers inter-CPAN data in one direction. Next, we

have studied the asynchronous nature of CPANs in which the CPANs are not limited to

start their superframes at the same time. In the extended protocol, the bridge node carries

bidirectional traffic as well as the bridge traffic is considered as regular traffic, not given

any priority. In all cases, we have studied the time to deliver both intra and inter-CPAN

data and considered the impact of PU activity on each type of data transmissions.
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1.8 Main Contributions

In attempting to maintain effective communications in CRN, current solutions, i.e.,

ad-hoc based and infrastructure-based CRNs are limited in both scope and methodology.

However, this research led to the creation of new models a) CPAN formation with a group

of nodes b) inter-CPAN communication through a bridge node. Table 1.1 outlines the main

contributions presented in this thesis.

Table 1.1: The illustration of main contributions in this thesis.
Chapter Contributions Challenges
Chapter 3: Forma-
tion of Cognitive
Personal Area Net-
works (CPANs) by
using Probabilistic
Rendezvous.

Deriving the distribution of Time to Ren-
dezvous (TTR) with coordinator. Apply-
ing the TTR distribution for deriving the
time to form a CPAN by an arbitrary num-
ber of nodes. Evaluating the effects of
the random activity of PU and random ar-
rivals of nodes.

Finding the distri-
bution of time to
form CPAN by an
arbitrary number
of nodes.

Chapter 4: Bridge
Performance in Asyn-
chronous Cognitive
Personal Area Net-
works.

Developing a bridging protocol in which
the two CPANs superframes are not syn-
chronized. Analysing the performance of
bridge and other nodes transmissions by
considering the random activity of PU.

Giving higher
priority to bridge
transmission over
other nodes’
transmissions

Chapter 5: Two-way
Communications in
Cognitive Personal
Area Networks

Developing a bridging protocol that ex-
changes inter-CPAN data between two
CPANs. Considering the random activity
of PU on both bridge and other nodes per-
formance.

Sharing the
bridge time in
both CPANs’
superframes

First, we propose a CPAN formation protocol in which the first node initiates the CPAN

and acts as a coordinator. Later on, ordinary nodes arrive randomly and try to achieve ren-

dezvous with the coordinator. When a number of nodes join the coordinator or a prescribed

time has elapsed, the coordinator begins the regular CPAN operations. The joining time

of a node with CPAN coordinator is the sum of its arrival time and its time to rendezvous
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(TTR) with coordinator. As the coordinator and nodes hop randomly through the channels,

the TTR depends on their durations of waiting times in each channel, but also on the ac-

tivity patterns of PUs. We represent the rendezvous process described in [48] for a single

node with a Markov chain in order to derive the probability distribution of the rendezvous

time. Then, we extend the model to include multiple nodes, and derive the probability dis-

tribution of the group joining time. As nodes can undertake rendezvous concurrently, the

group joining time is not a simple sum of the joining times of individual nodes; instead, the

rendezvous times of different nodes may partially or fully overlap and a given node may

even join the coordinator before the joining of other nodes that arrived earlier. A number of

results related to the CPAN formation time based on nodes arrival rate and random activity

of PU has been produced. We show that both single and multiple node joining times can be

approximated with a Gamma distribution, the parameters of which can be estimated from

calculated values of mean values and coefficient of variation of the joining time.

Then, we describe a bridging protocol between two CPANs in which a bridge node

carries unidirectional traffic only. Both CPANs use the transmission tax-based MAC proto-

col in which nodes pay for packet transmission by performing spectrum sensing [47]. We

assume that a node from one CPAN (source CPAN) discovers another CPAN (destination

CPAN) while performing spectrum sensing and begins to act as a bridge node. The bridge

hops between source CPAN and destination CPAN to deliver inter-CPAN traffic from the

former to the latter. As the bridge needs to synchronize with both CPANs and to ensure

timely delivery of inter-CPAN traffic, the bridge transmissions are given higher priority

in the destination CPAN. We model the operation of bridging protocol using probabilistic

analysis and queueing theory, and obtain the probability distributions of CPAN and bridge
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cycle times as well as of end-to-end delays for both local and non-local (i.e., intra- and

inter-CPAN) traffic.

Finally, we present an efficient bridging protocol that exchanges bidirectional traffic

between two CPANs. We have allowed the bridge to switch between the CPANs without

any predefined arrangement, which resulted in simplified bridge scheduling and increased

fairness for all nodes. We present the probabilistic model of bidirectional bringing protocol

using queueing theory. We also take into account the impact of collisions with primary

user transmissions through probabilistic analysis and renewal theory. We investigate the

performance of this arrangement with respect to access delay for both the inter- and intra-

CPAN traffic.

An extensive number of results has been produced in order to validate the proposed

novel protocols. The results are produced by solving the numerical calculations of the an-

alytical models in Maple [43]. The achieved results help to predict the CPAN formation

time both in emergency situation with a smaller group of nodes and long-term communi-

cations with a larger group of nodes. The results also help to analyze the waiting time to

deliver both local traffic and non-local traffic, and the impact of PU transmission on CPAN

performance. In addition,

In order to validate the correctness of numerical results, we also simulate the proposed

models in MATLAB [72]. In the simulation study, we consider the random activities of

PUs, random arrivals of SUs, and collision with PU transmissions. The simulation results

and numerical results show good agreement, which further validates the correctness of the

proposed models.

The design techniques of CPAN formation and inter-CPAN communication help to de-
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ploy effective network operations in numerous fields of applications, but not limited to

battlefield surveillance, preventive maintenance of machineries, and health care system.

While this thesis made an extensive presentation of techniques for CPAN formation and

inter-CPAN communication, there are couple of assumptions may affect the actual imple-

mentations of these techniques. First, the nodes arrive strictly in increasing order of time

during the CPAN formation phase. The CPAN formation time will change if multiple

nodes arrive at the same time. Second, two coexisting CPANs know each others working

channels in order avoid inter-CPAN collision. Though, this can be achievable if the bridge

node exchanges the channel maps besides inter-CPAN traffic, the additional overhead for

exchanging channel information is not addressed. However, all of these limitations deserve

further research.

1.9 Thesis Organization

The rest of the thesis is structured as follows:

• Chapter 2 discusses the state-of-the-art research works in the fields of formation of

CRNs and multi-hop CRNs.

• In Chapter 3, we have derived the distribution of TTR with coordinator and used it

as a tool to find the time to form a CPAN by an arbitrary number of nodes. Also,

we have characterised the CPAN formation time based on random arrival nodes and

their random TTRs.

• In Chapter 4 we have introduced a bridging model between two CPANs in which

the bridge only carries one directional data-namely from source CPAN to destination
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CPAN. In this model, we have prioritized the bridge transmission over the other node

transmission. Also, we have evaluated the performance this model and analyzed the

impact of PU activity on its performance.

• In Chapter 5, we have developed a model to interconnect two CPANs in which a

bridge node carries bidirectional data between two CPANs. We have evaluated its

performance through probabilistic analysis. We also take into account the impact of

collisions with primary user transmissions through probabilistic analysis and renewal

theory.

• Chapter 6 concludes the thesis and and discusses some directions for future work.
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Related Work

2.1 Channel sensing

Channel sensing is one of the most important tasks for the effective operation in CRNs.

Channel sensing enables the capability of a CR to measure and learn about its operating

environment, such as the spectrum availability and interference status. Channel sensing

also helps SUs to protect the PUs’ transmissions by detecting their presences. Moreover,

SU needs to detect other SUs in order to co-exist with them. Recent surveys on channel

sensing and a number of related issues can be found in [67, 84].

In [6], PU energy detection approach is utilized for spectrum sensing by considering

both multipath fading and shadowing. Since uncertain knowledge of the noise power level

can severely limit the energy detection spectrum sensing capability, the performance of the

energy detection with estimated noise power is analyzed in [44]. Although energy detection

technique has low computational complexity, it performs poorly in low signal-to-noise ratio

(SNR).
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Waveform-based sensing is feature detection technique which correlates the known sig-

nal patterns [70]. Such patterns include preambles, regularly transmitted pilot patterns and

spreading sequences. The performance of waveform-based sensing algorithm increases as

the length of the known signal pattern increases. The authors, in [19], show that low SNR

waveform-based sensing outperforms energy detection-based sensing in reliability. How-

ever, this kind of sensing approach has high computational complexity which consumes

more energy of the detector SU.

In [42], an energy-efficient approach of spectrum sensing is discussed. This approach

minimize the energy consumption per SU while maintaining the upper bound false alarm

rate. In this approach, a central entity makes the global decision based on the local sensing

decisions made by CR users. However, the trade off between sensing time and transmission

time of CR user is not analyzed.

In [37], the problem of sensing throughput trade off for CRNs is addressed. The paper

designs an optimal sensing time to maximize the throughput for the SUs while keeping the

PUs sufficiently protected. In this model, two parameters are considered, probability of

detection and probability of false alarm, for finding the optimal sensing duration. In this

study, the authors did not consider the impact of PU activity on the throughput of CRN.

To keep the maximum allowed latency of channel detection [5], an efficient periodic

in-band sensing algorithm is proposed in [30]. The algorithm minimizes both sensing-

frequency and sensing time while keeping detectability requirements in the prescribed

range. In order to decrease the sensing overhead at each SNR level, the proposed algo-

rithm either uses the energy or feature detection technique, accordingly. However, noise

uncertainty and inter-CRN interference are affecting both detection techniques.
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To reduce the energy consumption and processing delay involved in channel sensing,

channel prediction for CRNs is studied in [80]. In this approach, a SU can predict the

channel quality, such as channel idle probability and idle duration, and then can select a

high quality channel for sensing. From this perspective, the authors, in [32], model a three-

step ahead spectrum prediction framework based on neural network due to the difficulty of

obtaining the channel usage patterns in CRNs. The proposed model can predict channels

usages effectively but does not consider the computational complexity which may consume

more energy.

2.2 Cooperative channel sensing

Sensing performance in practice is often degraded due to the multipath fading, shad-

owing and receiver uncertainty issues. However, spectrum sensing in a cooperative manner

in CRNs is an effective way to mitigate these issues. Cooperative spectrum sensing gives

more accurate results of PU presence [4].

In [81], a multidimensional-correlation-based sensing scheduling algorithm is proposed

for CRNs. The scheduling algorithm minimizes the energy consumption and sensing du-

ration of each SU in the CRN, while maintaining the sensing quality requirements. How-

ever, in this paper, the communications overhead for exchanging local sensing information

among neighbouring SUs is not properly addressed.

In [57], a framework of spectrum sensing is provided based on the linear combination

of local statistics from individual SU. The goal of the proposed framework is to minimize

the interference to the PU while maximizing the utilization of opportunistic spectrum. As a

central entity gives the decision based on the weighted spectrum sensing results from each
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SU, the more weighted SUs’ sensing results influence the decision, which may poses not

fair selection of sensing results.

In [58], a linear cooperation scheme is proposed for SUs in CRNs to jointly perform the

task of signal classification. To classify the PU transmission, the proposed scheme relies on

spectral correlation function [59]. In this scheme, local classifications are forwarded to a

fusion center. Which then combines the classifications in order to find the accurate PU ac-

tivities. However, the communications approach among the SUs is not entirely addressed.

In [79], a spatial–temporal channel sensing is investigated for CRNS. This paper ad-

dresses both spatial or temporal sensing since at a given time SUs may experience different

channel access opportunities at different locations. The proposed two-dimensional sens-

ing framework improves the channel sensing performance in a spatial-temporal sensing

window but does not include the performance of SU transmission properly.

To explore free channels, space-time channel sensing is proposed, in [77], to detect

spectrum opportunities in space-time dimensions. Three regions, namely the black region,

the gray region, and the white region, are introduced for the operation of CRN. SU can

opportunistically access the licensed spectrum in the gray region. In the white region, the

SU can transmit at any–time since this region has spatial spectrum opportunities. The SUs

are not allowed to transmit in the black region since the PUs have exclusive right to operate

in that region. Though the bounds of three regions are achieved, the proper implementation

of CRN is not investigated.

In [29], a model is proposed in which interactions among SUs can be achieved through

an evolutionary game. The authors provide a distributed learning algorithm for the SUs to

converge to the evolutionarily stable strategy (ESS) that no one will deviate from. Each
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SU senses and accesses the primary channel with the probabilities learned purely from its

own past utility history, and finally achieves the desired ESS. This paper considers a fixed

channel to exchange the sensing information among SUs, which is not truly opportunistic

and wastes the spectrum.

In [7], an optimal spectrum sensing method is proposed to make a trade off between

transmission time and the sensing time of SUs. The joint transmission times of all SUs is

maximized while providing better spectrum sensing performance as well as maintaining the

constraints of the PU interference level. Though the proposed model achieves the optimal

spectrum sensing time and transmission time in the presence of PU mobility, it does not

discuss the coexistence architecture of multiple SUs.

In [15], the sensing time and transmission time of SU are considered as slotted structure.

A SU dynamically adjusts its slots length in order to achieve better performance. At each

slot, the SU determines which channel to sense and how long the slot length should be on a

sensed idle channel. The proposed adaptive method maximizes a reward function based on

the duration of data transmission and interference with PU transmission but fails to address

the issue when PU becomes active on SU transmission.

In [35], the authors provide a method to maximize the total expected system throughput

in a CRN. They design a Bayesian decision rule-based algorithm which maximize the SU

throughput subject to a constraint on the PU throughput and the SUs’ sensing time over-

head. The proposed algorithm achieves better spectrum sensing performance by limiting

the number of SUs to participate in cooperative sensing. However, the architecture, SUs

are connected with a SU base station through point to point links, presented in this paper is

difficult to achieve in practice.
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2.3 Rendezvous

Rendezvous refers to the ability of nodes to find each other on a common channel.

However, in CRN, rendezvous between two nodes is a challenging problem since the avail-

ability of channels is uncertain.

There have been a number of protocols proposed for rendezvous in CRNs, in which

each pair of nodes establishes rendezvous separately [78]. Many rendezvous protocols

rely on a common control channel (CCC), which is used by the nodes to exchange control

messages [74, 83]. The CCC is assumed to be dedicated and always free from the activity

of PUs. Though achieving rendezvous using CCC is very promising, i.e., takes less time

to rendezvous, it is very difficult to deploy in practice since nodes are not the owners of

channels [38]. However, a blind rendezvous technique is much more suitable for CRN due

to its autonomous and distributed nature [73].

Existing blind rendezvous protocol can be classified into two categories, namely sequence-

based rendezvous [22, 85], and random (or probabilistic) rendezvous [61, 65]. The sequence-

based rendezvous gives good performance, i.e., short mean value and upper bound for time

to rendezvous (TTR). However, its prerequisites –,i.e., both nodes assume a common set of

free channels to generate the hopping sequences, and their local clocks are synchronised,

are difficult to maintain in practice. Most importantly, sequence-based rendezvous protocol

can not provide the upper bound for TTR if the impact of random PU activity is considered

since it may destroy the rendezvous and extend the TTR. On the other hand, the probabilis-

tic rendezvous protocol relies on probabilistic channel selection. This protocol achieves

rendezvous in the scenario of random activity of PU and does not need clocks of nodes to

be synchronised.

27



Chapter 2: Related Work

In [23], to achieve rendezvous, the transmitter and receiver SUs follow the same channel

sequence but their remaining times in a channel are different. The transmitting SU stays

on each available channels for a short period of time period. Meanwhile, the receiving

node jumps and stays on the same sequenced channel for a longer period of time. As the

transmitter repeats the channel sequence, eventually they meet on a common channel.

In [85], the authors propose two channel–hopping-based MAC layer protocols for ren-

dezvous. For the first protocol, they assume the nodes are synchronized to the channel

hopping process. In the second protocol, nodes are not rely on global clock synchroniza-

tion. However, both protocols fail to achieve rendezvous in asynchronous environment.

As most of the existing blind rendezvous protocols fail to fully satisfy the criteria of

asynchronous rendezvous support, guaranteed rendezvous, and short TTR, the authors pro-

posed a rendezvous protocol to meet those criteria in [11]. The protocol uses an alternate

hop–and–wait channel that support fast blind rendezvous. Each node will use a unique

alternate channel hopping sequence composed of HOP/WAIT–mode sub-sequences. When

two SUs hop on a common channel, they have a rendezvous. Though this paper considers

the asynchronous criteria, it does not consider the case when PU becomes active on the

common channel in which two SUs are trying to achieve rendezvous.

In [69], temporal variation of the channels is considered to design the rendezvous pro-

cedure. The authors derive time-adaptive strategy for synchronous system in which the

channel availability is assumed to be static over time. They achieve optimal expected TTR

but limit the SUs to operate in synchronous manner.

In [65], quorum system is used to solve the blind rendezvous problem. A quorum is a

set of SUs in which each SU has an independent channel sequence from the common set
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of available channels. When two sequences rendezvous, two nodes communicate on the

rendezvous channels as long as the channels are available. However, the method of finding

the common set of available channels is not discussed properly.

In [56], the authors use a jump–and–stay (JS) algorithm to achieve rendezvous between

two nodes. They proposed an adaptive JS pattern in which the nodes jump on better chan-

nels more often to increase the possibility to rendezvous on such channels. In order to

find the better channels, the model categorizes the channels that have low interference with

PUs. As different nodes have different sensing capabilities, achieving rendezvous between

two nodes gets longer when their JS patterns vary widely.

In [39], joint channel hopping based asynchronous rendezvous is used to investigate the

channel access delay. The authors adopt collision avoidance (CSMA/CA) MAC to solve

multi user contention. Though the approach gives better coordination, implementation of

CSMA/CA is difficult in CRN environment since PU may active on the control channel

and lengthen the TTR.

We have seen from the above that most of the research highlights the rendezvous prob-

lem between two nodes. However, in this thesis, we build a protocol for the formation

of piconet (CPAN) in which a group of nodes concurrently rendezvous with a coordinator

node. We have examined the distribution of CPAN formation time in the Chapter 3.

2.4 Multi-hop CRNs

Many theoretical and practical proposals focused on the creation, operation and perfor-

mance of single hop networks. Recently, multi-hop networks have begun to attract research

attention [40]. This problem is challenging since CRNs besides PUs produce interference
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to their coexisting CRNs.

Though multi-hop CRNs can use spectrum efficiently and are able to transmit data into

an extended coverage, there are couple of open issues that have to be resolved before com-

mencing them. Multi-hop CRN faces the important challenge to route data from source

node to destination node efficiently through a suitable selection of hop sequences. More-

over, in order to vacate the channel for the PUs’ transmissions the multi-hop CRN will

struggle to provide better quality of service (QoS) to SUs [63].

However, according to a recent survey in [62], a good routing protocol in CRN must

address the following obstacles during it’s designing phase:

• Channel-based challenges: Due to lack of common control channel (CCC) and

uncertain and dynamic behaviour of channel availability it is nearly impractical to

exchange channel information between source and destination through route request

(RREQ) and route reply (RREL) messages.

• Host-based challenges: Routing protocol must addresses the delays when SUs switch

their channels or keep backoff until PU’s transmission over in the case unwilling to

switch channel.

• Network-based challenges: The route will suffer from more link failures if mini-

mum number of hops between source and destination can not be accommodated.

In multi-hop CRNs it is unrealistic to establish a static route from source node to desti-

nation node due to unpredictable channels. The authors in [71] proposed a dynamic routing

protocol where multiple intermediate destination nodes are selected by using greedy heuris-

tic algorithm. The packet forwarding chooses successively intermediate destinations which
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are geographically close to destination until the packet reaches final destination.

In order to route packets in multi-hop CRN, the authors [40] proposed an opportunistic

cognitive routing (OCR) protocol. In this scheme an SU aware of its geographic location

distributively selects a neighbour SU as a next hop relay to forward the packet.

The authors in [75, 86] proposed both centralized and distributed algorithm for avoiding

partition of CRNs in the presence of PUs activity. In this approach the SUs equipped with

multiple radios can utilize the unoccupied channel when one or more PUs become active.

With the help of robust topology control the packet from source node to destination node

still can be re-routed by using another radio.

Works in [17] is proposed an optimal route selection approach for transferring data

among SUs in multi-hop CRNs environment. Here optimality is defined over the route

maintenance cost which is measured when channels or links are required to give up due to

presence of PUs.

The authors in [66] proposed robust route finding algorithm. Based on the Breadth-

First-Search technique they find the skeleton set for each flow in a hop-by-hop manner

from source to destination nodes. Starting from source node the algorithm includes the

next hop if it has at least one link and satisfies robustness constraints until the route finds

the destination nodes.

Routing is frequently linked to the solutions of the spectrum decision (i.e., channel

selection) and network coexistence problems, as witnessed by the joint routing and link

scheduling approach in [55] or a session-oriented spectrum trading system [54]. Recently,

new routing metrics specifically tailored to cognitive networks have been proposed, in-

cluding various flavors of spectrum temperature [27] together with the associated routing
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protocols.

As we have seen, nearly all of the research is oriented towards routing, which is a well

researched subject in ad–hoc networks, but with two additional constraints. First, routes

as well as ongoing data transmissions can be disrupted by collisions with primary user

transmissions on the selected channels. Second, routes can be difficult to repair due to

the lack of coordination among cognitive piconets that participate in the formation and

maintenance of the route.

2.5 Chapter Summary

In this chapter, we have surveyed the current research works for the operations of CRN.

Current solutions are limited to the formation of long-term communications in terms of

their effectiveness and scope. There is a need for a new framework for network formation

and operations. To analyze and build this new framework, we have investigated the CPAN

formation protocol in the Chapter 3.

Moreover, most of the research highlights many of the issues related to design, op-

eration, and performance of routing protocols, the performance of multi-hop CPANs by

considering the impact of random activity of PU has not been adequately addressed. We

have investigated the performance of bridging between two CPANs under the consideration

of random PU activity in the Chapters 4 and 5.

32



Chapter 3

Formation of Cognitive Personal Area

Networks (CPANs) by using

Probabilistic Rendezvous

The formation of Cognitive Personal Area Networks (CPANs) requires a group of nodes

to connect to a dedicated coordinator node. In this chapter, we propose a protocol for the

formation of CPAN in which nodes arrive randomly, and their times to rendezvous with

coordinator overlap partially or fully with one another. We develop an analytical model

for the time to form a CPAN by an arbitrary number of nodes. Numerical results show

that CPAN with more than three nodes needs hyper-exponential formation time with large

coefficient of skewness which may cause large variability in formation time of CPAN with

a moderate to large number of nodes. The results also show that the distribution of joining

time of group of seven nodes can be used as the general distribution for the joining time of

group of more than seven nodes. The proposed model can be used in two different ways
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to form the CPAN: i) the coordinator sets a cut-off time to start over the CPAN operation

by a random number of nodes, i.e., an emergency network ii) the coordinator does not

start the CPAN operation until a predefined number of nodes have joined the CPAN, i.e., a

long-term network.

3.1 Introduction

In order to initiate data communications, a pair of nodes need to establish rendezvous –

i.e., find each other on a common channel [9, 10]. To avoid interference with PU and carry

successful data transmission, nodes often use channel hopping [8, 45]. The rendezvous is

only possible when a pair of nodes appear at the same time on the same idle channel.

Establishing rendezvous between two nodes is particularly challenging problem due to

their random hopping sequences as well as random appearance of PUs on their channels.

However, when multiple nodes want to form a piconet, simple two-node rendezvous is not

sufficient. Instead, the first node can begin acting as a CPAN coordinator, and the other

nodes can try to rendezvous with it.

Upon initiating the CPAN, the coordinator stays on every idle channel for a fixed length

of time (hereafter referred to as superframe). While waiting on idle channel, the coor-

dinator expects that the nodes will arrive and achieve rendezvous with it by finding the

superframe. As not all nodes can establish rendezvous during a single superframe, the co-

ordinator will inform already connected nodes about the next channel to hop to, otherwise

those nodes will lose synchronization with the coordinator. This means that a node, once it

has joined the coordinator, does not need to reestablish the connection as long as it follows

the channel-hopping sequence of the coordinator. When a predefined number of nodes join
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or a prescribed time has elapsed, the coordinator begins regular CPAN operation using the

transmission tax-based MAC protocol described in [51].

Time starts when the coordinator initiates the CPAN. Later on, the nodes arrive ran-

domly and spend additional random times to achieve rendezvous with the coordinator.

Therefore, the joining time of a node with CPAN coordinator is the sum of its arrival

time and its time to rendezvous (TTR) with coordinator. However, in this protocol, multi-

ple nodes can continue their rendezvous processes simultaneously since each arriving node

can undertake its rendezvous process independently from others. As nodes’ arrival times

and TTRs are random and independent, any given node can join the CPAN before the join-

ing of other nodes that arrived earlier or its arrival time and, or TTR may partially overlap

with the joining times of those nodes.

This chapter presents a systematic approach for designing the CPAN formation proto-

col with the help of probabilistic rendezvous. To the best of our knowledge, there is no

existing protocol that supports group rendezvous with a fixed coordinator. Moreover, in

this protocol, once the nodes join, they do not need to establish rendezvous again since the

coordinator informs nodes to which channel to hop in after each superframe. In this chap-

ter, as probabilistic rendezvous protocol is used as a tool for CPAN formation, we derive the

distribution of TTR before modeling the time to form CPAN by a number of nodes. This

chapter also presents detailed characteristics of CPAN formation time under the scenarios

of different node arrival rates, PU activities, and number of channels.

The rest of the chapter is organized as follows: The details of CPAN operation and

rendezvous protocol present in Section 3.2. We model the rendezvous protocol and derive

the distribution of TTR in Section 3.3. By applying the distribution of TTR, we model
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the CPAN formation protocol in Section 3.4. The derivation of time to form CPAN by

an arbitrary number of nodes is described in Section 3.5. The characteristics of CPAN

formation time are analyzed in Section 3.6. Finally, Section 3.7 concludes the chapter.

3.2 MAC Operation and Rendezvous Protocol

In this protocol, a node initiates the Cognitive Personal Area Network (CPAN) by start-

ing to act as a coordinator. The coordinator hops through available channels in a pseudo-

random manner. In order to allow other nodes to find and join the CPAN, the coordinator

stays on each idle channel for a period of time. This staying time is logically divided into

unit slots and maintained as constant size superframe of length of sf unit slots, as shown

in the Fig.3.1. The beginning and end of each superframe are marked with a leading and a

trailing beacon frames, respectively, sent by the coordinator. The remaining portion of the

superframe is listen frame, in which the other nodes send join requests.

The leading beacon contains the nodes’ identifications. However, when the coordinator

alone in the CPAN, it transmits only its identification in the leading beacon. The next-hop

channel is announced in the trailing beacon, together with a number of backup channels

which are used to attempt recovery in case of collision with a PU transmission [49]. The

trailing beacon also sends ACK packet indicating the join request has been received suc-

cessfully.
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Figure 3.1: Superframe and node acheives rendezvous with coordinator.

3.2.1 Probabilistic Rendezvous Protocol

We consider the set ofN channels are well known to every node in the network. In order

to find and join the CPAN, a newly arrived node also hops randomly through the channels.

The node may hop to a channel which is busy, i.e., the channel is currently occupied by

a PU. If a channel is found busy, the node will stay there for a short period of time, Twb,

and hop to another channel. The node may also hop to an idle channel, where it stays for

a long time, Twi. Since, the node expects that the CPAN will eventually hop in to the same

channel and start superframe. In the case when the node hops to an idle channel, there are

a number of scenarios in which a successful rendezvous can be possible:

(i) While the node is waiting in the idle channel, the coordinator hops in to the same

channel and starts superframe. The node listens the leading beacon and sends a

joining request when the coordinator starts listening after transmitting the leading

beacon. Later on, the coordinator grants the joining request by sending ACK packet

in the trailing beacon. Note that, once the node overhears the CPAN superframe, it

may extends Twi time in order to join the CPAN.

(ii) The node may hop to the channel on which the CPAN has already started the super-
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frame. Rendezvous can be possible in the current superframe if the node listens to a

portion of the leading beacon. Otherwise, the node will listen to the trailing beacon

since Twi is longer than sf . By listening to the trailing beacon, the node will follow

CPAN’s next superframe and send join request in that superframe.

There are also scenarios in which the rendezvous will fail:

(i) The CPAN superframe has been completed just before the node hops to that idle

channel.

(ii) The node leaves the idle channel just before the arrival of CPAN superframe on that

channel.

(iii) Finally, while the node is waiting for rendezvous by finding the CPAN superframe,

the rendezvous process may be destroyed if the primary user becomes active on that

channel (collision with PU).

3.3 Modeling the probabilistic rendezvous protocol

In this section we model the probabilistic rendezvous protocol, as explained above,

and derive the distribution of time to rendezvous (TTR). However, in order to consider the

impact of random activity of PU, we model the random channel activity and plug it in to

the probabilistic rendezvous protocol.

3.3.1 Modeling the channel activity

Each PU is intermittently active on its own channel. Let the durations of active and

idle times, Ta and Ti, follow mutually independent random probability distributions and
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their probability density functions (pdf) of active and idle periods are tTa(x) and tTi(y),

respectively. Since the active and idle times alternate, the pdf of the channel cycle time is

tTcyc(z) =
∫∞
x=0

tTa(x)tTi(z−x)dx. Therefore, the mean value of channel cycle time of PU

activity is Tcyl = Ta + Ti and the probabilities that the PU is active or idle on the channel

are pon = Ta
Ta+Ti

and poff = 1− pon, respectively.

3.3.2 Modeling the time for the rendezvous process

As discussed above, a successful rendezvous occurs when the node’s waiting time at an

idle channel overlaps with the CPAN superframe (or, at least, the superframe trailing bea-

con) without collision. However, before a successful rendezvous, the node hops randomly

through the channels and stays there for a random amount of time depending on the states

of the channel and the location of CPAN superframe on that channel. The rendezvous pro-

cess can be represented through transient Markov chain, as shown in Fig.3.2. The states

and transition probabilities are as follows:

(i) State 1 is the starting state.

(ii) State 2 corresponds to the situation when node’s waiting time at an idle channel

directly overlaps with a superframe. The transition probability of coming to this

state is Pov and the Laplace-Stieltjes Transform (LST) of time spend in this state is

T ∗ov(s).

(iii) State 3 corresponds to the situation when node’s waiting time at an idle channel

overlaps only with the trailing beacon of a superframe. The transition probability of

coming to this state is Pl and the LST of time spend in this state is T ∗l (s).
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Figure 3.2: State transition diagram for probabilistic rendezvous.

(iv) State 4 corresponds to the situation when node finds a busy channel. The transition

probability of coming to this state is Pb and the LST of time spend in this state is

T ∗b (s).

(v) State 5 corresponds to the situation when node hops to an idle channel but the CPAN

doesn’t access that channel during the node waiting time so a rendezvous doesn’t
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happen. The transition probability of coming to this state is P2 and the LST of time

spend in this state is T ∗2 (s).

(vi) State 6 corresponds to the situation when node hops to an idle channel but its waiting

time ends before the CPAN access that channel in the same idle channel period so a

rendezvous doesn’t happen. The transition probability of coming to this state is P−3

and the LST of time spend in this state is T ∗−3 (s).

(vii) State 7 corresponds to the situation when node hops to an idle channel after the CPAN

has left so a rendezvous doesn’t happen. The transition probability of coming to this

state is P+
3 and the LST of time spend in this state is T ∗+3 (s).

(viii) State 8 corresponds to the situation when a pending rendezvous is destroyed due to

the activity of PU on that channel. The transition probability of coming to this state

is Pc and the LST of time spend in this state is T ∗4 (s).

(ix) State 9 is the absorbing state when node successfully achieves rendezvous with co-

ordinator. The transition probability of coming to this state is 1− Pc.

The expressions of the above probabilities and waiting times, as derived in [48], will be

used, but we do not present them since they would be a lengthy distraction. We represent

the rendezvous process presented in [48] through Markov chain in order to derive the dis-

tribution of TTR. We use the distribution of TTR as a tool for the CPAN formation protocol

to derive the distribution of time to form a CPAN.

For each LST of time T ∗i , mean, second and third central moments can be obtained as

Ti = − d
ds
T ∗i (s)|s=0, T (2)

i = d2

ds2
T ∗i (s)|s=0, and T (3)

i = − d3

ds3
T ∗i (s)|s=0, accordingly.
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After the arrival, the node starts from state 1 and traverses to an arbitrary number of

states before successfully achieving rendezvous with the CPAN coordinator in the state 9.

The transition matrix of the rendezvous process is

Prend =



1 2 3 4 5 6 7 8 9

1 0 Pov Pl Pb P2 P−3 P+
3 0 0

2 0 0 0 0 0 0 0 Pc 1− Pc

3 0 0 0 0 0 0 0 Pc 1− Pc

4 0 Pov Pl Pb P2 P−3 P+
3 0 0

5 0 Pov Pl Pb P2 P−3 P+
3 0 0

6 0 Pov Pl Pb P2 P−3 P+
3 0 0

7 0 Pov Pl Pb P2 P−3 P+
3 0 0

8 0 Pov Pl Pb P2 P−3 P+
3 0 0

9 0 0 0 0 0 0 0 0 1



(3.1)

The transition matrix of the rendezvous process has only one absorbing state (state 9) and

the remaining eight states are transient states. The canonical form of the transient Markov

chain is

Prend =

Q R

0 I

 (3.2)

where Q is an eight-by-eight matrix, R is a non-zero eight-by-one matrix, 0 is an one-by-

eight zero matrix, and I is an one-by-one identity matrix. The matrix V = (I − Q)−1
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represents the fundamental matrix of Prend [21]. Therefore,

V =



1 2 3 4 5 6 7 8

1 1 −Pov
Px

−Pl
Px

−Pb
Px

−P2

Px

−P−3
Px

−P+
3

Px

−Pc(Pov+Pl)
Px

2 0 Px−PcPov
Px

−PcPl
Px

−PcPb
Px

−PcP2

Px

−PcP−3
Px

−PcP−3
Px

Pc(Pb+P2+P
−
3 +P+

3 −1)
Px

3 0 −PcPov
Px

Px−PcPl
Px

−PcPb
Px

−PcP2

Px

−PcP−3
Px

−PcP−3
Px

Pc(Pb+P2+P
−
3 +P+

3 −1)
Px

4 0 −Pov
Px

−Pl
Px

Px−Pb
Px

−P2

Px

−P−3
Px

−P+
3

Px

−Pc(Pov+Pl)
Px

5 0 −Pov
Px

−Pl
Px

−Pb
Px

Px−P2

Px

−P−3
Px

−P+
3

Px

−Pc(Pov+Pl)
Px

6 0 −Pov
Px

−Pl
Px

−Pb
Px

−P2

Px

Px−P−3
Px

−P+
3

Px

−Pc(Pov+Pl)
Px

7 0 −Pov
Px

−Pl
Px

−Pb
Px

−P2

Px

−P−3
Px

Px−P+
3

Px

−Pc(Pov+Pl)
Px

8 0 −Pov
Px

−Pl
Px

−Pb
Px

−P2

Px

−P−3
Px

−P+
3

Px

Pb+P2+P
−
3 +P+

3 −1
Px


(3.3)

where Px = PcPov+PcPl+Pb+P2 +P−3 +P+
3 −1. Each entry vij of V gives the expected

number of times that the node is in the transient state j if the node is started for rendezvous

in the transient state i.

Let us assume that t is the column vector whose ith entry ti is the expected duration

before the chain is absorbed, given that the chain starts in state i. Therefore, t = V cm, here

cm is the column vector whose jth entry cmj is the mean time that node spends in the jth

state

cm =

[
0 Tov Tl Tb T2 T−3 T+

3 T4

]T
(3.4)
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As the node always starts from state 1, we can obtain the mean TTR by using the following

equation:

ttrm = t1 =
8∑
j=1

v1jcmj (3.5)

In the similar manner we can obtain the higher moments of TTR. Let c2m is the column

vector whose jth entry c2mj is the second central moment of the time that node spends in

the jth state

c2m =

[
0 T

(2)
ov T

(2)
l T

(2)
b T

(2)
2 T

−(2)
3 T

+(2)
3 T

(2)
4

]T
(3.6)

Therefore, the second central moment of TTR is

ttr2m =
8∑
j=1

v1jc2mj (3.7)

If c3m is the column vector whose jth entry c3mj is the third central moment of the time

that node spends in the jth state

c3m =

[
0 T

(3)
ov T

(3)
l T

(3)
b T

(3)
2 T

−(3)
3 T

+(3)
3 T

(3)
4

]T
(3.8)

then the third central moment of TTR is

ttr3m =
8∑
j=1

v1jc3mj (3.9)
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Therefore, standard deviation, coefficient of variation, and coefficient of skewness of TTR

are ttrsdev =
√
ttr2m − (ttrm)2, ttrcvar = ttrsdev

ttrm
, and ttrskew = ttr3m−3ttrm(ttrsdev)

2−(ttrm)3

(ttrsdev)3
,

accordingly.

3.3.3 Evaluation of the time to rendezvous (TTR)

In order to evaluate the TTR, we have solved the analytical model discussed above using

Maple 16 software [43]. We have used values evaluated in [48] for the transient Markov

chain, as shown in Fig.3.2. We assume that channel idle and busy time are exponentially

distributed with mean values Ti and Ta respectively and the number of channels N is in the

range 5 to 29. The mean channel cycle time was set to Tcyc = Ti + Ta = 3000 and 4500

unit slots, respectively. The PU activity factor pon = Ta
Ti+Ta

was varied in the range 0.1 to

0.3. The size of the superframe was set to sf = 50 unit slots. The parameters time to stay

in to a busy channel and time to stay in to an idle channel for rendezvous protocol were set

to Twb = 10 and Twi = 20N unit slots, accordingly.

To validate the numerical results of TTR, we have simulated the rendezvous protocol

using MATLAB [72]. The simulation results are plotted from the mean of the results

of 2000 separate runs. For the simulation run, we use the same values for the system

parameters as were used to gather the numerical results.

Fig.3.3 shows the mean value of TTR as functions of PU activity factor pon and number

of channels N . The cycle time of PU was set to Tcyc = 3000.

Fig.3.3a shows that the mean TTR decreases when PU activity factor pon increases.

The reason is that the larger value of pon increases the probability of getting channels busy

as well as makes the channels busy for time longer time (since, Ta = ponTcyc). As the
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Figure 3.3: Mean TTR for cycle time of primary source Tcyc = 3000.

channels get busy more frequently and for longer time, the node needs to switch channels

more frequently in shorter interval, which, in turn, increases the probability of overlap

between the node and CPAN superframe and decreases the mean TTR.

On the other hand, Fig.3.3a shows that the mean TTR increases when the number of

channels N increases. This is because the node hops randomly through the channels in or-

der to overlap with CPAN superframe. Therefore, as the number of channels N increases,

the node will have less probability to overlap with CPAN superframe, which, in turn, in-

creases the mean TTR.

Simulation plot of Fig.3.3b is the mean TTR of 2000 simulation runs. From Fig.3.3a

and Fig.3.3b, we conclude that the simulation result agree well with the analytical result.

Fig.3.4 shows coefficient of variation and skewness of TTR, and coefficient of skewness

of fitted-Gamma distribution as functions of PU activity factor pon and number of channels

N . The cycle time of PU was set to Tcyc = 3000.

46



Chapter 3: Formation of Cognitive Personal Area Networks (CPANs) by using
Probabilistic Rendezvous

0.100.10

0.930.93

2525

0.940.94

0.950.95

co
ef
fi
ci
en
t
o
f
v
ar
ia
ti
o
n

co
ef
fi
ci
en
t
o
f
v
ar
ia
ti
o
n

0.960.96

0.970.97

0.150.15

0.980.98

2020

NN
0.200.20

ponpon

15150.250.25 1010
0.300.30

(a) Coefficient of variation of TTR.

(b) Coefficient of skewness of TTR. (c) Coefficient of skewness of fitted-Gamma
distribution by estimating Gamma parame-
ters from Figs. 3.3a and 3.4a.

Figure 3.4: TTR statistics for cycle time of primary source Tcyc = 3000.

Coefficient of variation of TTR, as shown in Fig.3.4a, is close to 1 but less than 1

which indicates that the TTR follows exponential distribution with special case. However,

in order to validate, we match the coefficient of skewness of TTR, as shown in Fig. 3.4b,

with the coefficient of skewness of fitted-Gamma distribution, as shown in Fig. 3.4c, by

estimating the shape parameter α = ( 1
ttrcvar

)2 and scale parameter β = ttrm
α

of Gamma

47



Chapter 3: Formation of Cognitive Personal Area Networks (CPANs) by using
Probabilistic Rendezvous

25250.100.10

22002200

24002400

26002600

2020

28002800

ti
m
e
[u
n
it
sl
ot
s]

ti
m
e
[u
n
it
sl
ot
s]

30003000

32003200

0.150.15

34003400

NN
15150.200.20

ponpon
10100.250.25

0.300.30

(a) Mean TTR (Numerical).

0.100.10

22002200

2525

24002400

26002600

28002800

ti
m
e
[u
n
it
sl
ot
s]

ti
m
e
[u
n
it
sl
ot
s]

30003000

0.150.15

32003200

2020

34003400

36003600

NN
0.200.20

ponpon

1515
0.250.25 1010

0.300.30

(b) Mean TTR (Simulation).

Figure 3.5: Mean TTR for cycle time of primary source Tcyc = 4500.

distribution from the Figs. 3.3a and 3.4a. The values of coefficients of skewness of TTR

and fitted-Gamma distribution are very close and show very similar characteristics.

To evaluate the impact of longer cycle time of PU, as shown in Fig.3.5, we have set

Tcyc = 4500. Longer cycle time makes mean TTR longer, as shown in Fig.3.5a, in compar-

ison with the shorter cycle time Tcyc = 3000, as shown in Fig.3.3a. This is not unexpected

since longer cycle time makes the channel idle for longer time, which, in turn, increases

the probability that the node spends its full waiting time Twi in to that idle channel. As the

node has less chance to switch the channel due to spending its full waiting time Twi, the

probability of overlap between the node and CPAN superframe decreases, which, in turn,

increases the mean TTR. The mean TTR of simulation runs, as shown in Fig.3.5b, also

validates the correctness of mean TTR of numerical result, as shown in Fig.3.5a.

Fig.3.6 shows coefficient of variation and skewness of TTR, and coefficient of skewness

of fitted-Gamma distribution as functions of PU activity factor pon and number of channels
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Figure 3.6: TTR statistics for cycle time of primary source Tcyc = 4500.

N . The cycle time of PU was set to Tcyc = 4500.

For longer cycle time, coefficient of variation of TTR, as shown in Fig.3.6a, is also

less than 1. The values of coefficients of skewness of TTR and fitted-Gamma distribution,

as shown in Figs. 3.6b and 3.6c, accordingly, are almost equal and show very similar
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characteristics, which indicates that the distribution of TTR is Gamma.

As the distribution of TTR shows all the characteristics of Gamma distribution [18], we

can define the pdf of TTR as

tTTR(x) =
(x
β
)α−1e

−x
β

βΓ(α)
(3.10)

where shape parameter α = ( 1
ttrcvar

)2 and scale parameter β = ttrm
α

.

3.4 Modeling the CPAN formation time

Let us now start modeling the time to form CPAN by an arbitrary number of nodes.

Time starts when the coordinator initiates the CPAN, as shown in the Fig.3.7. After initi-

ating CPAN, the coordinator must spend some time to allow other nodes to arrive and join

the CPAN according to the rendezvous distribution, as discussed above.
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Figure 3.7: Arrival of nodes and their times to join CPAN.
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Arrival process of nodes: Let us assume that the nodes arrive to join the CPAN accord-

ing to a Poisson distribution with rate λ. The distribution of interarrival time is exponential

with rate λ: interarrival times {Ai : i ≥ 1}, as shown in the Fig.3.7, are independent iden-

tically distributed (i.i.d.) with common distribution

A(x) = P (Ai ≤ x) =

∫ x

t=0

λe−λtdt = 1− e−λx, x ≥ 0. (3.11)

The LST of interarrival time of node is

A∗(s) =

∫ ∞
t=0

e−tsλe−λtdt =
λ

λ+ s
(3.12)

and its mean A = − d
ds

(A∗(s)) |s=0 = 1
λ

.

Let Ti as the waiting time for the arrival of ith node, as shown in the Fig.3.7. Since

Ti = A1 +A2 + ...+Ai, the sum of i i.i.d. exponentially distributed random variables, the

distribution of Ti is the ith fold convolution of the exponential distribution [1] and its pdf is

fTi(t) = λe−λt
(λt)i−1

(i− 1)!
, t ≥ 0, i ≥ 1. (3.13)

The LST of waiting time for the arrival of ith ordinary node can be defined as

T ∗i (s) =

∫ ∞
t=0

e−tsfTi(t)dt =

(
λ

λ+ s

)i
(3.14)

and its mean Ti = − d
ds

(T ∗i (s)) |s=0 = i
λ

.
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Time to rendezvous (TTR) with CPAN coordinator: The probabilistic rendezvous pro-

tocol allows multiple nodes to undertake rendezvous process concurrently since each arriv-

ing node tries to achieve rendezvous with the coordinator independently from others. Let

the time needed for ith node, after its arrival, to rendezvous with coordinator be denoted

as TTRi, as shown in the Fig.3.7. As the rendezvous procedure of each node is indepen-

dent and random, we assume that nodes’ rendezvous times are i.i.d. random variables with

common distribution

TTR(x) = P (TTRi < x) =

∫ x

y=0

tTTR(y)dy (3.15)

where tTTR(y) is the pdf of Gamma distribution with shape and scale parameters, α and β,

accordingly, as defined in (3.10). The LST of TTR can be defined as

TTR∗(s) =

∫ ∞
y=0

e−ystTTR(y)dy = (1 + βs)−α (3.16)

and its mean TTR = − d
ds

(TTR∗(s)) |s=0 = βα.

Joining time of an arbitrary node with CPAN coordinator: The time needed for an

arbitrary node to join the CPAN is the sum of its arrival time and its TTR. Let the joining

time of ith node be Ji = Ti + TTRi. Therefore, the pdf of joining time of ith node is

gJi(z) =

∫ ∞
x=0

fTi(x)tTTR(z − x)dx (3.17)

and its LST is

J∗i (s) = T ∗i (s)TTR∗(s). (3.18)
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3.5 Derivation of CPAN formation time for an arbitrary

number of nodes

As explained earlier, since multiple nodes can undertake joining process simultane-

ously, any given node’s joining time may fully, or partially overlap with the joining time of

nodes that arrived earlier. However, before deriving the general time for joining of i nodes

with CPAN, we need to analyze the scenarios for joining times of first three nodes.

CPAN formation time with one node: The time needed for the node that arrives first to

join the CPAN is the sum of its arrival time T1 and its TTR TTR1. Therefore, the LST of

time for one node to join the CPAN is

T ∗join1
(s) = J∗1 (s) = T ∗1 (s)TTR∗(s) = A∗(s)TTR∗(s) (3.19)

since T ∗1 (s) = A∗(s).

CPAN formation time with two nodes: Let us now assume that the second node arrives

at time T2. We may identify three different possible times when that node can join the

CPAN:

• Due to the randomness of TTR, the node that arrives second can join the CPAN

before the joining of node that arrived first, as shown in Fig.3.8. The probability of
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this case is

Pren2 = P (J1 > J2)

=

∫ ∞
x=0

P (J1 > x)P (J2 = x)dx

=

∫ ∞
x=0

(∫ ∞
y=x

gJ1(y)dy

)
gJ2(x)dx (3.20)

Therefore, in this case, the joining time of node that arrives second completely over-

laps with the joining time of node that arrives first with probability Pren2 .
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Figure 3.8: Second node joins the CPAN before the joining of first node.

• The node that arrives second can join the CPAN after the joining of node that arrives

first but the second node arrives before the first node joins the CPAN, as shown in

Fig.3.9. The probability that the second node arrives before the first node joins the
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CPAN is

Parv2 = P (J1 > T2)

=

∫ ∞
x=0

P (J1 > x)P (T2 = x)dx

=

∫ ∞
x=0

(∫ ∞
y=x

gJ1(y)dy

)
fT2(x)dx (3.21)

Therefore, the joining time of node that arrives second partially overlaps with the

joining time of node that arrives first with probability (1− Pren2)Parv2 . In this case,

the time to form CPAN by two nodes is equal to the sum of times that the first

node takes to join the CPAN and the residual rendezvous time of node that arrives

second. The residual rendezvous time of the node that arrives second is TTR∗+(s) =

1−TTR∗(s)
sTTR

[31].
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Figure 3.9: Second node joins after the joining of first node but arrives before the joining
of first node.

• The second node may arrive after the joining of first node, as shown in the Fig.3.10.

The probability of such case is (1 − Pren2)(1 − Parv2). In this case, only the partial
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interarrival time of second node overlaps with the joining time of node that arrives

first. Therefore, in this case, the time to form CPAN by two nodes is equal to the sum

of times that first node takes to join the CPAN, and the residual interarrival time and

full rendezvous time of second node. The residual interarrival time of the node that

arrives second is A∗+(s) = 1−A∗(s)
sA

.

�����������
	��
�
����


�����
����

�
� �

�

�
�

�
�


�


�

����

�
��

��������������������������


Figure 3.10: Second node arrives after the joining of first node.

Therefore, the LST of time for the group of two nodes to join the CPAN is

T ∗join2
(s) = Pren2T

∗
join1

(s) + (1− Pren2)
[
Parv2T

∗
join1

(s)TTR∗+(s) + (1− Parv2)T ∗join1
(s)

A∗+(s)TTR∗(s)
]

= T ∗join1
(s)
[
Pren2 + (1− Pren2)Parv2TTR

∗
+(s) + (1− Pren2)(1− Parv2)A∗+(s)

TTR∗(s)]

= A∗(s)TTR∗(s) [Pren2 + (1− Pren2)Parv2

TTR∗+(s) + (1− Pren2)(1− Parv2)A∗+(s)TTR∗(s)
]

(3.22)
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As exponential distribution is a special case of Gamma distribution, the interarrival

time of nodes, exponential variable, is Gamma variable. The pdf tjoin2(x) of joining time

of group of two nodes is Gamma distribution since the joining time is the sum of Gamma

variables with different parameters and weights. The pdf tjoin2(x) can be calculated using

[52]. Therefore, the probability that two nodes join in time X is Pjoin2(X) = P (Tjoin2 ≤

X) =
∫ X
x=0

tjoin2(x)dx.

CPAN formation time with three nodes: Let us now assume that the third node arrives

at time T3. In the similar manner, we can identify three different possible times when that

node can join the CPAN:

• As two nodes already arrived before the third node and their TTRs are random, the

third node can join before the joining of first node, second node or even both first and

second nodes, as shown in Fig.3.11. The probability of such case is

Pren3 = P (J1 > J3)P (J2 < J3) + P (J1 < J3)P (J2 > J3) + P (J1 > J3)P (J2 > J3)

= 1− P (J1 < J3)P (J2 < J3)

= 1−
(∫ ∞

x=0

P (J1 < x)P (J3 = x)dx

)(∫ ∞
x=0

P (J2 < x)P (J3 = x)dx

)
= 1−

(∫ ∞
x=0

(∫ x

y=0

gJ1(y)dy

)
gJ3(x)dx

)(∫ ∞
x=0

(∫ x

y=0

gJ2(y)dy

)
gJ3(x)dx

)
(3.23)

In this case the third node does not need any extra time to join the CPAN since its

joining time overlaps with the joining time of nodes that arrived earlier.

• The third node may join after the joining of first two nodes but the third node arrives
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Figure 3.11: Third node joins before the joining of first node but after second node.

before the joining of first node, second node or even both first and second nodes, as

shown in Fig.3.12. The probability that third node arrives before the joining of first

node, second node, or both first and second nodes is

Parv3 = P (J1 > T3)P (J2 < T3) + P (J1 < T3)P (J2 > T3) + P (J1 > T3)P (J2 > T3)

= 1− P (J1 < T3)P (J2 < T3)

= 1−
(∫ ∞

x=0

P (J1 < x)P (T3 = x)dx

)(∫ ∞
x=0

P (J2 < x)P (T3 = x)dx

)
= 1−

(∫ ∞
x=0

(∫ x

y=0

gJ1(y)dy

)
fT3(x)dx

)(∫ ∞
x=0

(∫ x

y=0

gJ2(y)dy

)
fT3(x)dx

)
(3.24)

In this case the partial joining time of node that arrives third overlaps with the join-

ing time of nodes that arrived earlier with probability (1 − Pren3)Parv3 . The partial

overlapped joining time of third node includes its complete arrival time and a portion

of its TTR. Therefore, in this case, the time to form CPAN by three nodes is equal to
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the sum of times that the first two node takes to join the CPAN and the residual TTR

of third node. The residual TTR of third node can be found in the similar manner.
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Figure 3.12: Third node joins after the joining of both first and second nodes but arrives
brfore the joining of both first and second nodes.

• The third node may arrive after the joining of first two nodes, as shown in the

Fig.3.13, and the probability of this case is (1 − Pren3)(1 − Parv3). In this case,

only the partial interarrival time of third node overlaps with the joining time of nodes

that arrived earlier. Therefore, in this case, the time to form CPAN by three nodes is

equal to the sum of times that first two nodes take to join the CPAN, and the residual

interarrival time and full rendezvous time of third node. The residual interarrival time

of third node can be found in the similar manner.
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Figure 3.13: Third node arrives after the joining of both first and second nodes.
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Likewise, the LST of time for the group of three nodes to join the CPAN is

T ∗join3
(s) = Pren3T

∗
join2

(s) + (1− Pren3)
[
Parv3T

∗
join2

(s)TTR∗+(s) + (1− Parv3)T ∗join2
(s)

A∗+(s)TTR∗(s)
]

= T ∗join2
(s)
[
Pren3 + (1− Pren3)Parv3TTR

∗
+(s) + (1− Pren3)(1− Parv3)A∗+(s)

TTR∗(s)]

= T ∗join1
(s)
[(
Pren2 + (1− Pren2)Parv2TTR

∗
+(s) + (1− Pren2)(1− Parv2)A∗+(s)

TTR∗(s))
(
Pren3 + (1− Pren3)Parv3TTR

∗
+(s) + (1− Pren3)

(1− Parv3)A∗+(s)TTR∗(s)
)]

= A∗(s)TTR∗(s)
[(
Pren2 + (1− Pren2)Parv2TTR

∗
+(s) + (1− Pren2)(1− Parv2)

A∗+(s)TTR∗(s)
) (
Pren3 + (1− Pren3)Parv3TTR

∗
+(s) + (1− Pren3)(1− Parv3)

A∗+(s)TTR∗(s)
)]

(3.25)

The pdf tjoin3(x) of joining time of group of three nodes can be calculated in the similar

way since the joining time is the sum of Gamma variables. Thus, the probability that three

nodes join in time X is Pjoin3(X) = P (Tjoin3 ≤ X) =
∫ X
x=0

tjoin3(x)dx.

CPAN formation time with i nodes: In common, the ith node may join the CPAN into

three different possible times depending on its arrival time Ti and its TTR TTRi.

• The node that arrives ith position can join before the joining of at least one of the

nodes that arrived earlier. In this case, the joining time of ith node completely over-

61



Chapter 3: Formation of Cognitive Personal Area Networks (CPANs) by using
Probabilistic Rendezvous

laps with the joining time of nodes that arrived earlier with probability

Preni = 1− P (J1 < Ji)P (J2 < Ji) · · ·P (Ji−1 < Ji)

= 1−
(∫ ∞

x=0

P (J1 < x)P (Ji = x)dx

)
· · ·
(∫ ∞

x=0

P (Ji−1 < x)P (Ji = x)dx

)
= 1−

(∫ ∞
x=0

(∫ x

y=0

gJ1(y)dy

)
gJi(x)dx

)
· · ·
(∫ ∞

x=0

(∫ x

y=0

gJi−1
(y)dy

)
gJi(x)dx

)
(3.26)

• The node that arrives ith position can join after the joining of all nodes that arrived

earlier but ith node arrives before the joining of at least one of those nodes. The

probability that ith node arrives before the joining of at least one of the nodes that

arrived earlier is

Parvi = 1− P (J1 < Ti)P (J2 < Ti) · · ·P (Ji−1 < Ti)

= 1−
(∫ ∞

x=0

P (J1 < x)P (Ti = x)dx

)
· · ·
(∫ ∞

x=0

P (Ji−1 < x)P (Ti = x)dx

)
= 1−

(∫ ∞
x=0

(∫ x

y=0

gJ1(y)dy

)
fTi(x)dx

)
· · ·
(∫ ∞

x=0

(∫ x

y=0

gJi−1
(y)dy

)
fTi(x)dx

)
(3.27)

In this case the partial joining time of node that arrives ith position overlaps with

the joining time of nodes that arrived earlier with probability (1 − Preni)Parvi . As

before, in this case, the time to form CPAN by i nodes is equal to the sum of times

that the first i − 1 nodes take to join the CPAN and the residual rendezvous time of

node that arrives ith position. The residual rendezvous time of ith node can be found

in the similar way.
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• The ith node arrives after the joining of all nodes that arrived earlier. The probabil-

ity of such case is (1 − Preni)(1 − Parvi). As before, in this case, only the partial

interarrival time of ith node overlaps with the joining time of nodes that arrived ear-

lier. Therefore, in this case, the time to form CPAN by i nodes is equal to the sum

of times that i − 1 nodes take to join the CPAN, and the residual interarrival time

and full rendezvous time of ith node. The residual interarrival time of the node that

arrives ith position can be found in the similar manner.

In general, the LST of time for i nodes to join the CPAN is

T ∗joini(s) = PreniT
∗
joini−1

(s)+

(1− Preni)
[
ParviT

∗
joini−1

(s)TTR∗+(s) + (1− Parvi)T ∗joini−1
(s)A∗+(s)TTR∗(s)

]
(3.28)

= T ∗joini−1
(s)
[
Preni + (1− Preni)ParviTTR∗+(s) + (1− Preni)(1− Parvi)

A∗+(s)TTR∗(s)
]

(3.29)

...

= T ∗join1
(s)

i∏
k=2

[
Prenk + (1− Prenk)ParvkTTR∗+(s) + (1− Prenk)(1− Parvk)

A∗+(s)TTR∗(s)
]

(3.30)

= A∗(s)TTR∗(s)
i∏

k=2

[
Prenk + (1− Prenk)ParvkTTR∗+(s)

+(1− Prenk)(1− Parvk)A∗+(s)TTR∗(s)
]

(3.31)

T ∗joini(s)
∼= T ∗joini−1

(s), as can be seen from (3.29), when Preni convergences to 1 for

higher number of nodes. This is highly expected since the longer group joining time most
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likely allows new arriving nodes to join the CPAN coordinator within its bound, which

will be evaluated in later. Since, as before, the interarrival time of nodes is special kind

of Gamma variable, the group joining time is the sum of Gamma variables with differ-

ent parameters and weights, as shown in (3.31). In the similar way, we can calculate the

pdf tjoini(x) of joining time of group of i nodes and find the probability Pjoini(X) =

P (Tjoini ≤ X) =
∫ X
x=0

tjoini(x)dx that i nodes join in time X . The mean and higher cen-

tral moments of joining time of i nodes can be obtained as T (j)
joini

= (−1)j d
j

dsj
T ∗joini(s)|s=0,

where j > 0.

3.6 Characterisation of CPAN formation time

To characterise the CPAN formation time by an arbitrary number of nodes, we have

solved the analytical model discussed above using Maple 16 software [43]. We have used

TTR values that evaluated in Section 3.3.3. The node arrival rate λ was varied in the range

0.001 to 0.005. We assume that channel idle and busy time are exponentially distributed

with mean values Ti and Ta respectively and the number of channels N is in the range 5

to 29. The mean channel cycle times were set to Tcyc = Ti + Ta = 3000 and 4500 unit

slots, accordingly, and primary user activity factor pon = Ta
Ti+Ta

was varied in the range 0.1

to 0.3. The size of the superframe was set to sf = 50. The parameters time to stay in to

a busy channel and time to stay in to an idle channel for rendezvous protocol were set to

Twb = 10 and Twi = 20N unit slots, accordingly.

In order to validate the correctness of numerical results of CPAN formation time, we

simulate the CPAN formation protocol using MATLAB [72]. The theoretical model and

simulation model are compared under the same environment of parameters.
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3.6.1 Nodes joining times for different arrival rates

Fig.3.14 shows the node joining time statistics as function of nodes arrival rate λ. The

primary user activity factor, number of channels, and cycle time of PU were set to pon =

0.2, N = 21, and Tcyc = 3000, accordingly.

Fig.3.14a shows the probability Parvi that ith node arrives before the other nodes, ar-

rived before the arrival of ith node, join the CPAN. Probability Parvi increases when arrival

rate λ increases. This is not unexpected since faster nodes arrival rate makes nodes’ inter-

arrival times shorter compared with TTR, which, in turn, increases the chance of a node to

arrive while the other nodes, arrived earlier, have not yet joined the CPAN. The effect is

more prominent, Parvi reaches almost one, when the number of node increases.

Fig.3.14b shows the probability Preni that ith node joins before the other nodes, arrived

before the arrival ith node, join the CPAN. The probability Preni increases when the inter-

arrival time gets shorter since shorter interarrival time gives a node chances to arrive very

close to its earlier arrived nodes and to join before its earlier arrived nodes due to the ran-

domness of TTR. The probability Preni is high when both the number of nodes increases

and interarrival time gets shorter. As more nodes arrive in a short interval of time and their

TTRs are random, the node that arrives latter has also high probability to join the CPAN

before the joining of other nodes that arrived earlier.

Fig.3.14c shows the mean time to join the CPAN for different number of nodes. As can

be seen, group joining time decreases when interarrival time decreases, i.e., λ increases.

This is not surprising since shorter interarrival times makes the nodes arrive faster, which,

in turn, decreases the group joining time due to the joining time of a later arrival node

overlaps with the joining time of earlier arrived nodes. However, the joining time gets
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flatter for higher number of nodes when λ is moderate, which means that the time between

two consecutive nodes’ joining times gets closer. This is because higher Preni and Parvi

values, as shown in Fig.3.14b and Fig.3.14a, make the terms (1 − Preni)Parvi and (1 −

Preni)(1 − Parvi) almost zero in (3.29), which, in turn, convergences to the same joining

time for two consecutive nodes. As can be seen from Fig. 3.14c, for moderate node arrival

rate λ = 0.003 to 0.005 the joining times of group of seven and eight nodes are almost

same.

The time to join the CPAN for different number of nodes presented in the Fig. 3.14d

is the mean of 2000 separate simulation runs. The simulation result verifies our developed

analytical model.

The coefficient of variation of joining time for group of nodes, as shown in Fig.3.14e,

is close to 1 which indicates that the dispersion in the joining time of group of nodes is

moderate. However, the flatten coefficient of variation for higher number of nodes indi-

cates that the joining time of group of nodes is converging to a distribution. In order to fit

the group joining time with a distribution, we matched the coefficient of skewness of group

joining time with the coefficients of skewness of different distributions by estimating their

distributions parameters from Figs. 3.14c and 3.14e. However, the coefficient of skewness

of group joining time, as shown in Fig.3.14f, is very close to the coefficient of skewness

of fitted-Gamma distribution, as shown in Fig. 3.14g. Therefore, we can conclude that

the distribution of group joining time follows Gamma distribution. Moreover, if we closely

observe the mixture distribution of group joining time, as stated in (3.31), the sum of differ-

ent Gamma variables with different parameters and weights can be represented as a single

Gamma distribution.
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However, the higher value of coefficient of skewness for more than three nodes, as

shown in Fig. 3.14f, indicates that the distribution of group joining time for more than three

nodes has a long tail. The pdfs of fitted-Gamma distributions, as shown in Fig3.14h, also

validate the long tail distribution. The long tail distribution demonstrates that nodes can

also join far from the central part of the distribution, which, in turn, creates large variability

in the formation time of CPAN with a moderate to large number of nodes.

Fig. 3.14i shows the probabilities that the groups of different number of nodes join

over different periods of time. The probabilities help to analyse the CPAN formation in

two different ways:

• By setting the CPAN formation deadline at 6000 unit slots, the chances of forming

CPAN by 3, 6 and 9 nodes (including coordinator) are 80%, 62%, and 58%, accord-

ingly.

• By setting a predefined number of nodes, such as 6 (including coordinator), for the

size of CPAN, the chances to form that size of CPAN at 5000, 7000, and 9000 unit

slots are 58%, 68%, and 75%, accordingly.

This can be seen from Fig.3.14c to Fig.3.14i that the distribution of CPAN formation

time with seven nodes can be used as a general distribution for the CPAN formation time

with more than seven nodes.
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Figure 3.14: Nodes’ joining times statistics with N = 21 channels, primary user activity
factor of pon = 0.2, and cycle time of primary source Tcyc = 3000.
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Figure 3.14: [continue] Nodes’ joining times statistics withN = 21 channels, primary user
activity factor of pon = 0.2, and cycle time of primary source Tcyc = 3000.

To evaluate the impact of longer cycle time of PU for the same setting, as shown in

Fig.3.15, we have set Tcyc = 4500. Longer cycle time of PU makes the mean joining time

higher, as shown in Fig.3.15c, in comparison with shorter cycle time Tcyc = 3000, as shown

in Fig.3.14c. As before, longer cycle time increases the TTR, which, in turn, increases the

69



Chapter 3: Formation of Cognitive Personal Area Networks (CPANs) by using
Probabilistic Rendezvous

joining time of nodes with the CPAN. The values of Parvi and Preni are slightly higher, as

shown in Fig.3.15a and Fig.3.15b, in comparison with shorter cycle time since longer TTR

increases the probability of ith node to arrive and join the CPAN before the joining of other

nodes that arrived earlier. The simulation result, as shown in Fig.3.15d match extremely

well with the numerical result in Fig.3.15c. By estimating the Gamma parameters from

Figs. 3.15c and 3.15e, the coefficient of skewness of fitted-Gamma distribution has been

calculated and is shown in Fig.3.14g. The coefficient of skewness of joining time, as shown

in Fig. 3.15f, and the coefficient of skewness of fitted-Gamma distribution are very close

which indicates that the group joining time is Gamma distribution. For longer cycle time of

PU, the pdfs of fitted-Gamma distribution, as shown in Fig3.15h, have more enlarged tails.

This enlarged tail distribution makes the joining time probability of group of nodes lower

in a shorter CPAN formation deadline, as shown in Fig.3.15i.
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Figure 3.15: Nodes’ joining times statistics with N = 21 channels, primary user activity
factor of pon = 0.2, and cycle time of primary source Tcyc = 4500.
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Figure 3.15: [continue] Nodes’ joining times statistics withN = 21 channels, primary user
activity factor of pon = 0.2, and cycle time of primary source Tcyc = 4500.

3.6.2 Nodes joining times for different primary user activity factors

Fig.3.16 shows the node joining time statistics as function of primary user activity factor

pon. The nodes interarrival rate, number of channels, and cycle time of PU were set to
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λ = 0.002, N = 21, and Tcyc = 3000, accordingly.

Fig.3.16a shows the probability Parvi that ith node arrives before the nodes, arrived

before ith node, have joined the CPAN. Probability Parvi decreases when the value of pon

increases. This is not unexpected since larger value of pon makes the TTR shorter, which,

in turn, decreases the probability of ith node to arrive before the nodes, arrived earlier than

ith node, join the CPAN as their joining times get shorter due to the shorter TTR. Parvi also

reaches almost one when the number of node increases. As more nodes arrive to join the

CPAN, the ith node has high probability to arrive before the other nodes, arrived earlier

than ith node, join the CPAN due to the randomness of TTR.

Fig.3.16b shows the probability Preni that ith node joins before the other nodes, arrived

before ith node, have joined the CPAN. Probability Preni decreases slightly with an incre-

ment of the value of pon, i.e., shorter TTR. The result may appear surprising at first since

shorter TTR should make the value of Preni lower. However, due to the longer interarrival

time (fixed in this experiment), shorter TTR can not alone make the probability Preni as

lower as it is expected. The probability Preni is high when the number of nodes increases.

As more nodes arrive and their TTRs are random, the ith node has high probability to join

the CPAN before the other nodes, arrived before ith node, join the CPAN.

Fig.3.16c shows mean time to join the CPAN for different number of nodes. As can

be seen, the group joining time decreases when pon increases since, as before, shorter TTR

makes the joining time shorter. However, the joining time gets a little flatter for higher

number of nodes which means that the joining time of node that arrives latter overlaps

largely with the joining times of nodes that arrived earlier than it. This is due to the values

of Preni and Parvi reach almost 1 for higher number of nodes, as shown in Figs. 3.16b and
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3.16a, respectively.

It can be seen that the simulation result, as shown in Fig.3.16d, agree well with the

numerical result, as shown in Fig.3.16c.

The coefficient of skewness of fitted-Gamma distribution, as shown in Fig.3.16g, is

calculated by estimating the Gamma parameters from Figs. 3.16c and 3.16e. As before,

the coefficient of skewness of joining time, as shown in Fig. 3.16f, and the coefficient

of skewness of fitted-Gamma distribution, as shown in Fig.3.16g are very close which

indicates that the group joining time is Gamma distribution. The coefficient of skewness

for more than three nodes also indicates that the distribution has long tail due to its higher

value. The long tail distribution can be further validated if we observe the pdfs of fitted-

Gamma distribution, as shown in Fig3.16h. Fig. 3.16i shows the probabilities that the

groups of different number of nodes join over different periods of time. The probabilities

in Fig. 3.16i indicates that the probability of formation of CPAN by a smaller group of

nodes is very high in a moderate CPAN formation deadline.
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Figure 3.16: Nodes’ joining times statistics with N = 21 channels, node arrival rate of
λ = 0.002, and cycle times of primary source Tcyc = 3000.
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Figure 3.16: [continue] Nodes’ joining times statistics with N = 21 channels, node arrival
rate of λ = 0.002, and cycle times of primary source Tcyc = 3000.

The impact of longer cycle time of PU Tcyc = 4500 for different primary user activity

factors is also shown in Fig.3.17. As stated before, longer cycle time increases the TTR,

which, in turn, makes the mean joining time higher, as shown in Fig.3.17c, with compared

to the mean joining time for shorter cycle time in Fig.3.16c. The values of Parvi and Preni
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are slight higher, as shown in Fig.3.17a and Fig.3.17b, in comparison with the shorter cycle

time since longer TTR increases the probability of ith node to arrive and join the CPAN

before the joining of other nodes that arrived earlier. The simulation plot of Fig.3.17d

also validates the numerical result in Fig.3.17c. As before, the coefficients of skewness

of group joining time and fitted-Gamma distribution, as shown in Figs.3.17f and 3.17g,

accordingly, are very close which indicates that the distribution of joining time for group of

nodes is Gamma. However, the coefficient of variation and skewness for longer cycle time,

as shown in Figs. 3.17e and 3.17f, accordingly, are little higher than that of shorter cycle

time. Due to these larger values, the pdfs, as shown in Fig. 3.17h, have longer tails. The

longer tails pdfs make the joining probability of group of nodes in shorter CPAN formation

deadline lower, as shown in Fig. 3.17i.
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Figure 3.17: Nodes’ joining times statistics with N = 21 channels, node arrival rate of
λ = 0.002, and cycle times of primary source Tcyc = 4500.
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Figure 3.17: [continue] Nodes’ joining times statistics with N = 21 channels, node arrival
rate of λ = 0.002, and cycle times of primary source Tcyc = 4500.

3.6.3 Nodes joining times for different number of channels

Fig.3.18 shows the node joining time statistics as function of number of channels N .

The nodes interarrival rate, primary user activity factor, and cycle time of PU were set to
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λ = 0.002, pon = 0.2, and Tcyc = 3000, accordingly.

Fig.3.18a shows the probability Parvi that ith node arrives before the other nodes, ar-

rived before the arrival ith node, have joined the CPAN. Probability Parvi increases when

the number of channels N increases. Due to the higher value of N , the TTR gets longer

which actually makes the joining time of a node with CPAN longer. As the joining time

gets longer, the probability Parvi gets higher. Parvi also reaches almost one when the num-

ber of nodes is higher. Due to the randomness and higher value of TTR, the node that

arrives later almost certain to find some earlier arrived nodes that have not yet joined the

CPAN.

Fig.3.18b shows the probability Preni that ith node joins before the nodes, arrived before

the arrival of ith node, have joined the CPAN. Probability Preni remains almost constant

when the number of channels N increases. As before, due to the higher value of N , the

TTR gets longer which actually makes the joining time of a node with CPAN longer. More-

over, longer interarrival time which is fixed in this experiment makes the joining time more

longer and less random, which, in turn, keeps Preni almost constant. However, the proba-

bility Preni is high for the higher number of nodes. As more nodes arrive to join the CPAN

and their TTRs are random, the ith node has high probability to join the CPAN before the

other nodes, arrived before ith node, join the CPAN.

Fig.3.18c shows mean time to join the CPAN for different number of nodes. As can be

seen, the group joining time increases when the number of channels N increases since, as

before, longer TTR due to higher value of N makes the joining time longer. However, the

joining time gets a little flatter for higher number of nodes which means that the joining

time of node that arrives latter overlaps partially with the joining times of nodes that arrived

80



Chapter 3: Formation of Cognitive Personal Area Networks (CPANs) by using
Probabilistic Rendezvous

earlier than it. This is due to the values of Preni and Parvi are getting higher for higher

number of nodes, as shown in Figs. 3.18b and 3.18a, respectively.

The simulation result, as shown in Fig.3.18d, matches very closely with the numerical

result presented in Fig.3.18c.

The coefficient of skewness of fitted-Gamma distribution, as shown in Fig.3.18g, is

calculated by using the estimated Gamma parameters from Figs. 3.18c and 3.18e. In the

similar manner, as the coefficient of skewness of joining time, as shown in Fig. 3.18f, and

the coefficient of skewness of fitted-Gamma distribution are almost same, the joining time

of group of nodes is Gamma distribution. The group joining time for more than three nodes

is a long tail distribution since its coefficient of skewness is high. The pdfs of fitted-Gamma

distribution, as shown in Fig. 3.18h, indicates that some nodes may join the CPAN far from

the central part of the distribution. The probabilities that the groups of different number of

nodes join over different periods of time are shown in Fig. 3.18i. The Fig. 3.18i shows

that if the coordinator waits for 6000 unit slots, the chance of formation of CPAN by three

nodes is almost 80%.
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Figure 3.18: Nodes’ joining times statistics with primary user activity factor of pon = 0.2,
node arrival rate of λ = 0.002, and cycle time of primary source Tcyc = 3000.
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Figure 3.18: [continue] Nodes’ joining times statistics with primary user activity factor of
pon = 0.2, node arrival rate of λ = 0.002, and cycle time of primary source Tcyc = 3000.

The impact of longer cycle time of PU Tcyc = 4500 for different number of channels

is also shown in Fig.3.19. The values of Parvi and Preni are slightly higher, as shown in

Fig.3.19a and Fig.3.19b, in comparison with shorter cycle time. The longer cycle time

impacted to a great extent on mean joining time, as shown in Fig.3.19c, with compared to
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the mean joining time for shorter cycle time, as shown in Fig.3.18c, i.e., increase the group

joining time by 25%. The simulation result, as presented in Fig.3.19d, agrees well with

the numerical result, as shown in Fig.3.19c. The coefficient of skewness of fitted-Gamma

distribution, as shown in Fig.3.19g, is calculated by estimating the Gamma parameters

from Figs. 3.19c and 3.19e. The coefficient of skewness of joining time, as shown in Fig.

3.19f, and the coefficient of skewness of fitted-Gamma distribution are very close which

indicates that the group joining time is Gamma distribution. For longer cycle time of PU,

the pdfs of fitted-Gamma distribution, as shown in Fig3.19h, have more enlarged tails. This

enlarged tail distribution makes the joining probability of group of nodes in a shorter CPAN

formation deadline lower, as shown in Fig.3.19i.
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Figure 3.19: Nodes’ joining times statistics with primary user activity factor of pon = 0.2,
node arrival rate of λ = 0.002, and cycle time of Tcyc = 4500.
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Figure 3.19: [continue] Nodes’ joining times statistics with primary user activity factor of
pon = 0.2, node arrival rate of λ = 0.002, and cycle time of Tcyc = 4500.
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3.7 Chapter Summary

In the first portion of this chapter we have evaluated the performance of probabilistic

rendezvous protocol and determined the distribution of TTR. By considering different set-

tings of primary user activity and changing the number of channels we have found that

the distribution of TTR follows all the characteristics of Gamma distribution. Mean TTR

mainly depends on cycle time of primary user and the number of channels. In the second

part we have characterised the CPAN formation time for an arbitrary number of nodes by

applying the distribution of TTR. For smaller size of CPAN, the formation time mostly de-

pends on the interarrival times of nodes and their TTRs. The coordinator can form a CPAN

by three nodes if it waits for a moderate amount of time. The joining time of group of nodes

also shows the characteristics of Gamma distribution. Extensive experimental results show

that the CPAN formation time is long tail distribution which causes longer delay to form

a moderate to large size CPAN. However, CPAN formation time with seven or more than

seven nodes needs almost same time since longer group joining time allows new arrival

nodes to join within its bound. The model is useful for the formation of CPAN either by

setting a deadline for emergency network or by setting a fixed predefined number of nodes

for long-term network.
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Chapter 4

Bridge Performance in Asynchronous

Cognitive Personal Area Networks

Bridging between two cognitive personal area networks (CPANs) is a fundamental step

towards a reliable and efficient routing protocol. In this chapter we describe a bridging

protocol for two-hop cognitive networks, and propose ways to prioritize bridge traffic over

that of ordinary nodes in both CPANs. We consider a single, unidirectional bridge because

the traffic in the opposite direction can easily be accommodated by having another bridge

node. We develop an analytical model based on probabilistic modeling and queueing theory

to evaluate the performance of the bridging protocol. We validate the network performance

by analyzing the waiting time of local and non-local packets and how the node or bridge

transmission is affected by the collision with primary source activity. Our results provide

insight into the impact of various traffic and network parameters on the performance of

two-hop bridging. The results indicate that the proposed protocol is effective and efficient

when the bridge transfers moderate amount of traffic.
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4.1 Introduction

SUs are often grouped in small networks or piconets, referred to as Cognitive Personal

Area Networks (CPANs) which use collaborative spectrum sensing [46] to guide adaptive

channel hopping [34] that aims to minimize the interference from and to PUs and to carry

successful data transmission. In a CPAN, a node is allowed to request transmission only

for the packets that were in its buffer at the time of the request; packets that arrive to the

node during the transmission of earlier requested packets will not be serviced until the next

CPAN superframe. However, to ensure fairness in transmission, nodes transmissions are

scheduled in a round-robin basis. Upon transmission, each node is required to devote a

certain amount of sensing duty, in the form of a post-payment or penalty for transmission

services (transmission tax) rendered by the CPAN.

In this chapter we describe a bridging protocol for two-hop cognitive networks. We

consider a two-hop network that consists of two CPAN piconets, hereafter referred to as

source and destination CPANs, or SCPAN and DCPAN, respectively. Both CPANs use the

transmission tax-based MAC protocol in which nodes pay for packet transmission by per-

forming spectrum sensing [47]. We assume that the two CPANs are aware of each other and

that a shared node, hereafter referred to as the bridge, hops between SCPAN and DCPAN

to deliver inter-CPAN traffic from the former to the latter. (We consider a single, unidi-

rectional bridge because the traffic in the opposite direction can easily be accommodated

by having another bridge node.) However, a multi-hop network can be formed when one

or more CPANs are operating in between SCPAN and DCPAN and each pair of CPANs

(from SCPAN to DCPAN) has a bridge node. Each bridge of different pair of CPANs

is responsible to carry the data from SCPAN towards DCPAN. This can only be accom-
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plished when a bridge is able to exchange data between two asynchronous CPANs since

every CPAN operates independently and the starting time of each CPAN superframe might

differ from other CPAN. In our previous work [60] we have considered a case of CPANs

which operate synchronously so that their superframes start and finish at the same time; in

this chapter, we allow CPAN superframes to be skewed in time by an arbitrary interval. To

ensure timely delivery of inter-CPAN traffic, bridge transmissions should be given higher

priority in the DCPAN. This may be accomplished by scheduling these transmissions early

in the superframe, as well as by servicing bridge traffic with a more efficient policy than

the intra-CPAN traffic. However, both these techniques may degrade performance for or-

dinary nodes, and we investigate the performance of this arrangement with respect to both

the inter- and intra-CPAN traffic, using probabilistic modeling and queueing theory.

The rest of the chapter is structured as follows: Section 4.2 describes the operation of

the CPAN and bridging between two CPANs. Section 4.3 presents the probabilistic model

of bridging algorithm with transmission, sensing and reception by ordinary nodes. Access

delay for both intra-CPAN and inter-CPAN traffic is discussed in Section 4.4. Results of the

performance analysis are presented and discussed in Section 4.5. Section 4.6 summarizes

the chapter.

4.2 On CPAN and bridge operation

Time in a CPAN that follows the transmission tax-based MAC protocol is divided into

constant size superframes that begin and end with dedicated beacon frames, as shown in

Fig. 4.1. Specific portions of the superframe are devoted to data transmission, reporting of

sensing results, and sending bandwidth requests and other administrative activities.
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Figure 4.1: Bridge operation.

Ordinary nodes request bandwidth from the coordinator which grants them access in

a round-robin fashion and announces in the leading beacon which nodes will transmit and

receive data, and which ones will perform sensing duty. Requests that can’t be accommo-

dated in the coming superframe will be deferred to subsequent ones.

Nodes that have been granted transmission slots pay by subsequently sensing some of

the channels and sending the results to the coordinator. Sensing duration is determined as

the product of the sensing penalty coefficient and the number of packets transmitted since

the last sensing duty. A node can request bandwidth after it finishes the sensing duty and

has data to transmit. When a node which is currently performing sensing duty has to receive

data, it can suspend the sensing until it receives the data.

The coordinator uses sensing results to build and update the free channel table. By

using this table, the coordinator selects the working channel for the next-hop superframe

[50] as well as a number of backup channels [49]. The next-hop and backup channels are
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announced in the trailing beacon. In this manner, all nodes in the CPAN hop together to

the next channel, or attempt recovery in case of collision with a primary user transmission.

We assume that CPANs are aware of each other, as noted above. Since all nodes that

had successfully transmitted a packet have to perform spectrum sensing, a node from one

CPAN that detects another CPAN operating on a different channel can volunteer to become

a bridge. The node needs to listen to that channel until it hears the trailing beacon which

announces the next-hop and backup channels for the DCPAN. Once the bridge goes to the

SCPAN in order to begin its operation, this information allows the bridge to return to the

DCPAN and, effectively, allows the communication to be established.

During bridge operation, the selected node hops back and forth between the CPANs,

collecting the data in the SCPAN and delivering it to the DCPAN, as shown in the Fig. 4.1.

In general, the superframes of the two CPANs will be skewed in time as the CPANs were

formed at different times with different coordinators.

The bridge receives inter-CPAN data from the SCPAN nodes and switches over to the

DCPAN for transmission. Since reservation is necessary for any transmission, the bridge

switches to the DCPAN and awaits the reservation sub-frame in order to place a request for

transmission, which is performed in the next DCPAN superframe. Upon completing the

transmission, the bridge can switch back to the SCPAN for receiving the next batch of inter-

CPAN data. However, if the sum of the time lag and the bridge transmission time exceeds

one superframe duration, the bridge can’t return to the SCPAN in the second superframe

(i.e., the one which starts after the bridge has left for reservation). Instead, it will switch

back to the third superframe of SCPAN for collecting next batch of inter-CPAN data, as

shown in Fig. 4.1.
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Regardless of the amount of inter-CPAN data, the bridge must switch back and forth

in order to listen to the trailing and leading beacon in each CPAN: the trailing beacon

contains announcements of the next-hop and backup channels, while the leading beacon

contains time allocations for transmission (essentially, NAV announcements).

Bridge transfers are given priority over those of ordinary nodes, as follows. First, the

bridge is not required to perform spectrum sensing so it can perform its duties without

interruption. Second, the bridge is always allocated transmission slots at the beginning of

the data exchange sub-frame, before transmissions by ordinary nodes. This is necessary

because of the bridge switching pattern, but sending the data earlier in the superframe

means that the probability of a collision with an onset of primary user activity is lower.

4.3 Analytical model of the MAC algorithm

Table 4.1: Parameters used in this chapter.
symbol parameter
N number of channels
M number of nodes
sf superframe size
λ packet arrival rate per node
α time lag between two CPANs
Pic probability of inter-CPAN traffic
b(z) PGF of packet size
β(z) PGF of number of packets between two successive transmission requests
S(z) PGF of duration of node transmission (service) period
bcyc(z) PGF of bridge cycle period, time between two successive receptions from

source CPAN
d2b(z) PGF of duration of bridge transmission
C∗(s) LST of CPAN service cycle period, time between two successive transmis-

sion opportunities for the ordinary node
Vtot(z) PGF of total sensing period for the ordinary node
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Figure 4.2: Packet arrival distribution during service cycle

The network environment includes two CPANs with M nodes each; the number in-

cludes the coordinator and the bridge which is common to both CPANs. The CPANs need

not have the same number of nodes – this would just mean that the bridge will carry differ-

ent volume of traffic from one CPAN to the other. Time is measured in unit slots and the

duration of each superframe is sf slots. Let us assume the time lag between the starting of

SCPAN and DCPAN superframes is α basic slots, which is a random value between 0 and

the duration of the superframe sf . For simplicity, we also assume that data packets have a

constant size of kd slots with an immediately following single-slot acknowledgment, for a

total of kd+1 slots per packet. Let λ denote the packet arrival rate per node, assuming Pois-

son arrivals of data packets, and let Pic denote the fraction of inter-CPAN traffic generated

by M − 2 ordinary nodes in the SCPAN. The arrival rate for the inter-CPAN traffic from

SCPAN to DCPAN is, then, λb = Pic(M − 2)λ; the number of nodes of SCPAN greatly

impacts the inter-CPAN packet arrival rate of DCPAN.

The timing diagram in Fig. 4.2 depicts the CPAN service cycle as well as the operation

of an arbitrary ordinary node and the bridge node. A CPAN service cycle is defined as

the time period between two successive transmissions of the same ordinary node. Due

to traffic variability, sensing policy and bridge transmission the CPAN service cycle is a
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random variable and may take a number of superframes.

A node is allowed to request transmission only for the packets that were in its buffer

at the time of the request; packets that arrive to the node during the transmission of earlier

requested packets will not be serviced until the next CPAN service cycle. In the same way,

the bridge also requests transmission only for the inter-CPAN packets which it has received

from the nodes in the SCPAN. Therefore, this scheduling scheme can be modeled as a gated

exhaustive policy with vacations [68].

The CPAN coordinator makes a round-robin schedule among the nodes that have been

applied in the reservation sub-frame and announces their transmission slots for the follow-

ing superframe. The coordinator sorts requests according to round-robin principle starting

with lowest node ID that is larger than the last scheduled ID in previous superframe. There-

fore, a target node from SCPAN must wait a random time interval with respect to leading

beacon before it starts transmission. However, in the DCPAN, a target node has to wait

for an additional time which is due to the bridge transmission. As the bridge has a random

number of packets to deliver, this time interval is also random from the standpoint of the

target node.

Upon finishing the data transmission the target nodes from both CPANs have to wait for

another random time in order to synchronize with beacon. This time interval, which lasts

from the end of transmission to the next leading beacon (and, thus, includes the control and

reservation sub-frames), is referred to as beacon synchronization.
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4.3.1 Model of the service period

The probability generating function (PGF) for the constant packet size with additional

acknowledgement is b(z) = zkd+1, with the mean value of b = kd+1. The Laplace-Stieltjes

transform (LST) of packet time, b∗(s) = e−s(kd+1), can be obtained by replacing variable z

with e−s. Therefore, the offered load is ρ = λb per node.

The distribution of number of packets that arrive at the node buffer between two succes-

sive transmission requests can be represented by the PGF of β(z) =
∑∞

k=1 βkz
k, where βk

is the mass probability that k packets are in the buffer when the node applies for bandwidth.

Mean number of packets to be transmitted in a single cycle is β = β
′
(1) =

∑∞
k=1 kβk.

The probability distribution of the duration of transmission (service) period can be

represented by the PGF S(z) =
∑∞

k=1 skz
k = β(b(z)), as this duration depends on the

number of packets arrived during two successive transmission requests and the duration

of each packet. Therefore, the LST of the duration of ordinary node service period is

S∗(s) = β(b(e−s)) = β(b∗(s)) and its mean value is S = βb.

4.3.2 Duration of bridge transmission

The time between two successive receptions of inter-CPAN data from SCPAN, hereafter

referred to as the bridge cycle, depends on the time lag between CPAN superframes and the

duration of bridge transmission. When the two CPANs superframes are not synchronized,

i.e., α > 0, the bridge cycle period lasts two or three superframes depending on α and the

bridge transmission time.

• If the sum of α and bridge transmission time is smaller than one superframe duration,

the bridge is able to return in the second superframe (which starts after bridge leaves
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for transmission) of SCPAN for collecting next batch of inter-CPAN data from the

third superframe. Therefore, the bridge cycle period lasts two superframes.

• If the sum of α and bridge transmission time is greater than one superframe duration,

the bridge will return in the third superframe of SCPAN for collecting next batch of

inter-CPAN data from the fourth superframe. This is caused by the time lag, as the

second superframe of SCPAN will end before the bridge finishes its transmission in

the DCPAN; the bridge will then switch to the SCPAN to listen to the trailing beacon

of the second superframe and return to the DCPAN for the remaining transmission.

Therefore, the bridge cycle period lasts three superframes.

Let us denote the probability that the sum of α and bridge transmission time is greater

than one superframe duration as Pbc. Then the PGF of bridge cycle period will be

bcyc(z) = Pbcz
3sf + (1− Pbc)z2sf (4.1)

The Laplace-Stieltjes transform (LST) of bridge cycle period is

b∗cyc(s) = bcyc(e
−s) = Pbce

−s(3sf ) + (1− Pbc)e−s(2sf ) (4.2)

and its mean value is bcyc = −b∗′cyc(0). The PGF for the number of inter-CPAN packets that

arrive to the bridge during this time is

Qb(z) = b∗cyc(λb − λbz)

= Pbce
−(λb−λbz)(3sf ) + (1− Pbc)e−(λb−λbz)(2sf ) (4.3)
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Since each packet needs a service time of b(z) the PGF for the duration of the bridge

transmission is

d2b(z) = Qb(b(z))

= Pbce
−(λb−λbzkd)(3sf ) + (1− Pbc)e−(λb−λbz

kd)(2sf ) (4.4)

Therefore, the LST of bridge transmission is

d2b∗(s) = d2b(e−s) (4.5)

and its mean value is d2b = −d2b∗
′
(0).

However, the distribution of the duration of bridge transmission can also be represented

as the series

d2b(z) =
kmax∑
k=0

dkz
k (4.6)

where dk represents the mass probability that bridge transmission takes k slots. The mass

probabilities in (4.6) can be obtained by expanding (4.4) into the power series in variable

z. Assuming that the time lag α is uniformly distributed over 0 to sf − 1, its probability

density function (pdf) can be defined as

α(y) =
1

sf − 1
(4.7)
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As the sum of time lag α and duration of bridge transmission d2b is a discrete random

variable, the mass probability that the sum takes x slots is

hx =
1

sf − 1

x∑
k=0

dk (4.8)

Therefore the probability that the sum of time lag and bridge transmission time is greater

than one superframe duration is

Pbc = P (X > sf ) = 1− P (X < sf)

= 1−
sf−1∑
x=0

hx = 1− 1

sf − 1

sf−1∑
x=0

x∑
k=0

dk (4.9)

The value of Pbc can be obtained by substituting the value of dk from (4.6); in our calcu-

lations we assumed that kmax = 2sf (in slots). Therefore, with the known Pbc value and

by using LST of bridge transmission from (4.5), we can define the PGF for the number of

packet arrivals to the ordinary node buffer during the bridge transmission as

Abr(z) = d2b∗(λ− λz). (4.10)

However, the bridge transmission will not take place in every superframe of bridge cycle

period; it happens in the last superframe of bridge cycle period. Thus the probability that

the bridge transmission occurs in the ongoing superframe is Pbt = sf/bcyc. Since the ordi-

nary nodes of DCPAN will not experience bridge transmission delay in every superframe,

the PGF for the number of packet arrivals to the ordinary node buffer due to the disruption
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caused by bridge transmission is

Abrp(z) = PbtAbr(z) + (1− Pbt). (4.11)

4.3.3 Round-robin waiting time

The CPAN service cycle period is the time between two successive transmission op-

portunities for any given ordinary node. During a CPAN service cycle, nodes will get

service if their corresponding buffer are not empty (with probability ρ). Therefore, the

LST of allocated service time for each node is T ∗A(s) = (1 − ρ) + ρS∗(s). Any given

node will get transmission opportunity after allocating service time T ∗A(s) for all nodes.

Therefore, the CPAN service cycle period is the convolution of all allocated service times

C∗(s) = (T ∗A(s))M−2 with mean value of C = −C∗′(0) = ρ(M − 2)S.

As explained above, round-robin waiting time is the time each ordinary node has to wait

while nodes with lower IDs are being serviced. In terms of renewal theory [25], elapsed

time is the time interval from the beginning of service for nodes with lower IDs (which

is considered a renewal point) to an arbitrary point of the CPAN cycle time. The delay

observed by a packet, C∗−(s), may thus be considered to be the elapsed time of the duration

of CPAN cycle time, C∗(s), and its LST is

C∗−(s) =
1− C∗(s)

sC
(4.12)

with the mean value of C− = C(2)

2C
.

The number of packet arrivals during the round-robin service can be described by the
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PGF of

Arr(z) = C∗−(λ− λz). (4.13)

while the number of packet arrivals during the transmission (service period) can be de-

scribed by the PGF of Atx(z) = S∗(λ− λz).

4.3.4 Delay due to beacon synchronization

In terms of renewal theory [25], residual time is the time interval from an arbitrary

moment in a renewal cycle to the beginning of the new renewal cycle. In our scenario, the

time from transmitting packet(s) in the current superframe to the next control sub-frame (at

which time a node can submit the sensing report to the coordinator) may be considered as

residual time, the LST of which is

R∗−(s) =
1− e−ssf
ssf

. (4.14)

Hence, the PGF for the number of packet arrivals during this time isAsyn(z) = R∗−(λ−λz).

4.3.5 Duration of sensing

The coordinator assigns sensing duty to the nodes that have transmitted their packets,

and the duration of this duty, expressed in superframes, is the product of sensing penalty

kp and the number of packets k transmitted in the service period. Thus, the distribution of

time spent in sensing can be represented by the PGF of V (z) =
∑∞

k=1 βkz
kpsfk = β(zkpsf )

and its mean value is V = kpsfβ. The corresponding LST of a single sensing period is

V ∗(s) =
∑∞

k=1 βke
−kpsfk. The number of packets that arrive during the sensing period can

101



Chapter 4: Bridge Performance in Asynchronous Cognitive Personal Area Networks

be obtained by replacing s with λ− λz in the last equation, i.e.,

Avc(z) = V ∗(λ− λz) =
∞∑
k=0

fkz
k (4.15)

where fk represents the mass probability of k packets arrivals during the sensing period.

4.3.6 Impact of packet reception during sensing

A node can suspend an ongoing sensing in order to receive packet(s). Packet reception

may take place in one or more superframes. However, the node has to finish its sensing duty

before placing a new transmission request. As the result, reception will effectively extend

the duration of the sensing period. To model this effect, we need to find the probability of

packet reception during the sensing period.

Each of the nodes in the SCPAN generates intra-CPAN traffic at a rate of λ(1−Pic)
M−2 , as-

suming uniform distribution of destinations in each CPAN. Probability of having no pack-

ets for a given target node during a sensing period is Pnrs = e−
λ(1−Pic)
M−2

V , and the PGF for

extended sensing period due to reception is Ves(z) = Pnrs + (1− Pnrs)zsf .

However, a node in the DCPAN receives intra-CPAN traffic at a rate of λ
M−2 , and inter-

CPAN packets at a rate of λb
M−2 . Probability of having no packets during the sensing period

is Pnrd = e−
λb
M−2

bcyce−
λ

M−2
V . Therefore, the PGF for extended sensing period in the DC-

PAN due to reception is Ves(z) = Pnrd + (1− Pnrd)zsf . The number of packets that arrive

during this extended sensing period can be described by the PGF ofAves(z) = Ves(λ−λz).
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4.3.7 Time between successive transmission requests

The PGF for the number of packet arrivals to a node during the interval between two

successive bandwidth requests is

Q(z) = Abrp(z)Arr(z)Atx(z)Asyn(z)Aves(z) =
∞∑
k=0

qkz
k. (4.16)

If the node finishes sensing and has no packets in its buffer, it will continue with sensing

duty, which occurs with the probability of q0 = Q(0). The distribution of the number of

packets that arrive at the ordinary node buffer between two successive transmission requests

can be described by the PGF of

β(z) =
Q(z)− q0

1− q0
(4.17)

and its mean value is β = Abrp + Arr + Atx + Asyn + Aves.

The PGF for the total sensing period is

Vtot(z) =
Ves(1− q0)
1− Vesq0

. (4.18)

The equations presented here can be solved as a system with unknowns βk, k = 1 · · ·nc,

if we limit the number of terms in each PGF or LST to nc.

4.3.8 Probability of incomplete transmission

Transmissions may be interrupted by primary user activity in two ways. First, the CPAN

may hop onto a channel which is already used by a primary source; this may be due to an
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error in the channel table (i.e., a channel is recorded as idle whereas it is actually busy) or

the onset of primary user activity after the channel has been sensed. However, the channel

which was idle at the beginning of a superframe may become busy during an ongoing data

transmission. To model the probability of these two mechanisms that lead to incomplete

transmission, we have to consider the following.

The CPANs operate on N RF channels, each with a separate primary source which

exhibit random ON and OFF periods. The pdf of ON and OFF periods are gon(x) and

goff (x), and the corresponding mean values are Gon and Goff , respectively. Therefore

the mean cycle time of primary source activity is Gcyl = Gon + Goff , while its activity

probability (duty cycle) is pon = Gon
Gcyc

.

The CPAN superframe starts from a random point in the idle (OFF) channel period and

continues until it finishes or the channel becomes active (ON). In the latter case, the super-

frame collides with the primary source and we need to find the residual channel idle time.

The pdf of residual channel idle time is proportional to the probability that channel idle time

is larger than some value y. This pdf can be represented as f(y) =
∫∞
z=y goff (z)dz

Goff
. There-

fore the probability distribution function (PDF) of residual channel idle time is F (x) =∫ x
0
d(y)dy.

Probability that coordinator has inaccurate channel information

Probability of ordinary node performing channel sensing is

Ps =
V tot

d2b+ C− + S +R− + V tot

(4.19)
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Probability distribution of the number of nodes concurrently performing channel sensing is

described with the PGF of

Θ(z) =
M−1∑
i=0

(
M − 1

i

)
P i
s(1− Ps)M−1−izi =

M−1∑
n=0

θnz
n (4.20)

where θn represents the mass probability that n nodes are performing channel sensing.

To find the probability distribution of the time between consecutive sensing events we

will assume that the node chooses randomly the channel to sense among all channels except

the one currently used by the CPAN, so that the probability of sensing any given channel is

Pj = 1
N−1 . Sensing one channel is assumed to last for d slots.

Then, using (4.20) and the assumptions above, the PGF of the time period of two con-

secutive sensing events on a particular channel is

Ω(z) = θ0

∞∑
k=1

Pj(1− Pj)k−1zkd

+

min(M−1,N−2)∑
l=1

θl

∞∑
k=1

lPj(1− lPj)k−1zkd

+
M−1∑

min(M−1,N−2)+1

zd (4.21)

where typically M < N − 1. By applying renewal theory and the steps derived in [46]. we

can calculate the probability Pi of having inaccurate channel status in the channel table (due

to the channel becoming active between two consecutive sensing events) and its duration

in the channel table.
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Probability of collision during transmission

The primary source can become active in any moment, hence we need to find the prob-

ability that channel will become active during an ongoing data transmission. As the CPAN

superframe starts at a random point in the idle channel period, the collision occurs if the

residual channel idle time is shorter than the superframe duration. Therefore the colli-

sion probability of bridge transmission and ordinary node transmission can be deduced as

follows:

P (br)
c =

∫ ∞
x=0

(D(x+ d2b)−D(x))d(x)dx (4.22)

P (o)
c =

∫ ∞
x=0

(D(x+ d2b+ C− + S)−D(x))d(x)dx (4.23)

As the bridge transmits immediately after the beacon and before the transmission of

ordinary nodes, it will suffer fewer collisions with the primary source activity than ordinary

nodes. We note that this type of collision will make the channel unusable and recovery

procedure will be necessary [49].

Total collision probability for bridge node as well as other ordinary nodes is, then, the

sum of the probability of inaccurate channel information and probability of collision during

transmission:

P
(br)
col = P (br)

c + Pi (4.24)

P
(o)
col = P (o)

c + Pi (4.25)
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4.4 Packet access delay

4.4.1 Intra-CPAN packet delay

Let us assume that an ordinary node in the SCPAN has already L∗ intra-CPAN packets

at the moment it applies for bandwidth. Let us also assume that Ai packets arrive to the

node while it is transmitting the ith packet. Thus after transmitting the nth packet in the

transmission (service) period the buffer has Ln = L∗ + Abrp + Arr + A1 + A2 + ... +

An − n packets, and the PGF of the number of packets left after nth departing packet can

be obtained as

Ln(z) =
Abrp(z)Arr(z)A(z)n

∑∞
k=n βkz

k

zn
∑∞

k=n βk
(4.26)

From this equation and the single packet serving time b∗(λ − λz), we can obtain the PGF

of the number of packets left in the buffer after any departing packet as

L(z) =
∞∑
n=1

∑∞
k=n βk

β
Ln(z)

= Abrp(z)Arr(z)
(β [b∗(λ− λz)]− β(z))b∗(λ− λz)

β [b∗(λ− λz)− z]
(4.27)

Packets are serviced in FIFO order and the number of packets left after a departing

packet is equal to the number of packets that arrived during the departing packet was in the

system. The probability distribution of packet waiting time can be obtained from

L(z) = T ∗a (λ− λz) = W ∗(λ− λz)b∗(λ− λz) (4.28)
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Figure 4.3: End-to-End delay for Inter-CPAN packet

and the corresponding LST of intra-CPAN packet waiting time is

W ∗(s) = Abrp(1−
s

λ
)Arr(1−

s

λ
)
λ
(
β [b∗(s)]− β(1− s

λ
)
)

β [λb∗(s)− λ+ s]
(4.29)

with the mean value of W = dW ∗

ds
|s=0 = (1+ρ)β(2)(1)

2λβ
.
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4.4.2 Inter-CPAN packet delay

Before calculating the inter-CPAN packet delay, we note that an inter-CPAN packet,

from its arrival to the source node to the reception by the destination node, undergoes four

different phases as shown in Fig. 4.3.

First the packet has to wait to be transmitted to the bridge. This time, commonly

referred to as access delay (Wa), is equal to the residual time of bridge cycle period

W ∗
a (s) =

1−b∗cyc(s)
sbcyc

, with mean value of W a = −W ∗′
a (0).

Second, it waits until the bridge finishes receiving all of the inter-CPAN packets from

the SCPAN, which lasts for one entire transmission sub-frame: Wr = sf − scom.

Third, the bridge switches to DCPAN to apply for bandwidth. Due to time lag α be-

tween the beacons of two CPANs, the time delay to the actual application for bandwidth

varies: if α < Wr, the delay will be sf−(Wr−α), otherwise the delay will be (α−Wr)+sf .

The probability of α being lower than Wr is

Pab = P (α < Wr) =

∫ Wr

u=0

P (α < u)P (Wr = u)du

=

∫ Wr

u=0

du

sf
=
Wr

sf
(4.30)

Thus, the PGF for this waiting time is Wab(z) = Pabz
sf−(Wr−α) + (1−Pab)z(α−Wr)+sf and

its mean value is W ab = W
′

ab(1).

Finally, the bridge has to deliver its packets in the DCPAN. Due to round-robin service

policy, packets are randomly positioned within the bridge queue. The delay experienced

by a bridge packet in the DCPAN, Wbt, is W ∗
bt(s) = 1−d2b∗(s)

sd2b
(where d2b∗(s) denotes the

elapsed time of the duration of bridge transmission), and its mean is W bt = −W ∗′
bt (0).
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Therefore, mean end-to-end delay for an inter-CPAN packet can be obtained as W a +

Wr +W ab +W bt.

4.5 Performance Analysis

To assess the performance of the proposed bridging scheme, we have solved the system

of equations described above using Maple 16 from Maplesoft, Inc. [43]. We have assumed

that the network uses N = 19 channels. However, the number of channels can vary de-

pending on the operational range of frequency band (54 − 862MHz) and the bandwidth

(5 − 8MHz) of each channel [13]. Each of the channel is intermittently (and randomly)

occupied by a dedicated primary source. Mean cycle time of primary source has been set

to Gcyl = 3000 time units where ON and OFF periods are exponentially distributed with

mean values of 900 and 2100 time units, respectively. By considering a capacity of about

19.8Mbps per 6MHz channel, we have assumed the packet size is 1Kbyte and it needs

kd = 10 time units to be transmitted. The size of the superframe is 130 time units, 30

of which are allocated for the beacon, control and reservation sub-frames. The time lag

between CPAN superframes is sf/2 = 65 time units. The number of nodes for each CPAN

is M = 14, while the sensing penalty is set to kp = 0.6. The packet arrival rate was varied

in the range 0.001 to 0.006, which covers light to medium traffic load.

4.5.1 Performance without the bridge

Our first experiment tries to establish a baseline by considering the performance of the

CPAN without bridge transmissions.
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Figure 4.4: Average number of packet arrivals during different intervals in the CPAN.

Fig. 4.4 shows the average number of packet arrivals to an ordinary node in the CPAN

during different stages of node activities. As expected, the average number of packet in-

creases when traffic intensity (λ) increases. However, the probability of inter-CPAN traffic

Pic doesn’t impact the arrival of packets to the node buffer as bridge node only receives

inter-CPAN packets from SCPAN.

Fig. 4.5 shows the average duration of service period, cycle period and waiting time

for ordinary nodes transmission in the source CPAN. Servicing a higher number of packets

makes the node experiences longer service duration and longer round-robin waiting time

(i.e., waiting for the nodes with lower IDs) which eventually increases the mean packet

waiting time.

These results hold for both SCPAN and DCPAN in the absence of bridge transmissions.
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Figure 4.5: Packet delays for ordinary node transmission in the SCPAN.

4.5.2 The impact of bridge activity

However, the performance indicators will change when the bridge is active. In our

second experiment we have varied the packet arrival rate and the probability of inter-CPAN

traffic, and examined the behavior of the DCPAN.

Fig. 4.6 shows the average number of packet arrivals to the node buffer during differ-

ent stages of node activities in the DCPAN. As expected, the average number of packet

increases with traffic intensity λ and the probability of inter-CPAN traffic Pic. Of course,

higher values of Pic lead to longer bridge exchanges, which explains the shape of the sur-

face in Fig. 4.6a. The increase in Fig. 4.6b is due to a more subtle mechanism: namely, at

higher values of λ, an increase in Pic means that the bridge needs more transmission time

in the DCPAN superframe, which leaves less time for local DCPAN traffic due to higher

priority of bridge transmissions. Then, time between two successive transmission opportu-
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(b) Between two successive transmission re-
quests.

Figure 4.6: Mean number of packet arrivals in the DCPAN.

nities for ordinary nodes in the DCPAN gets longer, and mean packet arrival rate tends to

increase.

Fig. 4.7 shows the duration of the bridge exchange as well as the performance indica-

tors for ordinary node transmissions in the DCPAN. Since bridge transmissions are given

priority, the performance of ordinary nodes is affected by the bridge transmission. More

packet arrivals lead to longer bridge exchanges, Fig. 4.7a; as less time is left for ordinary

nodes, higher traffic load leads to longer transmission and cycle times. This effect is some-

what moderated by the decrease in local traffic caused by higher value of Pic, as can be

seen in Figs. 4.7b and 4.7c, respectively.

Fig. 4.8 shows mean bridge cycle period and mean delay for intra-CPAN traffic. Ob-

viously the bridge cycle period strongly depends on traffic intensity and probability of

inter-CPAN traffic, as does the mean delay for intra-CPAN traffic which is further affected
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(c) Mean cycle time.

Figure 4.7: Performance of data transmission in the DCPAN.

by the round-robin waiting time. Note that, as the bridge transmission time increases due

to the increase of inter-CPAN traffic, the bridge cycle period increases and eventually ex-

ceeds three superframe durations. Fig. 4.8b shows the mean intra-CPAN packet waiting

time which is affected by the bridge transmission and round-robin waiting time.
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Figure 4.8: Average bridge cycle period and intra-CPAN packet waiting time in the DC-
PAN.

Fig. 4.9 shows mean end-to-end delay for inter-CPAN traffic. In case the time lag be-

tween two superframes is fixed, as shown in Fig. 4.9a, the delay increases with both packet

arrival rate and probability of inter-CPAN traffic, since an inter-CPAN packet would have

to wait longer in the bridge queue when λ, M , and/or Pic increase. In case the probability

of inter-CPAN traffic is fixed while the time lag is variable, Fig. 4.3, values of time lag that

deviate from the value of sf/2 mean that there is less time in one or the other CPAN for

bridge transmissions, which may easily led to the extension of the bridge cycle and longer

end-to-end delays for inter-CPAN traffic.

We note that the delay for inter-CPAN traffic is much higher than that of intra-CPAN

traffic. This is not unexpected since the bridging protocol requires that the bridge hops

from one CPAN to another, and it has to follow the superframe structure in both of them.

However, the rate of change of the delay vs. both traffic intensity and probability of inter-
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Figure 4.9: Mean end-to-end delay for inter-CPAN traffic.

CPAN traffic is much lower for the inter-CPAN traffic, Fig. 4.9b, than for the intra-CPAN

one, Fig. 4.8b, which provides further proof of the efficiency of the proposed protocol.

4.5.3 Impact of collisions with primary source

We have also investigated the impact of collisions with primary source activity for both

bridge and ordinary node transmissions.

Fig. 4.10 shows the average number of nodes that perform sensing, average interval

between consecutive sensing events and the probability of inaccurate information in the

channel table. Under low loads, most of the nodes perform sensing and most channels are

sensed rather frequently; as the result, the probability of inaccuracies in the channel table

is low. As traffic intensity increases, nodes have more data to transmit and, consequently,

spend less time in sensing. This effect is somewhat countered by bridge activity: namely,
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(c) Probability of inaccurate channel table.

Figure 4.10: Performance of the sensing process.

higher inter-CPAN traffic leaves fewer opportunities for ordinary nodes to request band-

width and they perform more sensing. Overall, the number of sensing nodes exhibits a

slight increase with higher inter-CPAN traffic, at very high traffic load. This increase trans-

lates into flattening and even a slight decrease of the mean interval between sensing events
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(b) probability of ordinary node collision

Figure 4.11: Collision probability with primary source

and probability of inaccuracies in the channel table.

The resulting collision probability is shown in Fig. 4.11. As bridge transmissions take

place before those of ordinary nodes, the collision probability of bridge transmissions is

somewhat smaller; nevertheless, both probabilities increase with traffic intensity and prob-

ability of inter-CPAN traffic.

4.6 Chapter Summary

In this chapter, we have described and analyzed the performance of a bridging mech-

anism for two CPAN piconets with non-synchronized superframes. We have shown that

the performance for both intra- and inter-CPAN traffic is dependent on traffic and network

parameters, in particular traffic intensity, probability of non-local traffic, and time lag be-

tween CPAN superframes. In this model we have also considered the impact of collisions
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with primary users on both bridge and other nodes transmissions.

Inclusion of a second bridge node in the opposite direction can establish both way

communications. The second bridge node will carry inter-CPAN traffic from its source

CPAN to destination CPAN. In order to deliver the inter-CPAN traffic, the second bridge

will leave less time for the transmissions of ordinary nodes in its destination CPAN since the

bridge transmission is given higher priority. As the result, the inter-CPAN traffic reception

of first bridge from its source CPAN (which is destination CPAN for second bridge) will

be delayed by the transmission of second bridge. In the same way, the first bridge also

impacts the inter-CPAN traffic reception of second bridge. Due to the interdependency of

the CPANs, introduce by the bridges, both local and non-local traffic will experience longer

delay. In the next chapter, we introduce both way communications via a single bridge node.

We will see how the bridge creates interdependency of the CPANs through analysis of the

local and non-local traffic delays.
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Chapter 5

Two-way Communications in Cognitive

Personal Area Networks

We describe an efficient bridging protocol for interconnection of cognitive personal

area networks (CPANs) and evaluate its performance through probabilistic analysis. We

also take into account the impact of collisions with primary user transmissions through

probabilistic analysis and renewal theory. As the bridge roams between CPANs at will

(i.e., without predefined scheduling), performance of both local and non-local traffic in

either CPAN depends on the local and non-local traffic intensities. The results also show

that the collisions with primary source transmissions do not affect bridge performance at

low to medium CPAN traffic.
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5.1 Introduction

In Chapter 4, we have considered unidirectional data transfer in a network formed

by two channel-hopping CPANs, hereafter referred to as source and destination CPANs,

respectively, both using the transmission tax-based MAC protocol [47]. CPANs are con-

nected with a dedicated bridge node that switches back and forth between CPANs to deliver

data from the source to the destination CPAN. Moreover, the analysis used the assumptions

that bridge transmissions were given higher priority by scheduling them early in the super-

frame.

In this chapter, we extend our analysis to allow the bridge to switch between the CPANs

without any predefined arrangement, which resulted in simplified bridge scheduling and

increased fairness for all nodes. We have also considered the case where the bridge carries

bidirectional traffic between two asynchronous CPANs, which is more realistic and can be

used a basis for routing inter-CPAN traffic in a multi-hop network. We also include the

impact of collisions with primary source transmissions. We model the operation of the

resulting two-hop network using probabilistic analysis and renewal theory, and obtain the

probability distributions of CPAN and bridge cycle times as well as of end-to-end delays for

both local and non-local (i.e., intra- and inter-CPAN) traffic. We also present the probability

of collisions with primary source transmissions.

The rest of the chapter is structured as follows: Section 5.2 describes the CPAN envi-

ronment and the operation of the bidirectional bridge. Section 5.3 presents the probabilistic

model of bridging algorithm with transmission, sensing and reception by ordinary nodes.

Estimation of collision with primary source is presented in Section 5.4. Access delay for

both intra-CPAN and inter-CPAN traffic is discussed in Section 5.5. Results of the per-
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formance analysis are presented and discussed in Section 5.6. Section 5.7 summarizes the

chapter.

5.2 CPAN and Bridge Operation

The CPAN operates under the control of a dedicated coordinator node. Time is divided

into constant size superframes that begin with a leading beacon and end with a trailing

beacon, both sent by the coordinator. Portions of the time between beacons are devoted to

data transmissions, reporting of sensing results, and sending bandwidth requests and other

administrative activities.

All nodes, bridge(s) included, apply for bandwidth in the reservation sub-frame. Re-

quests are sorted according to the round-robin principle, beginning with the lowest node ID

that is larger than the last scheduled ID in previous superframe. The coordinator announces

the pending transmissions in the leading beacon. Therefore, any given node from a given

CPAN must wait a random time interval with respect to the leading beacon before it can

begin its transmission.

A node is allowed to request transmission only for packets that were in its buffer at

the time of the request; packets that arrive during a packet transmission will be serviced

in one of the subsequent CPAN service cycles. This holds for ordinary nodes as well as

for bridge(s). This scheduling scheme can be modeled as a gated exhaustive policy with

vacations [68].

Upon finishing data transmission, the node has to synchronize with the CPAN beacon;

the time period from the end of transmission to the next leading beacon (which includes

the control and reservation sub-frames) is referred to as beacon synchronization time.
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The leading beacon also contains announcements of the sensing duty. Performing sens-

ing duty is a prerequisite for time slot allocation for packet transmission. Namely, upon

successful packet transmission nodes have to ‘pay’ by sensing some of the channels in the

working band and reporting the results to the coordinator. The duration of the sensing pe-

riod is determined as the product of the sensing penalty coefficient kp and the number of

packets transmitted since the last round of sensing duty.

The coordinator uses sensing results to build and update the free channel table, which

is used to select the next-hop channel – i.e., the working channel for the next superframe

– among the channels least likely to be busy during that time [50]. The next-hop channel

is announced in the trailing beacon, together with a number of backup channels which are

needed for recovery in case of collision with a primary user transmission [49].

In this setup, inter-CPAN traffic is routed through the shared bridge node which col-

lects the data from one CPAN and delivers it to the other and vice versa, as shown in the

Fig. 5.1. To this end, the bridge hops back and forth between the CPANs without prede-

fined rendezvous times. In each of the CPANs, the bridge must request bandwidth in order

to deliver data packets, just like ordinary nodes do, and report its presence to the corre-

sponding CPAN coordinator in order to receive data packets. As the bridge is not present

in either CPAN all the time, it might lose synchronization due to dynamic channel hop-

ping. To ensure synchronization, the bridge listens to every trailing beacon of either CPAN

so as to learn about the corresponding next-hop channel. The bridge must also listen to the

leading beacon in the CPAN it is currently associated with in order to be able to send and

receive data. An important function of the bridge is to convey the next-hop and backup

channels from one CPAN to the coordinator of the other, thus ensuring that the CPANs will
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not collide during frequency hopping. As these actions incur considerable overhead, the

bridge is not required to perform sensing duty.
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Figure 5.1: Bridge switching algorithm for two-way traffic.

Transmission requests are serviced in the round-robin fashion, i.e., nodes with lower ID

get access before a node with higher ID. If any of the requests can’t be accommodated in

the current superframe, it will be deferred to the next one. This applies to the transmissions

of ordinary nodes as well as to those that involve the bridge, both as the source and as the

destination. In the latter case, the coordinator can allocate bandwidth to inter-CPAN traffic

(for which the bridge is the recipient) only if the bridge is present in the CPAN, which is

why the bridge needs to report its presence to the coordinator. Note that the bridge, once it

begins its data packet exchange with nodes in a given CPAN, will stay in that CPAN for as

many superframes as necessary, hopping periodically to the other CPAN in order to listen

to the trailing beacons.
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5.3 Modeling the MAC Algorithm

Consider a network with two CPANs, hereafter referred to as CPAN-S and CPAN-X,

havingMS andMX nodes, respectively, which include the coordinator node for each CPAN

as well as a shared node which serves as the bridge between the CPANs. Time is measured

in unit slots, while the duration of each superframe is sf slots. CPAN superframes are

not aligned with each other, and the time lag between their respective starting points is α

unit slots, where α is a random value that is uniformly distributed over the duration of a

superframe. We assume that data packets have a constant size of kd slots with an additional

slot used for acknowledgments, for a total of kd + 1 slots per packet. Let λS and λX denote

the packet arrival rate per node for CPAN-S and CPAN-X, respectively, assuming Poisson

arrivals of data packets, and let PicSX and PicXS denote the fraction of that traffic targeting

a destination in the other CPAN. Therefore, the arrival rates for the inter-CPAN traffic will

be λbSX = PicSX(MS − 2)λS and λbXS = PicXS(MX − 2)λX , for traffic from CPAN-S to

CPAN-X and vice versa, respectively.

The timing diagram in Fig. 5.2 depicts the operation of the CPAN. The time period

between two successive transmissions of the same node will be referred to as the CPAN

service cycle; due to traffic variability and sensing policy, it is a random variable that can

span a number of superframes.

Modeling the service period – Probability generating function (PGF) for constant packet

size kd with an immediate 1-slot acknowledgement is b(z) = zkd+1, with the mean value

of b = kd + 1. The Laplace-Stieltjes transform (LST) of packet time, b∗(s) = e−s(kd+1),

can be obtained by replacing variable z with e−s. Therefore, the offered load per node is

ρS = λSb and ρX = λXb for CPAN-S and CPAN-X, respectively.
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Figure 5.2: Pertaining to packet arrivals during a service cycle.

The distribution of the number of packets that arrive at the ordinary node buffer be-

tween two successive transmission requests can be represented by the PGF of βS(z) =∑∞
k1=1 βSk1z

k1 and βX(z) =
∑∞

k2=1 βXk2z
k2 for CPAN-S and CPAN-X, respectively. The

βSk1 and βXk2 represent the mass probabilities that k1 and k2 denote the number of pack-

ets found in the buffer when an ordinary node applies for bandwidth, in the CPAN-S and

CPAN-X, respectively. Therefore, mean number of packets to be transmitted in a single

cycle of CPAN-S and CPAN-X are βS = β
′
S(1) =

∑∞
k1=1 k1βSk1 and βX = β

′
X(1) =∑∞

k2=1 k2βXk2, respectively.

The probability distribution of the duration of transmission (service) period for CPAN-

S and CPAN-X can be represented by the PGF SS(z) = βS(b(z)) and SX(z) = βX(b(z)),

respectively, as this duration depends on the number of packets that arrive during two suc-

cessive transmission requests and the duration of each packet sent between the two. There-

fore, the LST of the duration of ordinary node service periods are S∗S(s) = βS(b(e−s)) =

βS(b∗(s)) and S∗X(s) = βX(b(e−s)) = βX(b∗(s)); their mean values are SS = βSb and

SX = βXb, for CPAN-S and CPAN-X, respectively.

CPAN service cycle time is the time between two successive transmission opportunities

for a given node; it varies depending on the number of nodes and bridge transmission time.
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The PGF for the CPAN-S service cycle time can be represented by

CScyc(z) = ((1− ρS) + ρSSS(z))MS−2bexXS(z) (5.1)

where bexXS(z) is the PGF for the duration of bridge exchange in CPAN-S which depends

on the number of packets the bridge has received from CPAN-X. The LST of this CPAN-S

service cycle time is

C∗Scyc(s) = ((1− ρS) + ρSS
∗
S(s))MS−2b∗exXS(s). (5.2)

with mean value of CScyc = −C∗′Scyc(0).

By the same token the PGF for the CPAN-X service cycle time is

CXcyc(z) = ((1− ρX) + ρXSX(z))MX−2bexSX(z) (5.3)

where bexSX(z) is the PGF for the duration of bridge exchange in CPAN-X, the LST of

which is

C∗Xcyc(s) = ((1− ρX) + ρXS
∗
X(s))MX−2b∗exSX(s) (5.4)

with mean value of CXcyc = −C∗′Xcyc(0).

Bridge cycle time is the time period between two successive bridge transmissions in any

given CPAN; a number of distinct phases can be identified therein, as shown in the Fig. 5.1.

After transmitting inter-CPAN packets collected from CPAN-X in the CPAN-S, the

bridge stays in the remaining superframe to receive inter-CPAN packets and to synchro-

nize with beacons. The time from transmitting packet(s) in the current superframe to the

127



Chapter 5: Two-way Communications in Cognitive Personal Area Networks

next beacon may be considered as residual time, using the terms of renewal theory [68]

where residual time is the time interval from an arbitrary moment in a renewal cycle to the

beginning of the new renewal cycle, and its LST is

s∗f+(s) =
1− e−ssf
ssf

(5.5)

with the mean value of sf+ = −s∗′f+(0).

Then, the bridge switches over to the CPAN-X to apply for bandwidth. However, it has

to wait for α (i.e., the time lag between superframes of CPAN-S and CPAN-X) before it

can place the bandwidth request.

Due to the round robin service discipline, upon placing bandwidth request, the bridge

has to wait while nodes with lower IDs are being serviced in the CPAN-X. The time from

the beginning of a new superframe to an arbitrary point in that superframe may be consid-

ered as elapsed time, using the terms of renewal theory [68] where elapsed time is the time

interval from the beginning of the new renewal cycle to an arbitrary moment in that cycle,

and its LST is

C∗Xcyc−(s) =
1− C∗Xcyc(s)
sCXcyc

(5.6)

with the mean value of CXcyc− =
C

(2)
Xcyc

2CXcyc
.

During its allocated transmission time, the bridge sends all packets it has received from

CPAN-S. The PGF of this exchange time is bexSX(z) with mean value bexSX . Note that this

exchange may last for several superframes.

Once the transmission is over, the bridge has to remain in CPAN-X for an additional

time in order to receive packets for destinations in CPAN-S and synchronize with the bea-
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cons; the PGF of this time is s∗f+(s).

The bridge then switches back to the CPAN-S in order to deliver those packets, but

it has to synchronize with the destination CPAN superframe first; the PGF of that time is

sf − α.

Finally, after applying for bandwidth, the bridge waits for another round-robin waiting

time in the CPAN-S; the LST of this time is

C∗Scyc−(s) =
1− C∗Scyc(s)
sCScyc

(5.7)

with the mean value of CScyc− =
C

(2)
Scyc

2CScyc
.

Therefore, the total bridge cycle time for CPAN-S is

BScyc = sf+ + α + CXcyc− + bexSX + sf+ + (sf − α) + CScyc−. (5.8)

The corresponding PGF is

BScyc(z) = z(2sf++sf )CXcyc−(z)bexSX(z)CScyc−(z) (5.9)

with the LST of

B∗Scyc(s) = BScyc(e
−s) (5.10)

= e−s(2sf++sf )C∗Xcyc−(s)b∗exSX(s)C∗Scyc−(s) (5.11)

During this time, the number of packets collected in CPAN-X for destinations in the
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other CPAN can be described with the PGF of

QbS(z) = B∗Scyc(λbSX − λbSXz) (5.12)

Since each packet needs a service time of b(z), the PGF for the duration of the bridge

exchange in the CPAN-X is

bexSX(z) = QbS(b(z)) (5.13)

and the LST of bridge transmission is

b∗exSX(s) = bexSX(e−s) (5.14)

The probability distribution of the duration of bridge exchange in the CPAN-X can also be

represented as a series:

bexSX(z) =
kmax∑
k=0

dkz
k (5.15)

where dk represents the mass probability that the bridge exchange takes k slots. The mass

probabilities in (5.15) can be obtained by expanding (5.13) into power series on variable z.

By the same token, the bridge cycle time for CPAN-X is

BXcyc = sf+ + (sf − α) + CScyc− + bex−XS + sf+ + α + CXScyc− (5.16)

and its PGF is

BXcyc(z) = z(2sf++sf )CScyc−(z)bexXS(z)CXcyc−(z) (5.17)
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The probability distribution of the duration of bridge exchange in CPAN-S can be found

in an analogous manner.

Using (5.14), we can define the PGF for the number of packet arrivals to an ordinary

node buffer of CPAN-X during the bridge transmission as

Abe(z) = b∗exSX(λX − λXz). (5.18)

However, for a given CPAN, bridge transmission takes place once per bridge cycle period

which can last several superframes over which the bridge transmission delay is spread.

Probability that the bridge transmission takes place in the current superframe of CPAN-X

is Pbt = sf/BXcyc. Therefore, the final PGF for the number of packet arrivals to an ordinary

node buffer of CPAN-X during the bridge transmission is

Abep(z) = PbtAbe(z) + (1− Pbt). (5.19)

Round-robin waiting time is the time a node has to wait while nodes with lower IDs are

being serviced. Using (5.6), we can define the PGF of the number of packet arrivals during

the round-robin waiting time as

Arr(z) = C∗Xcyc−(λX − λXz). (5.20)

The number of packet arrivals during the transmission (service period) can be described by

the PGF

Atx(z) = S∗X(λX − λXz). (5.21)
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Delay due to beacon synchronization – The time from transmitting packet(s) in the cur-

rent superframe to the next control sub-frame (at which time a node can submit the sensing

report to the coordinator) may be considered as residual time of a superframe. Hence, the

PGF for the number of packet arrivals during this time is

Asyn(z) = s∗f+(λX − λXz). (5.22)

Duration of sensing – The coordinator assigns sensing duty to ordinary (i.e., non-bridge)

nodes that have transmitted their packets. The duration of this duty, expressed in super-

frames, is the product of sensing penalty kp and k1 (k2), the number of packets transmitted

in the service period of the corresponding CPAN. Thus, the distribution of time spent in

sensing can be represented by the PGF VX(z) =
∑∞

k2=1 βXk2z
kpsfk2 = βX(zkpsf ) and

its mean value is VX = kpsfβX . The corresponding LST of the single sensing period is

V ∗X(s) =
∑∞

k2=1 βXk2e
−kpsfk2. The number of packets that arrive during the sensing period

can be obtained by replacing s with λX − λXz in the last equation,

AXvc(z) = V ∗X(λX − λXz). (5.23)

Impact of packet reception during sensing – To receive packets, a node has to take a

break from ongoing sensing duty. While packet reception may take place in one or more

superframes, node still has to finish its sensing duty before placing a new transmission

request. As the result, the sensing period will be effectively expanded due to reception. To

model this effect, we need to find the probability of packet reception during the sensing

period.
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Each of the nodes in the CPAN-X generates intra-CPAN (local) traffic at a rate of

λX(1−Pic)
MX−2

, assuming uniform distribution of destination nodes. Probability of having no

packets for a given target node during a sensing period is Pnrs = e
−λX (1−Pic)

MX−2
VX , and the

PGF for extended sensing period due to reception is VXes(z) = Pnrs + (1− Pnrs)zsf .

However, a node in the CPAN-X receives intra-CPAN traffic at a rate of λX
MX−2

, and

inter-CPAN packets at a rate of λbSX
MX−2

. Probability of having no packets during the sensing

period is Pnrd = e
− λbSX
MX−2

BXcyce
− λX
MX−2

VX . Therefore, the PGF for extended sensing period

in the CPAN-X due to reception is VXes(z) = Pnrd + (1 − Pnrd)z
sf . The number of

packets that arrive during this extended sensing period can be described by the PGF of

AXves(z) = VXes(λX − λXz).

Time between successive transmission requests – The PGF for the number of packets

arrivals to a node in the CPAN-X during the interval between two successive bandwidth

requests is

QX(z) = Abep(z)Arr(z)Atx(z)Asyn(z)AXves(z) =
∞∑

k2=0

qXk2z
k2. (5.24)

If the node finishes sensing and has no packets to send, it will continue with sensing duty,

which occurs with the probability of qX0 = QX(0). The distribution of the number of

packets that arrive at the ordinary node buffer between two successive transmission requests

can be described by the PGF of

βX(z) =
QX(z)− qX0

1− qX0

(5.25)

and its mean value is βX = Abep + Arr + Atx + Asyn + AXves. Probability distribution of
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the total sensing period is

VXtot(z) =
VXes(1− qX0)

1− VXesqX0

. (5.26)

Equations from (5.1) to (5.26) and the corresponding equations for CPAN-S which can

be derived in an analogous manner can be solved together as a system with unknowns βSk1

and βXk2 for k1 = k2 = 1 · · ·nc, if we limit the number of terms in each PGF or LST to

nc.

5.4 Probability of collision with primary source

The total collision probability for the bridge node as well as for other ordinary nodes

can be calculated as the sum of the probability of inaccurate channel status in the channel

table (which depends on the number of channels, the number of sensing nodes, and penalty

coefficient) and the probability of collision during transmission. Namely, in the process of

channel hopping, the CPAN may hop onto a busy channel, which may happen if the channel

map contains inaccurate information or the channel has become busy since the last sensing

event. (Assuming that ON and OFF periods of primary user transmission follow a Poisson

distribution, the latter event may occur at any time.). It is also possible that a primary

source begins its transmission during an ongoing transmission in a cognitive network.

We assume that each primary source is intermittently active on its own channel. The

probability density function (pdf) of ON and OFF periods are gon(x) and goff (x), respec-

tively, with mean values of Gon and Goff . The mean value of total cycle time of primary

source activity is Gcyl = Gon + Goff , while the activity probability of primary source is

pon = Gon
Gcyc

.
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As primary and secondary users are not synchronized in any way, the CPAN super-

frame will begin at a random point in the idle (OFF) channel period and continue until

it finishes, or until the primary user begins transmission and the channel becomes active

(ON) which corresponds to a collision. Time interval from a random point to the end

of the channel idle time is residual idle time, which has the probability density function

(pdf) proportional to the probability that channel idle time is larger than some value y:

f(y) =
∫∞
z=y goff (z)dz

Goff
. Therefore the probability distribution function (PDF) of residual

channel idle time is F (x) =
∫ x
0
d(y)dy.

Probability that coordinator has inaccurate channel information – Probability that an

ordinary node from CPAN-X is performing channel sensing is

Ps =
VXtot

CXcyc− + SX +
sf

BXcyc
(bexSX) + sf+ + VXtot

(5.27)

Therefore, the probability distribution of the number of nodes in CPAN-X concurrently

performing channel sensing has the PGF of

Θ(z) =

MX−1∑
i=0

(
MX − 1

i

)
P i
s(1− Ps)MX−1−izi =

MX−1∑
n=0

θnz
n (5.28)

where θn represents the mass probability that n nodes are performing channel sensing si-

multaneously.

Let us assume that channels being sensed are randomly selected from all channels ex-

cept those two currently used by the CPANs, hence the probability of any given channel

being sensed by a single node is Pj = 1
N−2 . If sensing takes d unit time slots, PGF for the
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time period between two consecutive sensing events on a particular channel is

Ω(z) = θ0

∞∑
k=1

Pj(1− Pj)k−1zkd

+

min(MX−1,N−3)∑
l=1

θl

∞∑
k=1

lPj(1− lPj)k−1zkd

+

MX−1∑
min(MX−1,N−3)+1

zd (5.29)

Using renewal theory [68] and applying the procedure outlined in [46], we can calculate

the probability Pi of having inaccurate channel status and its duration in the channel table.

Probability of collision during transmission – The superframe of a CPAN starts at ran-

dom point in the idle channel period. Thus, the collision will occur if the residual channel

idle time is less than the superframe duration. Probability of a collision for bridge and

ordinary node transmission in CPAN-X can be obtained as

P (br)
c =

∫ ∞
x=0

(D(x+ CXcyc− + bexSX)−D(x))d(x)dx (5.30)

P (o)
c =

∫ ∞
x=0

(D(x+ CXcyc− + SX)−D(x))d(x)dx (5.31)

When a collision occurs, nodes will miss the next-hop channel announcement, and recovery

must be undertaken using one of the backup channels [49].

The results above hold for CPAN-X; the corresponding probabilities in CPAN-S can be

found in an analogous manner.
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5.5 Packet access delay

Intra-CPAN packets – Let us assume that an ordinary node in the CPAN-X already has

L∗ intra-CPAN packets at the moment it applies for bandwidth; furthermore, assume that

Ai packets arrive to the node while it is transmitting the ith packet. Thus after transmitting

the nth packet in the transmission (service) period, the node buffer contains Ln = L∗ +

Arr+A1 +A2 + ...+An−n packets. PGF of the number of packets left after nth departing

packet can be obtained as

Ln(z) =
Arr(z)A(z)n

∑∞
k=n βXkz

k

zn
∑∞

k=n βXk
(5.32)

As the single packet serving time is b∗(λ − λz), PGF of the number of packets left in the

buffer after any departing packet can be obtained as

L(z) =
∞∑
n=1

∑∞
k=n βXk

βX
Ln(z)

= Arr(z)
(βX [b∗(λX − λXz)]− βX(z))b∗(λX − λXz)

βX [b∗(λX − λXz)− z]
(5.33)

Packets are serviced in FIFO order and the number of packets left after a departing packet

is equal to the number of packets that arrived during the departing packet was in the system.

Probability distribution of the packet waiting time can be obtained from

L(z) = T ∗a (λX − λXz) = W ∗(λX − λXz)b∗(λX − λXz) (5.34)
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The corresponding LST of intra-CPAN packet waiting time is

W ∗(s) = Arr(1−
s

λX
)
λX

(
βX [b∗(s)]− βX(1− s

λX
)
)

βX [λXb∗(s)− λX + s]
(5.35)

with the mean value of W = dW ∗

ds
|s=0 =

(1+ρX)β
(2)
X (1)

2λXβX
.

Inter-CPAN packets – The calculation is more involved since an inter-CPAN packet un-

dergoes no less than five different phases from its arrival to a node in one CPAN to the

destination in the other, as shown in Fig. 5.1.

First, the packet has to wait to be transmitted to the bridge. This time period, commonly

referred to as access delay,Wa, is equal to the residual time of bridge cycle periodW ∗
a (s) =

1−B∗Scyc(s)
sBScyc

, with mean value of W a = −W ∗′
a (0).

Then, the packet waits until bridge finishes receiving all of the inter-CPAN packets from

the CPAN-S and synchronizes with the beacon, which lasts for the remaining superframe

duration, W ∗
syn(s) = 1−e−ssf

ssf
, with mean value of W syn = −W ∗′

syn(0).

The bridge switches to the CPAN-X and waits for Wab = α before applying for band-

width.

Fourth, bridge waits for its turn to transmit in CPAN-X for round-robin waiting time.

Delay observed by an inter-CPAN packet may be considered equal to the elapsed time of

CPAN-X cycle, W ∗
rr(s) =

1−C∗Xcyc(s)
sCXcyc

, with mean value of W rr = −W ∗′
rr(0).

Finally, the bridge delivers the packet to the destination in CPAN-X. Since packets are

randomly positioned within the bridge queue, the delay experienced by the packet is equal

to the elapsed time of bridge transmission, W ∗
bt(s) =

1−b∗exSX(s)

sbexSX
, the mean value of which

is W bt = −W ∗′
bt (0).
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Therefore, mean end-to-end delay for an inter-CPAN packet from CPAN-S to CPAN-X

can be obtained as W a +W syn +Wab +W rr +W bt.

Mean end-to-end delay for an inter-CPAN packet from CPAN-X to CPAN-S can be

found in an analogous manner, except that the bridge waits Wab = sf − α before applying

for bandwidth in CPAN-S.

5.6 Performance Analysis

To evaluate the performance of the proposed scheme, we have solved the system of

equations presented above using Maple 16 from Maplesoft [43]. The number of nodes for

CPAN-S is MS = 14 and CPAN-X is MX = 10; these number include the coordinator in

each CPAN and a shared bridge node. We have assumed that both CPANs use N = 19

channels, each with an independent primary source; this setup corresponds to a subset of

TV White Space channels in the range 21 to 51 (except 37) [12].

The size of the superframe sf is set to 130 unit slots, 30 of which are allocated for the

control and reservation purposes. Packets are assumed to last for kd = 10 unit slots with

an additional slot used for acknowledgement, while sensing takes a single slot, d = 1.

Mean cycle time of primary source has been set to Gcyl = 3000 unit slots where ON

and OFF periods are exponentially distributed with mean values of 900 and 2100 unit slots,

respectively. The ratio of channel ON and OFF periods to superframe duration is chosen

to keep the collision probability at a sufficiently low level. Packet arrival rate was varied

from λ = 0.001 to 0.006 packets per node per slot in both CPAN-S and CPAN-X. Sensing

penalty was set to kp = 0.6 while the time lag α was initially set to 0.5sf = 65 unit slots.

In our first experiment we have examined the behaviour of each CPAN under vary-
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Figure 5.3: Performance of individual CPANs under varying packet arrival rates in both
CPANs.

ing packet arrival rates, with PicSX = PicXS = 0.2 of the total traffic being directed to

destinations in the other CPAN.

Figs. 5.3a and 5.3c show that the number of packet arrivals increases with traffic inten-

sity of the local CPAN, but also with traffic intensity of the other CPAN due to the coupling

provided by the bridge. Namely, increased non-local traffic in one CPAN leads to bridge

exchanges that last longer so that more packets arrive to the node during that time. More-

over, the CPAN with more nodes (CPAN-X) affects the CPAN with fewer of them to a
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Figure 5.4: Mean duration of bridge exchange and mean bridge cycle time under varying
packet arrival rates in both CPANs.

greater extent.

Regarding the service cycles shown in Figs.5.3b and 5.3d, we observe that higher traffic

intensity translates into higher number of packets and, by extension, into longer service

cycle period. Higher traffic intensity also means that the volume of inter-CPAN traffic will

be higher and bridge transmissions will last longer, which also contributes to the extension

of the service cycle. Due to the interdependency of the CPANs introduced by the bridge,

mean service cycle time also increases for higher traffic intensity in the other CPAN.
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Performance of bridge operations is presented in Fig. 5.4. Duration of bridge exchanges

in a given CPAN does not depend much on local traffic which has to be sent and received

within the CPAN itself, regardless of its ultimate destination. However, increase of traffic

volume in the other CPAN extends bridge exchanges since that traffic will be added to

the locally generated traffic. On the other hand, mean bridge cycle period is very much

dependent on the inter-CPAN traffic but exhibits dependence on local traffic as well. At

high packet arrival rates, bridge tends to remain longer in a single CPAN, and both bridge

cycle and bridge exchange times begin to show signs of being close to saturation.

Mean packet delays are shown in Fig. 5.5. Delay for intra-CPAN traffic increases with

traffic intensity in that CPAN, but it also depends on both the round-robin waiting time and

the duration of bridge exchange in the current CPAN, both of which depend on the traffic

intensity in the other CPAN. As the result, delay for intra-CPAN traffic shows light de-

pendence on the traffic in the other CPAN, but this dependence becomes more pronounced

with the increase of traffic in both CPANs. Longer waiting times observed in CPAN-X,

Fig. 5.5b, compared to CPAN-S, Fig. 5.5a, are due to the longer duration of bridge ex-

changes in the former and, ultimately, larger number of nodes therein.

Mean packet delays for inter-CPAN traffic are mostly dependent on the bridge cycle pe-

riod which depends on traffic volume, i.e., number of nodes and packet arrival rate. Higher

traffic volume means more inter-CPAN packets and longer bridge cycles. As the result,

inter-CPAN delays turn out to be longer for traffic from CPAN-S to CPAN-X, Fig. 5.5c,

than for traffic going in the opposite direction, Fig. 5.5d.

To highlight these observations, we have plotted mean end-to-end delay for inter-CPAN

packets as the function of the time lag between CPAN superframes, Fig. 5.5e. Packet arrival
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Figure 5.5: Mean end-to-end delay under varying packet arrival rates in both CPANs.
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Figure 5.6: Performance of individual CPANs under varying packet arrival rate and fraction
of non-local traffic in the other CPAN.

rates in both CPANs were set to λS = λX = 0.003. In this scenario, delay is affected by

this time lag only which affects the beacon synchronization component of the waiting time

while all other components remain unchanged. As the result, inter-CPAN packet delay

increases almost linearly with the time lag between CPAN superframes. Note that the

crossover point where two delays are equal is not in the middle of the range because of the

difference in the number of nodes between the CPANs.

In our next experiment, we have varied packet arrival rate and fraction of inter-CPAN

traffic in one CPAN while keeping those same parameters fixed at λ = 0.003 packets per
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node per slot and Pic = 0.2, respectively, in the other CPAN. Mean number of packet

arrivals to a node between two successive transmissions increases nearly linearly with both

of the independent variables, even though local traffic arrival rate and fraction of inter-

CPAN traffic is kept constant; this is due to the increase observation period – i.e., extended

duration of bridge exchanges caused by the increase in non-local packets brought in by the

bridge. Similar observation can be made about mean service cycle times, which are about

10 to 15% higher in CPAN-X on account of larger number of nodes.

Mean duration of bridge exchanges and mean bridge cycle time in one CPAN, obtained

under variable packet arrival rate and fraction of non-local traffic in the other CPAN, are

shown in Fig. 5.7. As can be seen, longer bridge cycles are needed to service larger number

of packets, which may come on account of higher packet arrival rate, higher fraction of

inter-CPAN packets, or simply the larger number of nodes.

Fig. 5.7 shows mean bridge cycle periods and mean duration of bridge exchanges. The

bridge cycle period of any given CPAN changes with the duration of bridge exchange in

other CPAN and the round-robin waiting time for both CPANs. As the local traffic is kept

constant, the bridge cycle period only depends on the round-robin waiting time in the other

CPAN. Therefore, bridge cycle period increases for higher traffic intensity of other CPAN

and higher fraction of inter-CPAN traffic. Similar observations hold for mean duration of

bridge exchanges.

Fig. 5.8 shows mean end-to-end delay for inter-CPAN packets. As the time lag between

superframes is kept constant, the main factor that determines the inter-CPAN packet delay

the bridge cycle time, which in turn depends on the packet arrival rate in the other CPAN

and, to a much lesser extent, the fraction of non-local traffic in the other CPAN.
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Figure 5.7: Mean duration of bridge exchange and mean bridge cycle time under varying
packet arrival rate and fraction of non-local traffic in the other CPAN.

In our third experiment we have investigated how CPAN performance is affected by the

activity of primary sources. As explained above, ongoing transmissions of either an ordi-

nary node or a bridge may be destroyed by a collision with the transmission of a primary

source. Collisions occur as the consequence of inaccurate information in the channel ta-

ble, which depends on the frequency of channel sensing, or simply by the onset of primary

source transmission on the current working channel, which is dependent on the duration of

the current transmission.

The diagrams in the first row of Fig. 5.9 show mean number of sensing node. When
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Figure 5.8: Mean end-to-end delay for inter-CPAN traffic.

the traffic volume in a given CPAN is low, most of the nodes perform sensing, either as a

regular penalty or because they have no traffic and repeat the sensing duty. As local traffic

increases, the latter mechanism recedes and only nodes that have just transmitted their data

perform sensing duty. Mean number of sensing nodes decreases slightly with the traffic

volume in the other CPAN, mainly because bridge transmissions last longer and ordinary

nodes have less time for transmission and sensing; after all, longer bridge transmissions

mean that more packets arrive to ordinary node buffers.

The diagrams in the middle row show mean time between two consecutive sensing

events, which is inversely proportional to the mean number of sensing nodes: as fewer

nodes perform sensing, frequency of sensing events drops and so does the probability of

inaccurate information in the channel map, bottom row of Fig. 5.9. As the result, colli-

sion probability increases for both ordinary nodes and bridge, as can be seen in Fig. 5.10.

Collisions are more likely for the bridge simply because its transmissions last longer. Fur-

thermore, collisions are more likely in the CPAN with higher traffic volume (CPAN-X, in
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Figure 5.9: Performance of the sensing process.
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our case).

5.7 Chapter Summary

In this chapter, We have discussed a simple yet effective scheme for interconnecting

two cognitive personal area networks (CPANs). The main feature of the proposed scheme

is that the bridge is free to remain in a given CPAN without a predefined schedule. In

fact, the bridge can stay as long as it takes to deliver all the data originating from the other

CPAN and collect all the data to be delivered there. As the consequence, CPANs need not

be synchronized with each other.

Through probabilistic analysis and renewal theory, we have obtained complete proba-

bility distribution of service cycle time, bridge cycle time, and end-to-end packet delays for

both intra- and inter-CPAN traffic. Furthermore, we have evaluated the probability of col-

lisions with primary source transmissions. Our experiments have confirmed the validity of

the proposed scheme. However, they have also shown that the CPANs are not fully decou-

pled, as the performance of one of the CPANs depends on local as well as non-local traffic

intensity. Moreover, bridge transmissions were found to have higher collision probability

compared to ordinary node transmissions.
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Figure 5.10: Probability of collision with primary source transmission.
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Conclusion

In this thesis we have examined the performance of an efficient algorithm for cogni-

tive piconet (CPAN) formation in which nodes that arrive at different times perform ren-

dezvous independently with the designated piconet coordinator. Our results indicate that,

for piconets of smaller size, the group joining time mostly depends on the sum of the nodes’

interarrival times and their individual TTRs. The joining time of group of nodes also shows

the characteristics of Gamma distribution. Extensive experimental results show that mean

group joining time tends to flatten when the number of nodes in the group increases, so that

it may even converge to a finite limit when the number of nodes is sufficiently high 7 to

8 in the range of values considered in the dissertation. However, the distribution exhibits

a long tail which means that variability of group joining times will remain high. Finally,

we have shown how the approximate distribution can be used to predict the performance

of the group rendezvous, which may be useful in a number of scenarios such as by setting

a deadline for emergency network or by setting a fixed predefined number of nodes for

long-term network..
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Also, in attempt to carry data from source CPAN to destination CPAN, we investi-

gated the bridging protocol between two asynchronous CPANs. Prioritized bridge node

transmission impacts the performance of data transmission for other nodes in the destina-

tion CPAN. Results show that bridge transmission takes most of the superframe duration

and leaves less time for the transmission of ordinary nodes for higher traffic intensity and

higher fraction of inter-CPAN traffic. We have shown that the performance for both intra-

and inter-CPAN traffic is dependent on traffic and network parameters, in particular traffic

intensity, probability of non-local traffic, and time lag between CPAN superframes.

Next, towards routing data packets in multi-hop networks environment, we have dis-

cussed a simple yet effective scheme for bridging between two CPANs. The main feature

of the proposed bridging scheme is that the bridge is free to remain in a given CPAN as

long as it takes to deliver all the data originating from the other CPAN and to collect all the

data to be delivered there, without a predefined schedule which means that CPANs need

not be synchronized with each other. Through probabilistic analysis and renewal theory, we

have obtained complete probability distribution for service cycle time, bridge cycle time,

and end-to-end packet delays for both intra- and inter-CPAN traf- fic. Experiments have

confirmed the validity of the scheme, but they have also shown that the CPANs are not fully

decoupled, as the performance of one of the CPANs depends on local as well as non-local

traffic intensity.

Furthermore, the PU activity greatly influences the performance of CRNs since the PU

is the owner of the channel and may active on its channel at any time. All of the proposed

models, we have also considered the impact of collisions with primary users on both bridge

and other nodes transmissions.
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Our future work will focus on investigating this results more closely, namely on cal-

culating the theoretical bounds for the time needed to form a piconet with a given number

of nodes as well as the number of nodes that will join the time by a given deadline. Both

these measures will be very useful in a number of CPAN applications, including emergency

networks. The bridging scheme proposed here is not limited to two-CPAN networks. In

a multi-CPAN network, bridging may be accomplished if each pair of CPANs has a com-

mon node; alternatively, a multi-hop scheme where the connection between CPANs may

be direct or indirect is also possible. The main problem to be solved in this scenario is

synchronization at two levels: first, at the level of CPANs. Namely, the coordinator of each

CPAN needs to be aware of the channel maps of the coordinators of other CPANs. In the

two-CPAN scenario, this may be accomplished through bridges, but the complexity and

latency of the protocol increases with the number of CPANs. The problems arise when

different CPANs perceive a different set of free channels, or when they are configured to

use a different set of working channels; moreover, there may be a problem of hidden ter-

minals as well. Second, bridges need to synchronize with CPANs they interconnect. The

proposed solution in which a bridge connects two CPANs is shown to offer satisfactory

performance; increasing the number of CPANs serviced by a single bridge to three or more

would increase the overhead of the scheme without providing much in terms of benefits.

All of these require careful evaluation and thorough analysis, which is why they offer a

fruitful area for future work.
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[49] J. Mišić and V. B. Mišić. Recovery in channel-hopping cognitive networks under ran-

dom primary-user activity. IEEE Transactions on Vehicular Technology, 63(5):2392–

2406, 2014.
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