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Abstract

Role of Compressibility and Slip in Blood Flow through a local Constriction

Master of Science 2012

Tahmina Akhter

Applied Mathematics

Ryerson University

One type of blood disease is a narrowing of a tubular structure, known as constriction or stenosis and high

cholesterol is one of the main causes for this. Suitable mathematical models are important to describe this

phenomenon, and to study the problem analytically and numerically. An approximate analytical solution

and a recently developed particle-based method called multi-particle collision dynamics (MPC) is used

to simulate the weakly compressible steady flow through a three-dimensional constricted axisymmetric

cylinder. The particle collisions in MPC dynamics are numerically more efficient than other particle-

based simulation methods. Particle interactions with the cylinder walls are modeled using slip as well as

no-slip boundary conditions. Using an appropriate averaging procedure allows us to make a comparison

between the approximate analytical solution and the numerical results. Significant and interesting

differences were found in the velocity profiles obtained analytically and by using MPC.
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Chapter 1

Introduction

Local constriction or stenosis is generally a term that describes the abnormal narrowing of an artery,

although can also refer to a reduced cross-sectional area of a heart valve when it opens. In the case of

an artery, stenosis most commonly occurs in the large distributing arteries such as the coronary artery,

or in the large renal, cerebral, iliac or femoral arteries. A common cause of this narrowing is a chronic

disease process called atherosclerosis. A focal vasospasm can also lead to acute vessel stenosis although

in general, stenosis results from a vascular disease. If localized plaques develop within the wall of the

artery, then the diameter of the artery is significantly reduced. Normal blood flow is thus disturbed,

and can result in an atherosclerosic lesion in severe cases. Although the main causes of atherosclerotic

lesions are still unknown, fluid dynamics parameters play a very important role as has already been

established by many researchers. In addition to potential lesions, vessel occlusion is also of concern. The

pressure distribution, the boundary layer separation, and the high and low arterial wall stresses have

a major role in plaque formation in the artery [24]. Generally flow speeds up through the constriction

and slows down when it has passed through it. This kind of sudden increase of flow speed rises the

adverse pressure gradients for which low shear regions can occur near the wall of the vessel, possibly

leading to recirculating zones. These recirculating regions can form upstream [18] or downstream [21]

and depend on flow parameters, as well as on the stenosis geometry. Blood cells, such as platelets,

trapped in low shear regions can stick together (aggregate) and adhere to the vessel wall, forming clots

or thrombi, which we will refer to as aggregates to be general. If the aggregates form in recirculating

regions upstream, then these aggregates could potentially lead to vessel blockage if they break off and
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CHAPTER 1. INTRODUCTION

have become too large to pass through the constriction. Thus, it is important to be able to address flow

through a constriction from a theoretical or numerical standpoint and to be able to propose treatment

options based on analytical or in silico results.

Several researchers have studied the dynamics of blood flow through constrictions analytically [26]

and numerically [24, 34, 39, 37]. Except for Misra and Shit [26] and Bedkihal [2], most works have been

done using no-slip boundary conditions where the fluid velocity is set to zero at the solid boundary. The

possibility of slip for blood was originally suggested by Nubar [30]. Hershey and Cho [13] studied blood

flow experimentally in a rigid tube and also suggest that slip for blood is a reasonable assumption. They

found that, if flow rate increases, it increases the thickness of the plasma film. Also, the effective slip

velocity of the plasma film was found to increase monotonically with the flow rate, and this increase is

a linear function of shear stress at high flow rates. Nakano et. al [27] investigated the velocity profile

of blood flow in rat mesenteric arterioles by particle image velocimetry. They recorded the images of

red blood cells in their experiments and they found slip near the vascular wall in their time averaged

cross-section velocity profiles. Picart et.al [33] have also reported slip at the wall in their viscometric

measurements of blood. These experimental findings indicate that one should perhaps consider wall

slip in the study of blood flow, as the flow through the stenosis would be higher with slip at the wall

compared to no-slip flow. If slip at the wall can be increased by injecting drugs [6], then even in the

presence of stenosis, one could recover a proper flow rate of blood with incorporation of slip in one’s

studies. Also, with slip, the wall shear stress would be higher than in the no-slip case, so one could

minimize the risk of formation of plaques by injecting drugs. Hence, we incorporate slip in our flow

model for blood.

Compressibility too is often not incorporated in blood flow studies. With the recent birth of the use

of particle-based methods for blood [5, 2, 43], where compressibility effects are built-in in the model,

one has to be able to quantify the effect of compressibility in such models. Comparison to a theoretical

model with and without compressibility might allow for proper assessment of this effect, as particle-based

methods do not allow for removal of compressibility effects and such effects may well become important

in complex flow geometries such as in a stenosis.

Since blood is a particle-based system that may have compressibility built-in, and since there seems

to be some evidence of slip at the wall based on experimental results, we consider the flow of a weakly

compressible fluid with and without slip, both analytically and numerically in this Thesis. For the
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CHAPTER 1. INTRODUCTION

analytical results we follow the works of Forrester and Young [10] who completed the analysis for a

steady, incompressible fluid through a smooth stenosis, and we extend the results here to allow for weak

compressibility effects as well as slip at the wall. For the numerical simulations we pick a numerically

efficient particle-based method called Multi-particle Collision Dynamics (MPC for short), whose average

flow properties have been shown to agree with the Navier-Stokes Equations.

The basis of our analytical calculations comes from Forrester’s Ph.D. Thesis in 1968 [9], where

he investigated the flow through a converging-diverging tube and showed its implications in occlusive

vascular disease. In 1970, Forrester and Young published the classical theoretical paper [10] in addition

to some experimental results [11]. They used water and blood for their experiments, and used Reynolds

numbers up to 1000. Although their experimental results did not differ much for water and blood, they

found good agreement between the experimental and the theoretical results. Later Padmanabhan and

Devanathan [32] extended the mathematical model to be able to predict the effects of turbulence in the

stenosis. Their results indicate the existence of back-flow regions, and they provide cross-sections to

demonstrate the effects.

The particle-based method, MPC, that was used in this Thesis has been used in a number of applica-

tions. For example, to simulate two-dimensional fluid flow past a circular and square cylinder, Lamura

and Gompper [20] used the MPC dynamics. Following this work, Allahyarov and Gompper simulated

three-dimensional flow past a sphere by MPC dynamics [1]. Flow around a fish-like shape using MPC

dynamics has been simulated by Reid et. el [35]. Recently a model of a microswimmer has also been

simulated using MPC dynamics [7]. Finally, MPC flow through a stenosis with slip and no-slip was re-

cently considered in [2], although only one slip value was considered, the flow geometry was symmetric,

and no analytical results were provided. Particle-based methods applied to flow through a constriction

include [43, 5] and [2], the latter of which used MPC as we have done in this Thesis. The MPC method

used in this Thesis was originally developed by Malevanets and Kapral [22]. The key advantage with

this method is that it is possible to consider large particle systems in realistic computational times, as

the idealized collision step conserves mass, momentum and energy, and the average flow properties (or

coarse-grained behaviour of the system) has been shown to agree with the Navier-Stokes equations of

motion [22]. Comprehensive reviews of the method can be found in [19, 12]. Several improvements of

the method, which have also been incorporated here, include a grid-shifting mechanism introduced in

[16], which ensures that there are no particle correlations due to particles that may reside in a collision

3



CHAPTER 1. INTRODUCTION

cell for more than one time step. Angular-conserving versions of MPC have been introduced in [28],

which may be important in some applications, although not used here. A generalized particle-based

boundary condition introduced in [4, 41] was implemented in the MPC dynamics, which allows us to

vary the amount of slip at the wall exhibited by the coarse-grained behaviour of our system. To create

flow in our stenosis, we introduce a force in the flow directions that acts on each particle at every time

step. Since this adds energy to the system, and since we wish to achieve isothermal flow conditions,

we use a velocity profile unbiased Galilean invariant thermostat [8, 31] which restores isothermal flow.

For obtaining a coarse-grained description of our particle-based system we use a cumulative averaging

method that was first introduced for MPC flow in [2], and has been used elsewhere as well [23, 22, 20].

In order to make comparisons between our analytical and numerical results, we pick a geometry

that can be used in both analyses, and we extend the ideas in [25] to suit our needs. In particular, we

pick a smooth polynomial form for the geometry using the ideas [25] and create an asymmetric stenosis

geometry.

This Thesis is organized as follows: In Chapter 2 we provide the Fluid Dynamics background that is

required for our analytical results. Chapter 3 provides an overview of the particle-based method (MPC)

that was used for our numerical simulations. The details of our analytical calculations are presented

in Chapter 4. Chapter 5 provides the results of our numerical simulations, and compares them to the

analytical approximation derived in Chapter 4. Finally, Chapter 5 provides important conclusions and

future work.
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Chapter 2

Fluid Dynamics

2.1 Background

Fluid mechanics is the study of fluid either in motion (fluid dynamics) or at rest (fluid statics). From

the fluid mechanics point of view, all matter consists of only two states, fluid and solid. A solid can

resist a shear stress by a static deflection. On the other hand a fluid cannot resist a shear stress even if

it is very small and as a result it starts to move and deform continuously until the effect of shear stress

vanishes. There are two types of fluid, one is liquid and the other one is gas. A liquid has relatively

closely packed molecules with strong cohesive forces, tends to retain its volume, and will form a free

surface in a gravitational field if unconfined from above. On the other hand, a gas has no definite volume,

and when left to itself without confinement, a gas forms an atmosphere that is essentially hydrostatic.

Gases and liquids are both known as fluids and there are enormous Engineering and Applied science

applications making this subject a contributing research area [40].

2.2 Navier-Stokes Equation

In order to talk about the dynamics of fluid, we need to derive the equations that govern the motion of a

fluid. Basically there are two ways of derivation: the first treats a fluid as consisting of molecules whose

motion is governed by the dynamic laws. From the molecular motion the macroscopic behavior of the

5



2.2. NAVIER-STOKES EQUATION CHAPTER 2. FLUID DYNAMICS

fluid is derived using the laws of mechanics and probability theory. The transport coefficients such as

coefficient of viscosity and the thermal conductivity also come from the molecular concept. The theory

is well developed for light gases, but it is incomplete for polyatomic gas molecules and for liquids. This

way is discussed further in Chapter 3.

The alternative method used to derive the governing equations of motion, discussed in this chapter is

the continuum method where individual molecules are ignored and the fluid is assumed to consist of

continuous matter. In this continuous matter it is assumed that at each point there is a unique value of

the field variables such as velocity, pressure, density etc. The continuous matter is then required to obey

the conservation laws of mass, momentum, and energy which lead to the governing differential equations

for the field variables. The variation of the field variables in space and time will then be defined by the

solution of these differential equations, which corresponds to the mean value of the molecular magnitude

of that field variable at each corresponding position and time. The statistical method treats gas flows in

situations where the continuum concept is no longer valid. However the theory is incomplete for dense

gases and for liquids.

Historically, fluid mechanics has been considered as part of the more general field of continuum mechanics,

which deals with a relationship between forces, motions, and static conditions in continuous materials.

Fluid mechanics deals with the study of all fluids under static and dynamic situations. This study area

deals with many and diversified problems such as surface tension, fluid statics, flow in enclosed bodies,

or flow around bodies (solid or otherwise), flow stability, etc. In fact, almost any action a person does

involve some kind of a fluid mechanics problem.

A typical fluid system consists of the billions of atoms or molecules making up the fluid. To keep track of

each molecule or atom is very difficult as fluid motion is a collective phenomenon. Fluid, in the continuum

approach, can be thought of as made up of small volumes called fluid elements or fluid particles which

themselves contain many atoms or molecules. The state of the fluid is determined by the density ρ(r, t),

the velocity vector v(r, t) and the pressure p(r, t), where r = (x, y, z) are the spatial coordinates and t is

the time. Please note that throughout the Thesis, bold-faced quantities denote vectors. The fundamental

equations of motion in compressible viscous fluid dynamics are the Navier-Stokes equations (2.1)-(2.2).

6



CHAPTER 2. FLUID DYNAMICS 2.3. DYNAMIC SIMILARITY

The equation (2.3) is the continuity equation in the compressible case:

ρ

(
∂v

∂t
+ v · ∇v

)
= −∇p+∇ · τ + F (conservation of momentum), (2.1)

τ = µ

(
∇v +∇vT − 2

3
∇v

)
(constitutive equation), (2.2)

∂ρ

∂t
+∇ ·

(
ρv
)

= 0 (conservation of mass). (2.3)

Equation (2.2) is also called the shear stress constitutive equation. Here τ is the deviatoric stress tensor,

F represents the body forces (per unit volume) acting on the fluid and µ is the dynamic viscosity of a

given fluid and is a measure of resistance. The CGS unit of dynamic viscosity are ”Poise” and the MKS

unit is Pa · s. Poise is defined as 1P=1g. In (2.1) the first term in the bracket is the usual acceleration

term, and the second term represents convective acceleration making the entire equation non-linear.

The convective acceleration is caused by the change in velocity over position. The first term on the

right-hand side is the pressure gradient, in the second term τ is the deviatoric stress tensor which is

defined by equation (2.2). Equations (2.1) - (2.3), represent a system of four differential equations with

four unknowns (v and p) and can be solved numerically if we have appropriate boundary conditions.

There are very few situations where equations (2.1)-(2.3) can be solved analytically.

2.3 Dynamic Similarity

Viscous fluid flows can be a complex study ranging from laminar to turbulent flows. The principle of

dynamic similarity and dimensional analysis can be used to construct the solutions of Navier-Stokes

equations. Generally, in fluid dynamics, one deals with flows through different geometries, or the flow

past different geometrical objects, that introduces a characteristic linear dimension that is often the

radius R of the tube, or that of an object. Kinematic viscosity, which is defined by ν = µ
ρ , is an-

other important quantity in fluid dynamics. This kinematic viscosity is measured in m2/s which are

the units of a diffusion coefficient and that’s why it is also known as momentum diffusivity. Now if

we consider a stationary flow with velocity scale U then from the concept of dimensional analysis it is

possible to derive a dimensionless number which is known as the Reynolds number and can be defined as:

7



2.4. CYLINDRICAL NAVIER-STOKES EQUATIONS CHAPTER 2. FLUID DYNAMICS

Re =
RU

ν
. (2.4)

The Reynolds number is a ratio of inertial to viscous forces. Using the dimensionless quantities r
R and v

U

the solution of the steady, time independent Navier-Stokes equations can be written in the following form:

v

U
= f

(
r

R
,Re

)
. (2.5)

This relation is true for every flow with the same Reynolds number. These types of flows are known as

dynamically similar flows, and by rescaling, it is possible to get the respective solution in a simplified

form. Equation (2.5) shows that the solution of the Navier-Stokes equations only depends on the

dimensionless number.

2.4 Cylindrical Navier-Stokes Equations

The Navier-Stokes equations (2.1)-(2.3) for a general fluid in cylindrical coordinates, whose velocity

v = (vr, vθ, vy) = (v(r, θ, y, t), w(r, θ, y, t), u(r, θ, y, t)) is given by

continuity equation :
∂ρ

∂t
+
∂(ρu)

∂y
+

1

r

∂(ρrv)

∂r
+

1

r

∂(ρw)

∂θ
= 0 (2.6)

r −momentum : ρ

(
∂v

∂t
+ v

∂v

∂r
+
w

r

∂v

∂θ
− w2

r
+ u

∂v

∂y

)

= −∂p
∂r
−

(
1

r

∂(rτrr)

∂r
+

1

r

∂τrθ
∂θ
− τθθ

r
+
∂τry
∂y

)
+ Fr (2.7)

θ −momentum : ρ

(
∂w

∂t
+ v

∂w

∂r
+
w

r

∂w

∂θ
− vw

r
+ u

∂w

∂y

)

= −∂p
∂θ
−

(
1

r2
∂(r2τrθ)

∂r
+

1

r

∂τθθ
∂θ

+
∂τθy
∂y

)
+ Fθ (2.8)

y −momentum : ρ

(
∂u

∂t
+ v

∂u

∂r
+
w

r

∂u

∂θ
+ u

∂u

∂y

)

= −∂p
∂y
−

(
1

r

∂(rτry)

∂r
+

1

r

∂τθy
∂θ

+
∂τyy
∂y

)
+ Fy (2.9)
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The shear stress constitutive equation gives:

τrr = −µ

(
2∂v∂r −

2
3 (∇ · u)

)

τθθ = −µ

(
2

(
1
r
∂w
∂θ + v

r

)
− 2

3 (∇ · u)

)

τyy = −µ

(
2∂u∂y −

2
3 (∇ · u)

)

τrθ = τθr = −µ

(
r ∂∂r (wr ) + 1

r
∂v
∂θ

)

τry = τyr = −µ

(
∂u
∂r + ∂v

∂y

)

τθy = τyθ = −µ

(
∂w
∂y + 1

r
∂u
∂θ

)
∇ · u = 1

r
∂
∂r (rv) + 1

r
∂w
∂θ + ∂u

∂y

(2.10)

A flow of fluid through a pipe of uniform cross section is known as Hagen-Poiseuille flow. The velocity

profile of Hagen-Poiseuille flow, for cylindrical flow, can be derived by using the equations by considering

the following assumptions:

• The flow is steady (no time dependence).

• The azimuthal components of the fluid velocity is zero (w = 0).

• Flow is axisymmetric and fully developed (u = u(r, y)).

An approximate analytical solution to these equations in the compressible case will be discussed in

Chapter 4.

9



Chapter 3

Particle-Based Methods

Researchers are paying attention to try to understand all the complex flow systems, and having more

sophisticated computers available now, they have a tremendous scope to investigate these phenomena

numerically, that’s why computer simulations have a very important role in this sector. This is a vir-

tual laboratory by which we can establish new numerical results, as well as validate experimental data.

Nowadays fields like biomolecular dynamics, both the equilibrium and the non-equilibrium transport

phenomena, electronic structure calculations, computational fluid dynamics, virology, astrophysical pro-

cess and many more are using computer simulations as an essential tool to give some new ideas in the

relevant fields. As complex fluid dynamics possesses many phenomena which are not well understood

yet, computer simulations give a most authentic application to the system. Capturing the diverse spacial

and temporal scales is the most challenging task when using the simulations.

Another example of a complex flow system is the multi-scale hierarchy in the circulatory system

of blood. A typical micro particle diffuses over the length of its diameter in one second but displaces

the billions of solvent molecules in a few picoseconds, in colloidal suspensions. Blood shows various

behavior for various diameters of the vessel. Blood can be treated as a continuum in larger arteries,

but in capillaries, where the diameter is of the size of a red blood cell, for the dominating effects of the

particles, the continuum approximation is no longer appropriate.

In the study of biological systems, one of the main technical problems is the time-scale and length-

scale gap between experimental and computational methods. In living system on an atomic level, the

basis of all phenomena is formed by the chemical and mechanical processes. For understanding how

10
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life works, experimental non-invasive methods of such dynamic processes would be greatly beneficial,

however, generally experimental techniques do not achieve a resolution better than ms−µs in time. On

the other hand, there exist theoretical and computational methods, in particular molecular modeling,

that enable the description of biological systems with all-atom detail. However up to now these ap-

proaches have been practically limited to simulation times and system sizes less than 100 ns and 10 nm,

respectively. A possible way to extend molecular modeling and to bridge it with experimental techniques

is to use coarse-graining: to represent a system by a reduced (in comparison with an all-atom descrip-

tion) number of degrees of freedom. Due to the reduction in the degrees of freedom and elimination of

fine interaction details, the simulation of a coarse-grained (CG) system requires less resources and goes

faster than that for the same system in an all-atom representation. As a result, an increase of orders of

magnitude in the simulated time and length scales can be achieved.

For complex flow phenomena, nowadays, there is a wide variety of discrete particle-based simulations

available. They can be grouped into two main categories: one is lattice-based and the other one is

off-lattice methods. There are two popular lattice-based simulation methods: one of them is the lattice

Boltzmann method and the other one is lattice gas automata. Point-like particles, in these methods,

stay on a regular lattice and move from node to node undergoing collisions when their trajectories meet.

These collisions follow some simple collision rules. Correct hydrodynamic behavior can be obtained

at macroscopic scales if these collision rules obey symmetry and invariance principles. It is easy to

implement these methods and they are also computationally inexpensive. The dynamics of lattice-based

methods are constrained by the configuration of the lattice which is the major drawback of these methods

[23].

The off-lattice particle-based methods consider some other dynamics like dissipative particle dynamics

(DPD), direct simulation Monte-Carlo methods (DSMC), and multiparticle collision dynamics (MPC)

which is also known as Stochastic rotation dynamics (SRD). Originally Hoogerbrugge and Koelman

introduced the dissipative particle dynamics in 1992 [14], which is a combination of molecular dynamics

and Langevin dynamics. The time evolution of the system is described by Newton’s equation of motion

and it accommodates a set of particles with continuous positions and velocities. DPD is different from

molecular dynamics due to the force term. The force acting on a particle has three parts, each of which

is a sum of pair forces. The name of these forces are: conservative force, dissipative force and random

force. In traditional DPD, the conservative force is considered to be soft repulsive, for which it is possible

11
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to use a large time step and to rapidly achieve equilibrium. The dissipative force is the friction force

which acts on the relative velocities of the particles. The loss of kinetic energy for dissipative forces is

made up by the random forces. Both random and dissipative forces together ensure that the collisions

of particles is an isothermal process.

The direct simulation Monte-Carlo (DSMC) method was proposed by Bird [3]. To solve the nonlinear

time-dependent Boltzmann equations, the DSMC algorithm, which is a stochastic particle-based method

can be used. The state of the system is given by the positions and velocities of the particles, in this DSMC

simulation method. As in DPD, positions and velocities of the particles here are continuous variables.

The geometry is divided into small cubical volumes, known as collision cells, which coarse-grains the

system. Free-streaming and collisions are the two steps of the algorithm. In the free-streaming step

particles move in such a way that they don’t have any interaction with each other and their positions

are updated using their velocities. Particles are selected randomly within the collision cell for collisions,

in the collision step. According to kinetic theory, the collision probability for hard spheres is directly

proportional to their relative velocity. If the particles i and j are selected as candidates for the collision,

they are accepted as collision partners if |vi − vj | > Rvmaxr where vmaxr is the local maximum relative

speed and R is a random number chosen uniformly on the interval [0, 1 ). To determine the collision

probability, only the magnitude of the relative velocities of the particles are considered and for that

reason, particles that are moving away from each other also collide. Imposing conservation of momentum

and energy provides four of six equations to determine post collision velocities. The remaining two

conditions are selected randomly, assuming that the direction of the post collision relative velocity is

uniformly distributed on the unit sphere.

Multi-particle collision dynamics (MPC) has been used in this Thesis which was originally developed

by Malevanets and Kapral [22]. This method has many of the features of DSMC described above. The

most important difference between DSMC and MPC is the collision step. In the MPC collision step, the

pre-collision velocity vector v′i of a particle i in collision cell ξ is rotated by a randomly chosen rotation

operator ω̂ξ relative to the average cell velocity V′ξ to give the post-collision velocity

v′′i = V′ξ + ω̂ξ(v
′
i −V′ξ), (3.1)

where ω̂ is a stochastic rotation matrix that rotates the velocities by +α or −α and varies both in time

12
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and from cell to cell. This type of collision is much more numerically efficient than the collision step of

DSMC.

MPC has been used in a number of applications, for example to simulate two-dimensional fluid flow

past a circular and square cylinder, Lamura and Gompper [20] used the MPC dynamics. Following

this work, Allahyarov and Gompper simulated three-dimensional flow past a sphere by MPC dynam-

ics [1]. Flow around a fish-like shape using MPC dynamics has been simulated by Reid et. el [35].

Recently a model of microswimmer has also been simulated by using MPC dynamics [7]. Very recent

[2] simulated incompressible flow through a local constriction, using MPC dynamics. All these simu-

lation results have been found to be in good agreement with empirical data and Navier-Stokes equations.

3.1 MPC dynamics

In this Thesis we use the MPC algorithm which consists of a numerically efficient mass, momentum

and energy-conserving collision rule [23, 22] followed by acceleration, thermostatting and free-streaming.

The collision cells are those of a regular lattice, and the system contains N identical point particles

of unit mass m uniformly distributed on the lattice. In the x, y and z directions there are Lx, Ly

and Lz cells respectively, and on average each cell ξ contains n particles. The velocities vi and the

continuous positions ri of the particles (i=1,2,....N) are updated at discrete time intervals ∆t. The

momenta together with the particle positions form a phase space which is denoted by Γ = (rNi ,p
N
i ) =

(r1,mv1, ....., rN ,mvN ). For each of the N particles in the system there are three momentum and

position coordinates and so the dimension of the phase space is 6N.

3.1.1 Multi-particle collision

The collision rule changes the pre-collision vector v′i of particle i by rotating it by a randomly selected

rotation operator ω̂ξ relative to the average cell velocity (or center of mass velocity) V′ξ to give the

post-collision velocity

v′′i = V′ξ + ω̂ξ(v
′
i −V′ξ), (3.2)

13
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where ω̂ is a stochastic rotation matrix that rotates the velocities by either +α or −α and varies both

in time and from cell to cell. It is possible to show that momentum and energy are conserved by the

above transformation. The proof is as follows: multiplying (3.2) by m and summing over the number

of particles Nξ in a given cell, and using the concept that the rotation operator is the same for all the

particles in a given cell, gives:

Nξ∑
i=1

mv′′i =

Nξ∑
i=1

m
(
V′ξ + ω̂ξ(v

′
i −V′ξ)

)
=

Nξ∑
i=1

mv′i (3.3)

Nξ∑
i=1

m

2
|v′′i |2 =

Nξ∑
i=1

m

2
|V′ξ + ω̂ξ(v

′
i −V′ξ)|2 =

Nξ∑
i=1

m

2
|v′i|2 (3.4)

For two-particle collisions, Figure 3.1 is the diagrammatic representation which demonstrates the rule

in two dimensions, although the rule is applicable for any number of particles in a given collision cell

and in any dimension. Note that, for clarity in the digram, the ξ subscript has been dropped. MPC

collisions are not pairwise collisions like DSMC and so MPC is much more numerically efficient.

3.1.2 Acceleration Flow and Thermostatting

In this Thesis, the flow in the MPC simulations is along the y-direction. A constant force F = mg =

(Fx, Fy, Fz) = (0,mg, 0) is applied to all the fluid particles to create flow and periodic boundary condi-

tions have been applied in the y-direction. The post-collision velocities are updated according to

v′′′i = v′′i +
Fi
m

∆t. (3.5)

If an external force is applied to the system in this way, energy is pumped into the system and henceforth

the actual temperature, T ′, of the system increases. The system has to be coupled to a thermostat,

for isothermal flow at temperature T. To achieve isothermal flow conditions, a velocity profile unbiased

Galilean invariant thermostat [8, 31] has been used in this work. The thermostat relates the instantaneous

local temperature in a cell to the mean square deviation of the particle velocities computed from the
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Figure 3.1: Diagramatic representation of the multiparticle collision rule. The upper panel shows the
center of mass velocity and the pre-collision velocities of two particles relative to the center of mass.
The lower panel shows the result of adding back the center of mass velocities to get the post-collision
velocities. The figure is adapted from Anatoly-Malevanents and Raymond Kapral [23]
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center of mass velocity of the cell. Mathematically, thermostatting scales the velocities according to

kBT
′ =

m

Nfree

∑
ξ

∑
i∈ξ

(
v′′′i −V′′′ξ

)2
(3.6)

Nfree =
∑
ξ

 3(Nξ − 1)(Nξ > 1)

0 (Nξ ≤ 1)
(3.7)

vi = V′′′ξ +

√
T

T ′
(v′′′i −V′′′ξ ) (3.8)

In equations (3.6) and (3.7), recall that Nξ is the number of particles in the cell ξ. Note that the local

temperature is undefined in cells of one or two particles. The thermostat acts by rescaling the relative

velocities
(
vi
′′′ −Vξ

′′′
)

by
√

T
T ′ at each time step according to equation (3.8).

3.1.3 Free-streaming, Liouville and H -Theorems

The positions of the particles are updated by free-streaming according to

ri = r′i + vi∆t (3.9)

where r′i is the position of the particle i at the beginning of the time step and vi is the velocity after

collision, acceleration and thermostatting have taken place. It is possible to verify that the transformation

corresponding to free-streaming is canonical, that is, it has unit Jacobian determinant.

Like the Liouville theorem, the collision and the free-streaming preserves the phase space volume,

which is possible to show. At time t and t+∆t let the phase point of the system be (r′Ni ,v′Ni ) and

(rNi ,v
N
i ). At time t+∆t the phase space volume can be written as,

dxN = drNdvN (3.10)

Now let p(ω̂|v′N ) be the conditional probability of rotation given the velocity v′N . Using this equation

(3.10), can be written as

dxN = drN
∑
v′N

p(ω̂|v′N )dv′N = dx′N
∑
v′N

p(ω̂|v′N ) = dx′N (3.11)
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where drN = dr′N and
∑

v′N = 1, by using the fact that velocities do not depend on the rotations. The

Boltzmann H -functional has the form

H =

∫
dvdrf(v, r, t) ln f(v, r, t), (3.12)

where f(v, r, t) is the reduced single particle distribution function. In time the H -functional decreases

[23] and the minimum equilibrium value is the Maxwell-Boltzmann distribution

f(v, r, t) =
N

V

(
m

2πkBT

)d/2
e−m‖v−V‖

2/2kBT , (3.13)

where V is the system volume, V is the average velocity of particles, N is the average number of particles

in the system, kB is the Boltzmann constant and T is the system temperature. We like to mention here

that, as a result of non-monotomic decay, numerical instabilities exhibited in other popular particle-based

methods, such as lattice Boltzmann and lattice gas methods are not presented in MPC. By invoking a

Chapman-Enskog expansion [22], it is possible to derive the hydrodynamic equations from the reduced

probability distribution. After averaging the second-order terms in the Chapman-Enskog expansion one

obtains the familiar Navier-Stokes equations.

3.1.4 Boundary Conditions

The presence of interfaces have a strong effect on the dynamics of the fluid flow. For the fluid in contact

with a solid face, on the macroscopic scale, the normal component of the velocity at the interface must

be zero. This represents an impassable boundary. The tangential velocity depends on the molecular

interactions at the interface. No-slip (stick) and slip boundary conditions are two ideal situations.

The tangential velocity of the fluid relative to that of the boundary vanishing is known as the no-slip

condition, but with slip, the tangential velocity of the fluid is non-zero.

At the mesoscopic level there are several ways to implement these two boundary conditions. A gen-

eralized boundary condition has been used in this work, which includes Bounce-back (BB) and loss in

tangential and reversal of normal (LIT). Malevanents and Kapral [23, 22] first proposed the BB bound-

ary condition for the MPC dynamics. This boundary condition corresponds to the no-slip boundary

conditions and is often used in lattice Boltzmann simulations [43]. The normal and the tangential com-
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ponent of velocities of the particles are reversed in BB after the particle collides with the wall. For this

situation the average relative velocity of the fluid near the wall vanishes (macroscopic no-slip) because

the relative velocity distribution of particles reflected from the wall mirrors the distribution of particles

approaching the wall [41]. This is similar to a frictional wall or perfectly rough wall. Meanwhile the

tangential velocity component of the particles is lost for the case of LIT, for which the average velocity

of the fluid near the wall is non-zero which leads to (macroscopic) slip. This type of wall is called a rough

wall. For the endothelium and other layers there are porous in nature, we can consider blood vessels as

not very smooth, so a small slip might be present at the wall. Considering the definition of rough walls,

one can consider the vessel wall as rough. In more general mathematical form, the boundary conditions

of the particle-based simulations is

vn = −v′n, (3.14)

vt =
(
2λ− 1

)
v′t. (3.15)

To indicate as normal and tangential, the subscripts n and t have been used and v, v′ indicate the post

and pre-collision velocities of a particular particle hitting the wall. From the above equation it can be

seen that λ = 0 corresponds to BB, and λ = 0.5 correspond to LIT. By changing the values of λ, we

can vary the slip. The uniform flow can be obtained for perfect slip, that is, for λ = 1. Note that

λ ∈ (0, 1), gives rise to is a dissipative boundary condition that does not conserve energy. Since we are

implementing a thermostat in our simulations, this is not an issue.

3.1.5 Grid shifting

There is a possibility of collisions for the same particles more than once with each other if the mean

free path is less than the cell size, that is, if the temperature of the system and henceforth the average

distance between subsequent collisions is small. Also near the boundary of the flow domain is a place

where multiple collisions are possible. This can lead to the breakdown of Galilean invariance, violating

the molecular chaos assumption. The grid shifting mechanism proposed by Ihle and Kroll [16, 17] can

solve the problem and for that reason this mechanism has been used in this work. In this grid shifting

mechanism, all particles are shifted by the same uniformly distributed random translation vector before

the collision step takes place. In this way, the positions of the particles are randomized by the shift and

Galilean invariance is restored.
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3.2 Averaging Procedure

The computation of mean fluid velocity is very easy in particle-based methods but there can be bias in

the measurement, which has been explained by Tysanner and Garcia [38]. Sample average measurement

(SAM) and cumulative average measurement (CAM) are the two commonly used averaging methods.

The SAM capture the average particle velocity in each cell at each sample, and then averages these over

all the samples. The CAM sums the velocities of all particles in a cell over the samples, and then divides

this cumulative sum by the cumulative total number of particles in the cell to get the mean velocity per

cell. SAM can have bias by virtue of the correlations of fluctuations in the system. CAM is used in this

work to avoid these correlations. Mathematically CAM can be described as

〈
uξ
〉

=

∑s
j=1

∑Nξ(tj)
i∈ξ vi(ti)∑s

j=1Nξ(tj)
(3.16)

In the above equation ξ again refers to the cell number, i ∈ ξ means that particle i is inside cell number

ξ at time tj , Nξ(tj) is the number of particles in cell ξ at time tj and
〈
uξ
〉

is the macroscopic velocity

vector for the particles in the same cell. Here S represents the number of samples used in the averaging

process. We have assumed ergodicity and used one very long simulation rather than using different

samples for a fixed time interval. It is common to average from one simulation [23, 22, 20] under the

ergodic assumption. It has been argued that the stochastic nature of MPC dynamics leads to noisy

averages [31], but it is possible to have a smooth average by using the CAM method. There will be

more examples based on the CAM method in the surface velocity plots and velocity profiles, shown in

Chapter 5.

3.3 Transport Coefficients and Re

The most wonderful capacity of the MPC dynamics is that it is possible to estimate the analytic viscosity

and other transport coefficients. The fluid viscosity µ consists of the sum of a kinetic component µkin and

a collision part µcoll, which has been shown by Noguchi and Gompper [29]. The simple 3-d expressions,
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for the α = π
2 rule (rule used in this work), are given by

µkin =

(
ρkBT

m

)
∆t

[
5n

6
(
n− 1 + e−n

) − 1

2

]
(3.17)

µcoll =
m

18a0∆t

(
n− 1 + e−n

)
(3.18)

µ = µkin + µcoll (3.19)

where ρ = mn/a30 is the mass density, n is the average number of particles in a cell and a0 is the length

of the cell.

In gravity-driven flow, the constant force, in an unconstricted tube, corresponds to a pressure drop per

unit length of dp/dy = −ρg, where dp/dy is the pressure gradient in our flow geometry. The system

becomes stable when the gravitational force balances the shear force and the velocity profile corresponds

to the well-known laminar Poiseuille flow namely,

vy(r) =
1

4µ

dp

dy
(r2 −R2

0). (3.20)

Here vy(r) is the non-vanishing component of the macroscopic flow velocity that depends only on the

radial distance r from the y-axis, R0 is the radius of the cylinder, and µ is the dynamic viscosity which

has been computed from equation (3.19). To be mentioned here is that the y-component of the average

velocity of (3.16) should agree with that of (3.20), in the unconstricted portion of the geometry and also

the r and θ components of the velocity should vanish.

The centerline velocity U0 can be evaluated from (3.20) and is (r = 0):

U0 = −dp
dy

R2
0

4µ
=
ρgR2

0

4µ
(3.21)

Thus, the Reynolds number by using (2.4) becomes

Re =
R0U

ν
=
R0U0

2ν
, (3.22)

which can be changed by varying the value of g (see (3.21)), as ρ, R0 and µ are fixed in our simulations.

Note that we have chosen the velocity scale U in (2.4) to be the mean velocity, U .
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Chapter 4

Analytical results

4.1 Geometry

The flow geometry is shown in Figure 4.1. The radius of the cylinder, R(y), is a function of the

longitudinal coordinate system y, with cross section in the xz-plane. A polynomial form for the geometry

is chosen based on ideas in [25]. The geometry in [25], was chosen for an overlapping stenosis that is

symmetric about the center of the location of the maximum constriction. Following the concept, here we

extend the idea to make an asymmetric (l1 6= l2 in Fig.4.1) stenosis geometry that is axially symmetric.

z

x y

R0

l2

δ

y1

y2

y3

l1

Fig.4.1: Flow Geometry.
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In order to compare the analytical results with the particle-based method, a piecewise smooth (i.e. dif-

ferentiable) geometry has been chosen which fixes some of the coefficients in R(y), we pick the general

form

R(y) =



R0, for y ≤ y1

ay3 + by2 + cy + d ≡ A(y) for y1 < y ≤ y2,

ey3 + fy2 + gy + h ≡ B(y) for y2 < y ≤ y3,

R0 for y ≥ y3,

(4.1)

and impose conditions to get the unknowns (a to h). For R(y) to be continuous, we impose:

A(y1) = R0

A(y2) = B(y2)

B(y3) = R0

For R(y) to be differentiable, we impose:

A′(y1) = 0

A′(y2) = B′(y2)

B′(y3) = 0

We also pick y2 = y1 + l1 and y3 = y2 + l2. In order for the maximum throat of constriction to be at y2,

we also impose:

A(y2) = R0 − δ

A′(y2) = 0
.

22



CHAPTER 4. ANALYTICAL RESULTS 4.2. APPROXIMATE SCALED VELOCITY

By implementing all those imposed conditions we evaluate the unknowns (from a to h) and then get the

radius R(y) of the cylinder in the following idealized form:

R(y) =



R0 for y ≤ y1,
2δ
l31
y3 − 3δ(2y1+l1)

l31
y2 + 6δy1(y1+l1)

l31
y − 2δy31+3δy21l1−R0l

3
1

l31
for y1 < y ≤ y2,

−2δ
l32
y3 + 3(2y1+2l1+l2)δ

l32
y2 − 6δ(y21+2y1l1+l

2
1+y1l2+l1l2)

l32
y

+
3δl21l2+3δy21l2+6δy1l1l2+2δl31+2δy31+6δy21l1+6δy1l

2
1+R0l

3
2−δl

3
2

l32
for y2 < y ≤ y3,

R0 for y ≥ y3,

(4.2)

where

x = R(y)cosθ (4.3)

y = R(y)sinθ (4.4)

The parameters in R(y) have the following meaning (see Fig.4.1):

R0 is the radius of the non-constricted portion of the cylinder,

y1 is the location at the start of the constriction,

y2 is the location of the maximum constriction,

y3 is the location at the end of the constriction,

l1 is the distance between the start y1 and maximum constriction location y2,

l1 + l2 is the length of the constriction,

and δ ≥ 0 controls the degree of constriction.

4.2 Approximate scaled velocity

We consider the flow of a compressible, steady (for which ∂
∂t = 0) and axisymmetric (for which w = 0)

fluid in cylindrical form. The governing equations from Chapter 2.4, now take the following form:

ρ

(
v
∂u

∂r
+ u

∂u

∂y

)

23



4.2. APPROXIMATE SCALED VELOCITY CHAPTER 4. ANALYTICAL RESULTS

= −∂p
∂y

+ µ

(
4

3

∂2u

∂y2
+
∂2u

∂r2
+

1

3

∂2v

∂y∂r
+

1

3r

∂v

∂y
+

1

r

∂u

∂r

)
+ Fy, (4.5)

ρ

(
v
∂v

∂r
+ u

∂v

∂y

)

= −∂p
∂r

+ µ

(
4

3

∂2v

∂r2
+

4

3r

∂v

∂r
− 4

3r2
v +

1

3

∂2u

∂y∂r
+
∂2v

∂y2

)
+ Fr, (4.6)

where u = u(r, y) and v = v(r, y) are the velocity components in the y and r directions and p, ρ, µ are

the pressure, density and viscosity of the fluid respectively. The continuity equation in this case takes

the form:

1

r

∂(ρrv)

∂r
+
∂(ρu)

∂y
= 0 (4.7)

Although there is no suitable means to obtain the exact solution for the equations (4.5)-(4.7) due to the

nonlinear terms, it is possible to derive an approximate solution that can be useful to characterize the

flow through the constriction [10].

To determine if any of the terms in equations (4.5) and (4.6) might be expected to have negligible

effects in the problem being considered, an order-of-magnitude analysis was performed . The equations

were written in terms of dimensionless space variables and velocity components, which had an order of

magnitude of unity or less. If δ
l1

or δ
l2

is small compared to 1, then the axial normal stress gradient in

equation (4.5) is negligible compared to the gradient of the shear component [9]. The radial variation

in pressure can be neglected if δ/R0 is small. Thus for a mild stenosis. i.e. one for which δ
l1

or δ
l2

and

δ
R0

are small, equations (4.5) and (4.6) can be approximated as:

v
∂u

∂r
+ u

∂u

∂y
= −1

ρ

∂p

∂y
+ ν

(
4

3

∂2u

∂y2
+
∂2u

∂r2
+

1

r

∂u

∂r
− 1

3

∂

∂y

(1

ρ

∂

∂y
(ρu)

))
+ g, (4.8)

and

∂p

∂r
= 0, (4.9)

where the continuity equation was also used to replace ∂v
∂y in (4.5), ν = µ

ρ , and F = (Fr, Fθ, Fy) =

(0, 0, ρg).

Making a Boussinesq-like approximation, where ρ ≈ ρ0=constant except in the pressure gradient term.
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we can integrate (4.8) accross the cylinder. From (4.9) we see that p = p(r, y) = p(y), so

∫ R
o
r(− 1

ρ
∂p
∂y )dr = − 1

ρ0

dp
dy (y)

∫ R
0
rdr

= − 1
ρ0

dp
dy

R2

2 .

Assuming flow in the radial direction is negligible compared to the flow in the y direction, and that

changes of flow in the y direction depend on changes in y, more than changes in radius, we can say that

v ∂u∂r � u∂u∂y . Thus neglecting the term v ∂u∂r , equation (4.8) can be integrated across the cylinder to give

(Appendix A):

1

2

d

dy

∫ R

0

ru2 dr = −1

ρ

dp

dy

R2

2
+ g

R2

2
+ νR

(∂u
∂r

)
R

+ ν
d2

dy2

(πR2U

2π

)
−ν

3

∂

∂y

(1

ρ

∂ρ

∂y

)(πR2U

2π

)
. (4.10)

Here, U is the mean velocity at any given cross section of radius R(y) and Q is the volume rate of flow

given by:

Q = πρR2U =

∫ R

0

2πρru dr. (4.11)

Following [10], we now assume that the radial dependence of the axial velocity can be expressed as a

fourth order polynomial of the form:

u

U
= Aη +Bη2 + Cη3 +Dη4 + E, (4.12)

where η = (R−r)
R , U is the centerline velocity, and we have to determine the coefficients from A to E.

This method is similar to the Karman-Pohlhausen method (Schlichting [36]), commonly used for laminar

boundary layer study. This method has a very good application for various boundary layer problems and

gives good results for accelerated flows but is not that reliable for retarded flows. However our problem

is not the boundary layer problem.

The coefficients in equation (4.11) are evaluated using the following five boundary conditions:

(a) at r = R, u = us√
1+R′(y)2

, (normal component of velocity vanishes and the tangential component has

magnitude us)

(b) at r = 0, ∂u∂r = 0, (axisymmetric flow)
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(c) at r = 0, u = U , (by definition of U)

(d) at r = R, dpdy = µ

(
∂2u
∂r2 + 1

r
∂u
∂r

)
+ Fy, (obtained from equation (4.8))

(e) at r = 0, ∂
2u
∂r2 = − 2U

R2 , (nearly parabolic flow)

The boundary conditions for slip at the wall and axisymmetric flow are given by (a) and (b). Condition

(c) is simply a definition, and (d) is obtained from equation (4.8). To obtain the condition (e), it is as-

sumed that at r = 0 the velocity profile at the center of the tube is nearly parabolic (u = U [1− (r/R)2]),

so that at r = 0 the second derivative of u can be approximated by (e). This last condition is from the

assumption that only near the wall the velocity profile will significantly deviate from the parabolic form.

Thus equation (4.12) becomes:

u

U
=

(
−λ+ 10− 12E + T̃

7

)
η +

(
3λ+ 5− 6E − 3T̃

7

)
η2

+

(
−3λ− 12 + 20E + 3T̃

7

)
η3 +

(
λ+ 4− 9E − T̃

7

)
η4 + E, (4.13)

where λ =
dp

dy

R2

µU
,

T̃ =
gR2

νU
, (4.14)

and E =
us

U
√

1 +R′(y)2
,

Now from the equation (4.13) we note that the velocity profile is a function of the single parameter λ

which depends on the value of the pressure gradient. Substituting equation (4.13) in equation (4.11)

and then by integrating, the centerline velocity, U can be expressed as (Appendix B)

U =
210

97π

Q

ρR2
+

2

97

R2

µ

dp

dy
− 2

97

R2ρg

µ
− 102

97

us√
1 +R′(y)2

. (4.15)

The parameter λ is determined from the momentum equation (4.8). The flow can be described as

’Poiseuille’ flow through the stenosis if the non-linear term in (4.10) is neglected, [9]. In the present

study, we did not neglect counting the non-linearity, but assumed that the velocity profile is nearly

parabolic in the center for evaluating the integral, i.e.

u = 2U
[
1− (

r

R
)2
]
, (4.16)
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where U is the mean velocity at the given cross section. This type of approximation has been used by [15]

in their study of unsteady flow through flexible tubes. This procedure is the combination of ’successive

approximation’ together with the momentum-integral technique [42], described that for mild stenosis

and for low Reynolds numbers the velocity profile has parabolic distribution. Thus this assumption is

valid for low Reynolds numbers.

Substituting equation (4.16) in the left hand side of equation (4.10) and evaluation of the integral reduces

the momentum equation to (see equation (B.3) Appendix B.2):

d

dy

(1

3
U

2
R2
)

= −1

ρ

dp

dy

R2

2
+

1

2
gR2 + νR(

∂u

∂r
)R + ν

d2

dy2
(
πR2U

2
)− ν

3

∂

∂y
(
1

ρ

∂ρ

∂y
(
R2U

2
)) (4.17)

Now expressions for U and (∂u∂r )R from equations (4.15) and (4.13) are substituted in equation (4.17)

to give an expression which, when combined with equation (4.14) yields for the pressure gradient (see

Appendix B.2)

dp

dy
=

75
194gR

2 + 2
3π2

Q2

ρ2R3
dR
dy −

300νQ
97πρR2 + 312

97
νus√

1+R′2(y)(
75
194

R2

ρ −
2

3π2
Q2m

ρ3R2kBT

) . (4.18)

Equation (4.15) and equation (4.18) can be substituted in equation (4.13) to give the velocity u as a

function of r and y (see Appendix B.3):

u

U

= gR2Ma2

νU
(
1− 388

225Ma2
)(− 44

225η + 172
225η

2 − 4
5η

3 + 4
5η

4

)

+ Re(
1− 388

225Ma2
) dR
dy

(
− 44

225η + 172
225η

2 − 4
5η

3 + 4
5η

4

)

+ 1(
1− 388

225Ma2
)((4− 16

3 Ma2
)
η +

(
− 2− 8

3Ma2
)
η2 + 32

5 Ma2η3 − 32
15Ma2η4

)

+ us

U
√

1+R′2(y)
(
1− 388

225Ma2
)(− 104

25 η + 52
25η

2 + 4
5η

3 − 3
5η

4 + 1 +
(

416
75 η + 208

75 η
2 − 1808

225 η
3 + 244

75 η
4 − 388

225

)
Ma2

)
.

(4.19)

Here Ma = U√
kBT

m

is the Mach number and Re = UR
ν is the Reynolds number, where kB is the

Boltzmann constant and T is the system temperature. The scaled centerline velocity as a function of r
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and y at η = 1 (r = 0) is thus given by:

u
U0

= u

2U0

= 1
2

(
u

U

)(
U

U0

)
=

(
R0
R )2(

ρ0
ρ )

2
(
1− 388

225Ma2
)[ 8

225Ma2
(
R0g

U0
2

)
Re0

(
R
R0

)4(
ρ
ρ0

)(
ν0
ν

)
+ 8

225Re0

(
ρ0
ρ

)(
R0

R

)(
ν0
ν

)
dR
dy +

(
2− 56

15Ma2
)

+ us√
1+R′2(y)

(
R
R0

)2 ρ
ρ0

1

U0

(
− 22

25 + 136
75 Ma2

)]
,

(4.20)

where Re0, ρ0, U0 and ν0 are the Reynolds number, density, mean velocity and viscosity far upstream

respectively. Note that we assume constant flow rate, that is

Q = πρR2U(y) = πρ0R
2
0U0(y)

=⇒ U

U0
= (ρ0ρ )(R0

R )2,

so that we can write the Reynolds number Re = UR
ν (compare with (3.22)) in terms of the values far

upstream. In other words,

Re = UR
ν

= Re0
U

U0

R
R0

µ0

µ
ρ
ρ0

= Re0(ρ0ρ )(R0

R )(ν0ν )

where Re0 = U0R0

ν0
is the Reynolds number far upstream. For comparison with the numerical results in

the next Chapter, we plot (4.19) and (4.20) using the values of Re0, Ma etc. based on the numerical

simulations.

Note that a similar analysis leading to (4.19)-(4.20) was carried out by Forrester and Young [10] for

incompressible, no-slip flow and we have now extended it to weakly compressible flow with slip. When

setting Ma = 0 (incompressible), us = 0 (no-slip flow), and then (4.19) agrees with the results in [10].

Also, setting dR
dy = 0 as well, gives us the equation (3.20).

28



Chapter 5

Numerical Results

In this chapter, we give results for MPC simulations described in Chapter 3, and compare them to

the analytical solution derived in Chapter 4. For the geometry (see equation 4.2), we fix R0 = 10.5,

y1 = 600.5, δ ∈ [.5, 2.5], l1 + l2 = 30. For a symmetric geometry about y2, l1 = 15 = l2, so by using

l1 = 10, 20, 25, we can asses the effect of an asymmetric stenosis. Varying δ from 0.5 to 2.5 allows

variation of the degree of the constriction.

5.1 MPC Parameter values

We perform MPC simulations for the parameters ρ=20, m = 1, kBT = 1, ∆t = 1 and a0 = 1 which

gives us µtheo = µkin + µcol ≈ 8.5994 using (3.19). Thus, using g = .005, .01, .02 in (3.21) and (3.22),

we expect Retheo ≈ 3.91, 7.83, 15.65 respectively. Based on our simulations (g = .005, .01 and .02) we

found slightly faster or slower flow than predicted theoretically depending on the value of λ used in the

boundary condition (3.15), and thus computed the values of Renum by determining the average velocity

U0 far upstream based on a quadratic fit to the numerical data. For example for g = .005, we find the

best quadratic fit to the data to be:

p(x) = (−0.002336665428393)x2 + (0.067822842877946)x− (−0.198040535417099) (5.1)
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Figure 5.1: Cross Section Velocity profile far upstream with δ = .5, λ = .5 and l1 = 20

for x ∈ [4, 25]. Note that the y-axis is along the line (xc, zc) = (14.5, 14.5), recalling R0 = 10.5. This

gives us Unum0 ≈ p(x)|x=14.5 ≈ 0.2941 leading to Renum0 =
U
num

0 R0

ν =
Unum0 R0

2ν ≈ 3.5911 according to

(3.22). To determine the value of us, we evaluate p at x = 4, giving unums ≈ p(x)|x=4 ≈ .0359
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Doing this in each case considered we can create the following table:

Table 5.1: Numerical and Analytical values of the parameter

g λ U
num

0 unums Renum0 Retheo0

.005 .5 0.147053389996745 0.035864189240397 3.591082785366538 3.91

.005 .4 0.143549086302675 0.024241689975924 3.505506759742446 3.91

.005 .2 0.150948849297109 0.008522004866408 3.686210934639019 3.91

.005 0 0.168938215102946 -0.003305017890580 4.125516018774997 3.91
.01 .5 0.294905743707093 0.073349242302891 7.201676476521217 7.83
.01 0 0.338610045766604 -0.007795888235905 8.268947124112849 7.83
.02 .5 0.597662347172252 0.145642488394896 14.595073030547203 15.65
.02 0 0.683610724092895 -0.019499224427164 16.693955190263139 15.65

For R0 = 10.5, ρ = 20, g = .005, µ ≈ 8.5994, U0
num

= 1
2U

num
0 ≈ .1471 and

√
kBT
m = 1, here is a specific

example for the calculation of Renum0 and Manum respectively:

Renum0 ≈ ρU
num

0 R0

µ

≈ (20)(.1471)(10.5)
8.5994

≈ 3.5911

and

Manum = U
num√
kBT

m

≈ U0√
kBT

≈ .1471

These values were then used in (4.20) together with ρ ≈ ρ0 and ν ≈ ν0, to obtain the analytical

curves in the subsequent sections.
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5.2 Results

5.2.1 Variation of Re

To vary the Reynolds number we vary g(.005, .01 and .02) and consider a mild asymmetric stenosis with

δ = .5 and l1 = 20. We consider both slip (λ = .5) and no-slip (λ = 0) boundary conditions.

32



CHAPTER 5. NUMERICAL RESULTS 5.2. RESULTS

Figure 5.2: Scaled centerline velocity with δ = .5, l1 = 20 and (a) λ = 0.5 and (b) λ = 0
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In Figure 5.2, we compare the numerical and analytical scaled centerline velocity profiles for different

Reynolds numbers. In both figures we see that increasing the Reynolds number increases the flow velocity

as expected. In flow with slip (Figure 5.2.(a)), the numerical results seems to be lower than the theoretical

predictions for all Reynolds numbers considered, and for the largest Reynolds number (Re = 14.6) both

the numerical and the analytical results show a pre-stenotic dip. However, the numerical results have a

larger pre-stenotic dip than predicted theoretically. Furthurmore, the post-stenotic dip that is present

in the numerical results for lower Re, is not present in the analytical curves.

As slip is removed, we see in Figure 5.2(b) that the numerical results have a pre-stenotic dip even for

the smaller Re, lowering the speeds through the stenosis. For the larger Reynolds number Re = 16.6940,

this dip agrees well with the analytical results although the analytical result has a higher peak than the

numerical results.

In all cases considered, flow through the stenosis is slower in the numerical results compared to the

theoretical predictions. Worth mentioning is the better agreement of analytical and numerical results in

the no-slip case (Figure 5.2 (b)) compared to flow with slip (Figure 5.2 (a)).

5.2.2 Variation of δ

To vary the degree of the stenosis, we vary δ, fixing g = .005 in an asymmetric stenosis (l1 = 20) with

slip (λ = .5) and without slip (λ = 0). In Figure 5.3, we plot the scaled centerline velocity for both the

numerical and analytical results. As the degree of constriction increases, the post-stenotic dip increases

in the numerical curves in flow with slip (5.3 (a)) while there is more of a pre-stenotic dip in no-slip

flow (5.3 (b)). In all cases considered, flow is faster through more severe stenoses, and numerical results

give slower flow than predicted analytically. Also, the peaks of the numerical curves are slightly slower

and to the right of the peaks of the analytical results. Again, there is better agreement between the

analytical and numerical results in the no-slip case (5.3 (b)).
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Figure 5.3: Scaled centerline velocity with g = .005, l1 = 20 and (a) λ = 0.5 and (b) λ = 0
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Figure 5.4: Scaled centerline velocity with g = .005, δ = .5 and l1 = 20

5.2.3 Variation of slip

To vary slip, we consider λ = 0, 0.2, 0.4 and 0.5, fixing g = .005 and δ = 0.5, in an asymmetric stenosis

(l1 = 20). Again the value of slip at the wall (Uslip) is estimated as per the discussion in section 5.1 (see

also the table 5.1).

In Figure 5.4, we plot both numerical and analytical scaled centerline velocity profiles for various values

of the slip parameter (λ). From the analytical curves it can be seen that increasing the slip increases

the velocity through the constriction. On the contrary, as slip increases, the numerical results lead to a

smaller pre-stenotic dip, relatively slower flow through the constriction, and more of a post-stenotic dip.
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5.2.4 Variation of throat location

To asses the effect of asymmetry of the stenosis, we consider l1 = 10, 20, and 25, fixing g = .005, in

a mild stenosis (δ = .5) with slip (λ = .5) in Figure 5.4 (a) and without slip (λ=0) in Figure 5.4 (b).

We note that the peak of the analytical curves moves to the right as l1 increases, and overpredicts the

peaks of the numerical results. There is a fair bit of noise in the numerical data that makes it hard to

see similar trends there, although the l1 = 10 data points do have their peak further to the left. The

numerical slip curves have post-stenotic dip, but the opposite is true for the no-slip numerical curves

i.e there are pre-stenotic dips. Removing slip slows down the analytical velocity profiles whereas the

opposite is true for the numerical velocity profiles.
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Figure 5.5: Scaled centerline velocity with g = .005, δ = .5 and (a) λ = 0.5 and (b) λ = 0
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Figure 5.6: Scaled centerline velocity with g = .005, δ = .5 and l1 = 20

5.3 Role of Compressibility and Slip

In this section we investigate the role of compressibility and slip using the numerical and analytical

results in a weakly compressible mild stenosis, in the case where the two have good agreement (g = .005,

δ = .5 and l1 = 20).

In Figure 5.6 we compare the numerical results with slip and without, and compare them to the

analytical predictions. Additionally, we plot the incompressible no-slip analytical curve so as to analyze

the effect of compressibility and slip separately. From the figure we see that the analytical velocity profiles

with slip are the fastest, where-as removing slip gives the slower flows. It seems that, numerically the

opposite is true, that is slip flow is slower than no-slip flow. Worth noting is that compresibility (Ma 6= 0)

does not seem to have as much of an effect, as the no-slip Ma = 0 curve overlaps the no-slip Ma 6= 0

curve, and likewise for slip (Ma = 0 or Ma 6= 0).

39



5.3. ROLE OF COMPRESSIBILITY AND SLIP CHAPTER 5. NUMERICAL RESULTS

Figure 5.7 shows the contour plots for the analytical and numerical results with slip in both line and

solid color. There is a shape difference between the analytical and the numerical contour lines, and also

analytically it shows faster flow by the presence of the 1.1 contour. This comment is also true for the

color contour. We see the faster flow in the center line from the darkest color, which is comparatively

slow in the numerical color contour plot.

Figure 5.8 shows the contour plots for the analytical and numerical results without slip in both line

and solid color. There is also a shape difference between the analytical and the numerical line contours.

Again the analytical and numerical color contour have different flow rate along the center line, which

can be seen from the color of the center.

Figure 5.9 shows the contour plots for the analytical results without slip and without compressibility

(i.e Ma = 0) in both line and solid color. The line contour is very close to the line contour without

slip where Ma 6= 0 (Fig. 5.8 (a-2)). From this we see that compressibility has less effect than slip

analytically.

Finally, in Figure, 5.10, we plot scaled centerline density plots to check the ρ ≈constant assumption.

We can see some variability in density, but note that the Reynolds number is fairly insensitive to these

variations according to the expression given in section 5.1 (µtheo = µkin + µcol ≈ 8.5994), when used for

µ
ρ .
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Figure 5.7: Analytical (a-1) and Numerical (b-1) Contour plot with slip for scaled velocity
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Figure 5.8: Analytical (a-2) and Numerical (b-2) Contour plot without slip for scaled velocity
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Figure 5.9: Contour plot with g = .005, δ = .5, Ma = 0 and λ = 0 for scaled velocity
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Figure 5.10: Scaled centerline density and ρ against µ
ρ
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Chapter 6

Conclusions and Future Work

In this Thesis we have argued that slip and compressibility might be important in blood flow studies,

and have investigated their role in a physiologically meaningful flow geometry (stenosis). In Chapter 4

we derived an approximate analytical velocity profile for flow of a weakly compressible fluid through an

idealized flow geometry that we created so as to use it for axisymmetric flow through a mild asymmetric

stenosis. In Chapter 5 we presented numerical results from particle-based (MPC) simulations through

this flow geometry and compared it to the analytical approximation from Chapter 4. Comparisons

between analytical and numerical results were made for various Re and various flow geometries. In

particular, we isolated the role of slip and compressibility in flow through a geometry where the numerical

and analytical results were in fairly good agreement.

Although some features are not captured by the analytical approximation, the analytical and the

numerical results are in fairly good agreement when the Mach number is small (weakly compressible)

and δ is small (mild stenosis). In this flow geometry we found that adding slip causes a distinct effect

analytically, while the effect of compressibility is not as great. Numerically there are significant effects

of slip and compressibility, although it is not possible to remove compressibility in the MPC flow.

In general, the analytical results overpredicted the numerical results, and pre- and post-stenotic

dips present in the numerical results were not present in the analytical results except in one case (see

Fig. 5.2(b)) where the analytical results also had a pre-stenotic dip for the highest Reynolds number

considered. Furthermore, the analytical and numerical results were in better agreement when there was

no slip at the wall, and in a mild stenosis. The analytical results showed a distinct dependence on
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the asymmetry of the stenosis, although this dependence was less pronounced in the numerical results.

Finally, flow seems to increase with slip in the analytical results (as expected), while the opposite is

observed (Fig. 5.4) in the numerical results. This latter counter-intuitive finding might be a consequence

of the thermostat which ensures a fixed temperature in the system that — as slip increases — might

lower the centerline velocity, and thus lead to a slower rather than faster flow. As such, the interpretation

of the numerical results needs to be looked at more closely prior to forming further conclusions.

For higher Reynolds numbers, and for more severe stenoses, agreement between analytical and nu-

merical results are found to be worse. One way that better agreement might be found is in relaxing

the ρ ≈ ρ0=constant assumption in the analytical approximation and hence also the µ ≈ µ0=constant

assumptions. This is currently under investigation. Additionally, as there is some noise in the data for

some of the numerical results (see Figure 5.5 in particular) it might be better to determine the values in

Table 5.1 not from a single cross-section as per the section 5.1 discussion, but rather scale by an average

over several hundred cross-sections upstream and letting the simulations run even longer, so as to see if

the noise is inherent to the system, or if the system has not yet fully reached equilibrium. This too is

currently under investigation.
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Appendix

In this Appendix we provide the details of the calculations (4.7)-(4.9) to equation (4.10). The continuity

equation (4.7) is:

1
r
∂(ρrv)
∂r + ∂(ρu)

∂y = 0

⇒ 1
r
∂(ρrv)
∂r = −∂(ρu)∂y

⇒ 1
rρr

∂(v)
∂r + 1

rρv = −∂(ρu)∂y

⇒ ρ
(
∂v
∂r + 1

rv
)

= −∂(ρu)∂y

⇒ ∂v
∂r + 1

rv = − 1
ρ
∂(ρu)
∂y

⇒ ∂
∂y

(
∂v
∂r + 1

rv
)

= − ∂
∂y

(
1
ρ
∂(ρu)
∂y

)
(A.1)

Using (A.1) in equation (4.8) we have the equation:

ρ

(
v ∂u∂r + u∂u∂y

)
= − ∂p∂y + µ

(
4
3
∂2u
∂y2 + ∂2u

∂r2 + 1
3
∂2v
∂y∂r + 1

3r
∂v
∂y + 1

r
∂u
∂r

)
+ Fy

⇒ u∂u∂y = − 1
ρ
∂p
∂y + ν

(
4
3
∂2u
∂y2 + ∂2u

∂r2 + 1
r
∂u
∂r −

1
3
∂
∂y

(
1
ρ
∂
∂y (ρu)

))
+ g

(A.2)

where we have neglected the term v ∂u∂r as flow in the radial direction is assumed to be negligible compared

to the flow in the y direction, and changes of flow in the y direction depends on changes in y more than

changes in radius. From this concept it can be assumed that v ∂u∂r � u∂u∂y , and thus, we neglect the term
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v ∂u∂r . Multiplying (A.2) by r and then integrating accross the tube with respect to r from 0 to R we get:

∫ R
0
ru∂u∂y dr =

∫ R
0

[
− 1

ρr
∂p
∂y + ν

(
4
3r

∂2u
∂y2 + r ∂

2u
∂r2 + ∂u

∂r −
1
3r

∂
∂y

(
1
ρ
∂
∂y (ρu)

))
+ gr

]
dr

⇒ 1
2
d
dy

∫ R
0
ru2dr = − 1

ρ
dp
dy

R2

2 + gR
2

2 + ν
∫ R
0

∂
∂r

(
r ∂u∂r

)
dr

+ ν
∫ R
0

[
4
3r

∂2u
∂y2 −

r
3
∂
∂y

(
1
ρρ

∂u
∂y + 1

ρ
∂ρ
∂yu

)]
dr

⇒ 1
2
d
dy

∫ R
0
ru2dr = − 1

ρ
dp
dy

R2

2 + gR
2

2 + νR
(
∂u
∂r

)
R

+ ν
∫ R
0
r ∂

2u
∂y2 dr −

ν
3
∂
∂y

(
1
ρ
∂ρ
∂y

) ∫ R
0
rudr

⇒ 1
2
d
dy

∫ R
0
ru2dr = − 1

ρ
dp
dy

R2

2 + gR
2

2 + νR
(
∂u
∂r

)
R

+ ν d2

dy2

∫ R
0
rudr − ν

3
∂
∂y

(
1
ρ
∂ρ
∂y

) ∫ R
0
rudr

⇒ 1
2
d
dy

∫ R
0
ru2dr = − 1

ρ
dp
dy

R2

2 + gR
2

2 + νR
(
∂u
∂r

)
R

+ ν d2

dy2

(
πR2U
2π

)
− ν

3
∂
∂y

(
1
ρ
∂ρ
∂y

)(
πR2U
2π

)

(A.3)

where we have used
∫
rudr =

(
πR2U
2π

)
from (4.11)[10]. Note that by (4.9), ∂p

∂r = 0, which means that

p = p(y).
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Appendix B

Appendix

In this Appendix we provide the details for some of the lengthy calculations leading to results in Chapter

4.

B.1 Calculation of velocity

In this section, we show how (4.11)-(4.14) lead to (4.15). We have the equation Q = πρR2U =∫ R
0

2πρrudr →(4.11)

and the equation u
U = Aη+Bη2 +Cη3 +Dη4 +E →(4.12) where η =

(
1− r

R

)
. Now substituting (4.12)

49
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in (4.11) we get:

Q = πρR2U =
∫ R
0

2πρrudr

=
∫ R
0

2πρrU
(
Aη +Bη2 + Cη3 +Dη4 + E

)
dr

= 2πρU
[
A
∫ R
0

(
r − r2

R

)
dr +B

∫ R
0

(
r − 2r2

R + r3

R2

)
dr

+ C
∫ R
0

(
r − 3r2

R + 3r3

R2 − r4

R3

)
dr +D

∫ R
0

(
r − 4r2

R + 6r3

R2 − 4r4

R3 + r5

R4

)
dr

+ E
∫ R
0
rdr
]

= 2πρU

[(
A+B + C +D + E

) ∫ R
0
rdr −

(
A+ 2B + 3C + 4D

) ∫ R
0

r2

R dr

+
(
B + 3C + 6D

) ∫ R
0

r3

R2 dr −
(
C + 4D

) ∫ R
0

r4

R3 dr +D
∫ R
0

r5

R4 dr

= 2πρU

[(
A+B + C +D + E

)
R2

2 −
(
A+ 2B + 3C + 4D

)
R2

3

+
(
B + 3C + 6D

)
R2

4 −
(
C + 4D

)
R2

5 dr +DR2

6

]

= 2πρUR2

[
A
6 + B

12 + C
20 + D

30 + E
2

]

= 2πρUR2

[(
−λ+10−12E+T̃

42

)
+

(
3λ+5−6E−3T̃

84

)

+

(
−3λ−12+20E+3T̃

140

)
+

(
λ+4−9E−T̃

210

)
+ E

2

]
using (4.13)

⇒ πρR2U = 2πρUR2

420

(
− 2λ+ 2T̃ + 97 + 102E

)
⇒ U = U

210

[
97− 2

(
λ− T̃

)
+ 102E

]

⇒ U = 97
210U −

U
105

(
dp
dy

R2

µU −
gR2

νU

)
+ 102

210UE using (4.14)

(B.1)

⇒ U = 97
210U −

R2

105

(
1
µ
dp
dy −

g
ν

)
+ 102

210UE

⇒ U = 97
210U −

R2

105

(
1
µ
dp
dy −

g
ν

)
+ 17

35
us√

1+R′(y)2

⇒ 97
210U = U + R2

105

(
1
µ
dp
dy −

g
ν

)
− 17

35
us√

1+R′(y)2

⇒ U = 210
97

(
Q

ρπR2

)
+ 2

97R
2
(

1
µ
dp
dy −

gρ
µ

)
− 102

97
us√

1+R′(y)2

⇒ U = 210
97πR2

Q
ρ + 2

97
R2

µ
dp
dy −

2R2ρg
97µ −

102
97

us√
1+R′(y)2

(B.2)

This is equation (4.15) as desired.
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B.2 Derivation of equation (4.18)

In this section, we show that how equation (4.10) becomes (4.18). We have the equation (4.10) as the

following:

1
2
d
dy

∫ R
0
ru2dr = − 1

ρ
dp
dy

R2

2 + gR
2

2 + νR
(
∂u
∂r

)
R

+ ν d2

dy2

(
πR2U
2π

)
− ν

3
∂
∂y

(
1
ρ
∂ρ
∂y

)(
πR2U
2π

)
Now we use the concept that the velocity profile is approximately parabolic i.e u = 2U

[
1−

(
r
R

)2]
in the

left hand side of the equation which gives us the following:

1
2
d
dy

∫ R
0

4rU
2(

1− 2r2

R2 + r4

R4

)
dr

= 2 d
dyU

2 ∫ R
0

(
r − 2r3

R2 + r5

R4

)
dr

= 2 d
dyU

2

(
r2

2 −
2r4

4R2 + r6

6R4

)∣∣∣∣∣
R

0

= 2 d
dyU

2

(
R2

2 −
R2

2 + R2

6

)

= 2 d
dy

(
1
6U

2
R2

)

= d
dy

(
1
3U

2
R2

)

(B.3)

Now we can write equation (B.3) in the following form:

d

dy

(
1

3
U

2
R2

)
= −1

ρ

dp

dy

R2

2
+ g

R2

2
+ νR

(∂u
∂r

)
R

+ ν
d2

dy2

(R2U

2

)
− ν

3

∂

∂y

(1

ρ

∂ρ

∂y

)(R2U

2

)
(B.4)
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Now from (4.12),

(
∂u
∂r

)
R

= ∂
∂r

(
U
(
Aη +Bη2 + Cη3 +Dη4 + E

))
R

=

[
UA ∂

∂r

(
1− r

R

)
+ UB ∂

∂r

(
1− r

R

)2
+ UC ∂

∂r

(
1− r

R

)3
+ UD ∂

∂r

(
1− r

R

)4
+ UE ∂

∂r

(
1)

]∣∣∣∣∣
R

= UA
(
− 1

R

)
+ UB

(
2
(
1− r

R

)(
− 1

R

))
R

+ UC
(
3
(
1− r

R

)2(− 1
R

))
R

+ UD
(
4
(
1− r

R

)3(− 1
R

))
R

+ 0

⇒
(
∂u
∂r

)
R

= −UAR

Now equation (B.4) becomes:

d
dy

(
1
3U

2
R2

)
= − 1

ρ
dp
dy

R2

2 + gR
2

2 + νR
(
− UA

R

)
+ ν d2

dy2

(
R2U
2

)
− ν

3
∂
∂y

(
1
ρ
∂ρ
∂y

)(
R2U
2

)
⇒ d

dy

(
1
3
R2Q2

π2ρ2R4

)
= − 1

ρ
dp
dy

R2

2 + gR
2

2 + νU
(
− λ+10+T̃−12E

7

)
+ ν d2

dy2

(
Q
2πρ

)
− ν

3
∂
∂y

(
1
ρ
∂ρ
∂y

)(
Q
2πρ

)
using (4.11) and (4.13)

⇒ 1
3π2

d
dy

(
Q2

ρ2R2

)
= − 1

ρ
dp
dy

R2

2 + gR
2

2 + U
7
µ
ρ
dp
dy

R2

µU

− νU
7
gR2

νU −
10νU

7 + 12νU
7

us

U
√

1+R′2(y)
using (4.14)

+ ν
2π

d2

dy2
Q
ρ −

ν
6π

∂
∂y

(
1
ρ
∂ρ
∂y

)
Q
ρ

(B.5)

Now

d
dy

(
Q2

ρ2R2

)
= d

dy

(
Q2ρ−2R−2

)
= 2QdQ

dy ρ
−2R−2 +Q2

(
− 2ρ−3 dρdy

)
R−2 +Q2ρ−2

(
− 2R−3

)
dR
dy

= 2Q
ρ2R2

dQ
dy −

2Q2

ρ3R2
dρ
dy −

2Q2

ρ2R3
dR
dy

= 2Q
ρ2R2

dQ
dy −

2Q2

ρ3R2
m
kBT

dp
dy −

2Q2

ρ2R3
dR
dy

(B.6)
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using dQ
dy = 0 and dρ

dy = dp
dy

(
m
kBT

)
. Now

d2

dy2

(
Q
ρ

)
= d2

dy2

(
Qρ−1

)
= d

dy

(
ρ−1 dQdy +Q(−1)ρ−2 dρdy

)
= d

dy

(
− Q

ρ2
dρ
dy

) (B.7)

and
d
dy

(
−Qρ−2 dρdy

)
= −dQdy ρ

−2 dρ
dy −Q(−2)ρ−3

(
dρ
dy

)2 −Qρ−2 d2ρdy2

= 2Q
ρ3

(
dρ
dy

)2 − Q
ρ2
d2ρ
dy2

= 2Qm2

ρ3k2
B
T 2

(
dp
dy

)2 − Q
ρ2
d2ρ
dy2

(B.8)

Substituting equation (B.6) and (B.8) into (B.5) and by neglecting the higher derivative of p as well as

the
(
dp
dy

)2
term, we get:

1
3π2

(
− 2Q2m

ρ3R2kBT
dp
dy −

2Q2

ρ2R3
dR
dy

)
= R2

ρ
dp
dy

(
− 1

2 + 1
7

)
+ gR2

(
1
2 −

1
7

)
− 10

7 νU + 12
7

νus√
1+R′2(y)

+ ν
2π

(
2Qm2

k2
B
T 2ρ3

(
dp
dy

)2
− Q

ρ2
d2p
dy2

)
⇒ − 2

3π2
Q2m

ρ3R2kBT
dp
dy −

2
3π2

Q2

ρ2R3
dR
dy = − 5

14
R2

ρ
dp
dy + 5

14gR
2 − 10

7 νU + 12
7

νus√
1+R′2(y)

⇒ − 2
3π2

Q2m
ρ3R2kBT

dp
dy −

2
3π2

Q2

ρ2R3
dR
dy = − 5

14
R2

ρ
dp
dy + 5

14gR
2 − 10

7 ν

(
210

97πR2
Q
ρ + 2

97
R2

µ
dp
dy

− 2R2ρg
97µ −

102
97

us√
1+R′(y)2

)
+ 12

7
νus√

1+R′2(y)
using (4.15)

= − 5
14
R2

ρ
dp
dy −

20
679

R2

ρ
dp
dy −

300νQ
97πρR2 + 5

14gR
2 + 20

679gR
2 + 312

97
νus√

1+R′2(y)

= − 75
194

R2

ρ
dp
dy + 75

194gR
2 − 300Qν

97πρR2 + 312
97

νus√
1+R′2(y)

⇒ dp
dy

(
75
194

R2

ρ −
2

3π2
Q2m

ρ3R2kBT

)
= 75

194gR
2 + 2

3π2
Q2

ρ2R3
dR
dy −

300νQ
97πρR2 + 312

97
νus√

1+R′2(y)

⇒ dp
dy =

75
194 gR

2+ 2
3π2

Q2

ρ2R3
dR
dy −

300νQ

97πρR2 + 312
97

νus√
1+R′2(y)(

75
194

R2

ρ −
2

3π2
Q2m

ρ3R2kBT

)
(B.9)

which is equation (4.18)
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B.3 Derivation of equation (4.19) and (4.20)

In this section, we provide the details of obtaining the velocity u as given in equation (4.19). We have

equation (4.13) and (4.14) as:

u

U
=

(
−λ+ 10− 12E + T̃

7

)
η +

(
3λ+ 5− 6E − 3T̃

7

)
η2

+

(
−3λ− 12 + 20E + 3T̃

7

)
η3 +

(
λ+ 4− 9E − T̃

7

)
η4 + E, (B.10)

where λ =
dp

dy

R2

µU
,

T̃ =
gR2

νU
,

and E =
us

U
√

1 +R′(y)2
,

Substituting λ, T̃ , E and dp
dy in equation (B.10) we get the following:

u = 1
7

(
− R2

µ
dp
dy + 10U − 12 us√

1+R′2(y)
+ gR2

ν

)
η + 1

7

(
3R2

µ
dp
dy + 5U − 6 us√

1+R′2(y)
− 3gR2

ν

)
η2

+ 1
7

(
− 3R2

µ
dp
dy − 12U + 20 us√

1+R′2(y)
+ 3gR2

ν

)
η3 + 1

7

(
R2

µ
dp
dy + 4U − 9 us√

1+R′2(y)
− gR2

ν

)
η4 + us√

1+R′2(y)

(B.11)

Now here are some details how to calculate the coefficients of η in u:

R2

µ
dp
dy =

R2

µ

(
75
194 gR

2+ 2
3
π2ρ2R4U

2

π2ρ2R3
dR
dy −

300νπρR2U

97πρR2 + 312
97

νus√
1+R′2(y)

)
75
194

R2

ρ

(
1− 388π2ρ2R2U

2
ρm

225π2ρ3R2kBT

) from (4.18)

= gR2ρ

µ
(
1− 388

225Ma2
) + 388

225
RρU

2

µ
(
1− 388

225Ma2
) dR
dy −

8U(
1− 388

225Ma2
) + 208

25
1(

1− 388
225Ma2

) us√
1+R′2(y)

= gR2

ν
(
1− 388

225Ma2
) + 388

225
ReU(

1− 388
225Ma2

) dR
dy −

8U(
1− 388

225Ma2
) + 208

25
1(

1− 388
225Ma2

) us√
1+R′2(y)

(B.12)

and

10U = 2100
97πR2

Q
ρ + 20

97
R2

µ
dp
dy −

20R2g
97ν −

1020
97

us√
1+R′(y)2

from (4.15)

= 2100
97 U + 20

97
R2

µ
dp
dy −

20R2g
97ν −

1020
97

us√
1+R′(y)2

(B.13)

54



APPENDIX B. APPENDIX B.3. DERIVATION OF EQUATION (4.19) AND (4.20)

where we have used, Q = πρR2U , Re = UR
ν for Reynolds number and Ma = U√

kBT

m

for the Mach

number. To evaluate the coefficient of η in equation (B.11), we substituted (B.12) and (B.13) in the

following way:

1
7

(
− R2

µ
dp
dy + 10U − 12 us√

1+R′2(y)
+ gR2

ν

)

= 1
7

(
− gR2

ν
(
1− 388

225Ma2
) − 388

225
ReU(

1− 388
225Ma2

) dR
dy + 8U(

1− 388
225Ma2

) − 208
25

1(
1− 388

225Ma2
) us√

1+R′2(y)

+ 2100
97 U + 20

97

(
gR2

ν
(
1− 388

225Ma2
) + 388

225
ReU(

1− 388
225Ma2

) dR
dy −

8U(
1− 388

225Ma2
) + 208

25
1(

1− 388
225Ma2

) us√
1+R′2(y)

)

− 20R2g
97ν −

1020
97

us√
1+R′(y)2

− 12 us√
1+R′2(y)

+ gR2

ν

)
= − 44

225
gR2Ma2

ν
(
1− 388

225Ma2
) − 44

225
URe(

1− 388
225Ma2

) dR
dy + U(

1− 388
225Ma2

)(4− 16
3 Ma2

)
− us√

1+R′2(y)
(
1− 388

225Ma2
)( 104

25 −
416
75 Ma2

)

(B.14)

By using the same procedure we got the coefficient of η2 as:

1
7

(
3R2

µ
dp
dy + 5U − 6 us√

1+R′2(y)
− 3gR2

ν

)
= 172

225
gR2Ma2

ν
(
1− 388

225Ma2
) + 172

225
URe(

1− 388
225Ma2

) dR
dy + U(

1− 388
225Ma2

)(− 2− 8
3Ma2

)
+ us√

1+R′2(y)
(
1− 388

225Ma2
)( 52

25 + 208
75 Ma2

)
,

(B.15)

coefficient of η3 as:

1
7

(
−3R2

µ
dp
dy − 12U + 20 us√

1+R′2(y)
+ 3gR2

ν

)
= − 4

5
gR2Ma2

ν
(
1− 388

225Ma2
) − 4

5
URe(

1− 388
225Ma2

) dR
dy + U(

1− 388
225Ma2

)( 32
5 Ma2

)
+ us√

1+R′2(y)
(
1− 388

225Ma2
)( 4

5 −
1808
225 Ma2

)
,

(B.16)
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coefficient of η4 as:

1
7

(
R2

µ
dp
dy + 4U − 9 us√

1+R′2(y)
− gR2

ν

)
= 4

15
gR2Ma2

ν
(
1− 388

225Ma2
) + 4

15
URe(

1− 388
225Ma2

) dR
dy + U(

1− 388
225Ma2

)(− 32
15Ma2

)
+ us√

1+R′2(y)
(
1− 388

225Ma2
)(− 3

5 + 244
75 Ma2

)
,

(B.17)

Substituting all those (B.14), (B.15), (B.16) and (B.17) in equation (B.11) and dividing by U gives:

u

U

= gR2Ma2

νU
(
1− 388

225Ma2
)(− 44

225η + 172
225η

2 − 4
5η

3 + 4
15η

4

)

+ Re(
1− 388

225Ma2
) dR
dy

(
− 44

225η + 172
225η

2 − 4
5η

3 + 4
15η

4

)

+ 1(
1− 388

225Ma2
)((4− 16

3 Ma2
)
η +

(
− 2− 8

3Ma2
)
η2 + 32

5 Ma2η3 − 32
15Ma2η4

)

+ us

U
√

1+R′2(y)
(
1− 388

225Ma2
)(− 104

25 η + 52
25η

2 + 4
5η

3 − 3
5η

4 + 1 +
(

416
75 η + 208

75 η
2 − 1808

225 η
3 + 244

75 η
4 − 388

225

)
Ma2

)
,

(B.18)

which is (4.19) as desired.

Now to get the velocity scaled by the average upstream velocity, U0, we have used the following relation:

u

U0
=
(
u

U

)(
U

U0

)
=
( (R0

R

)2( ρ0
ρ

)(
1− 388

225Ma2
))[Ma2

(
R0g

U
2

0

)
Re0

(
R
R0

)4( ρ
ρ0

)(
ν0
ν

)(
− 44

225η + 172
225η

2 − 4
5η

3 + 4
15η

4

)

+Re0
(
ρ0
ρ

)(
R0

R

)(
ν0
ν

)(
dR
dy

)(
− 44

225η + 172
225η

2 − 4
5η

3 + 4
15η

4

)

+

((
4− 16

3 Ma2
)
η +

(
− 2− 8

3Ma2
)
η2 + 32

5 Ma2η3 − 32
15Ma2η4

)

+
(

us√
1+R′2(y)

(
R
R0

)2 ρ
ρ0

1

U0

)(
− 104

25 η + 52
25η

2 + 4
5η

3 − 3
5η

4 + 1 +
(

416
75 η + 208

75 η
2 − 1808

225 η
3 + 244

75 η
4 − 388

225

)
Ma2

)]
,

(B.19)
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APPENDIX B. APPENDIX B.3. DERIVATION OF EQUATION (4.19) AND (4.20)

Now for η = 1 we have the expression as in the following form:

u
U0

= u

2U0

= 1
2

(
u

U

)(
U

U0

)
=

(
R0
R )2(

ρ0
ρ )

2
(
1− 388

225Ma2
)[ 8

225Ma2
(
R0g

U0
2

)
Re0

(
R
R0

)4(
ρ
ρ0

)(
ν0
ν

)
+ 8

225Re0

(
ρ0
ρ

)(
R0

R

)(
ν0
ν

)
dR
dy +

(
2− 56

15Ma2
)

+ us√
1+R′2(y)

(
R
R0

)2 ρ
ρ0

1

U0

(
− 22

25 + 136
75 Ma2

)]
,

(B.20)

which is (4.20) as desired.
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