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Abstract

Adaptive Decision Feedback Equalization For Multi-Gbps Data
Links

c©Alaa R. Abdullah, 2014
Doctor of Philosophy

Electrical and Computer Engineering
Ryerson University

Channel equalization combats the effects of the imperfection of wire channels. This dis-

sertation deals with adaptive decision feedback channel equalization. The dissertation starts

with an in depth study of the challenges encountered in the design of adaptive DFE and tech-

niques that address these challenges. Various 2-dimensional eye-opening monitors (EOMs)

based adaptive DFE are proposed and implemented. A novel 2-dimensional hexagon EOM is

proposed and its effectiveness is validated using simulation. A simplified and power efficient

2-dimensional hexagon EOM is also introduced. Both EOMs are capable of differentiating

the severity of the violation of the minimum eye-opening so as to allow the DFE to take

different actions adaptively and achieve desired eye-opening more rapidly. A maximum-jitter

EOM-based adaptive DFE is also introduced to greatly reduce system complexity. The adap-

tive DFE is taped out in a 130nm 1.2V CMOS technology and finally an improved adaptive

engine that outperforms DFE utilizing sign-sign least-mean-square is proposed.

iii



Acknowledgements

I am heartily thankful to my supervisor, Professor Fei Yuan, for his wonderful guidance

throughout all the stages of my PhD studies. Without his continued encouragement and

support, this dissertation would not have been possible. I am also thankful for the excellent

example Professor Fei Yuan has provided as a successful researcher, wonderful teacher and

role model.

I wish to express my sincere gratitude to my co-supervisor Dr. Andy Ye who helped and

supported me in every aspect during the completion of my studies.

I offer my regards and blessings to my colleagues and staff at Integrated Circuits and

Systems Research Group at Ryerson University who provided me with valuable technical

supports during my studies.

Last but not least, I would like to gratefully acknowledge the financial support of Ry-

erson University especially Electrical and Computer Engineering department and Ontario

Graduate Scholarship OGS for their financial support during my studies.

iv



Dedication

To my wonderful wife, daughter and sons, Nissreen, Nursan, Hussin, Yousif and Saif, for

their unconditional love, enormous support and continuous encouragement...

v



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objective of The Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Chapter Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Inter-Symbol Interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Channel Equalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5.1 Near-End Channel Equalization . . . . . . . . . . . . . . . . . . . . . 7

1.5.2 Far-End Channel Equalization . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Decision Feedback Equalization . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.8 Contributions of The Dissertation . . . . . . . . . . . . . . . . . . . . . . . . 17

1.9 Organization of The Dissertation . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Design Challenges in DFE 21

2.1 Bit Error Rate Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Timing Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Timing Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Error Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 Calibration of Slicer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.6 Delay Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.7 Arithmetic Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.8 Channels with Severe Dispersity . . . . . . . . . . . . . . . . . . . . . . . . . 33

vi



2.9 Power Consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.10 Adaptive Decision Feedback Equalization . . . . . . . . . . . . . . . . . . . . 34

2.10.1 Least-Mean-Square Adaptive DFE . . . . . . . . . . . . . . . . . . . 35

2.10.2 Eye-Opening Adaptive DFE . . . . . . . . . . . . . . . . . . . . . . . 37

2.10.3 Jitter-Based Adaptive DFE . . . . . . . . . . . . . . . . . . . . . . . 38

2.10.4 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.11 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 2-Dimensional Hexagon Eye-Opening Monitor 41

3.1 Eye-Opening Monitors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.1.1 One-Dimensional EOMs . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.2 Two-Dimensional EOMs . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.3 Jitter-Based EOMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.4 Eye-Pattern Monitors . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Proposed Two-Dimensional EOM . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2.1 Drawbacks of Rectangular EOM . . . . . . . . . . . . . . . . . . . . . 46

3.2.2 Diamond EOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.3 Hexagon EOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 2-Dimensional Half-Hexagon Eye- Opening Monitor 61

4.1 Half Hexagon Eye-Opening Monitor . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5 Adaptive DFE Uing 2-Dimensional Hexagon EOM 73

5.1 The Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

vii



5.2 The Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3.1 The Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3.2 Slicer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.3.3 Error Detection Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.3.4 Digital-To-Analog Converter . . . . . . . . . . . . . . . . . . . . . . . 81

5.3.5 XOR Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6 Maximum-Jitter Adaptive DFE 91

6.1 Maximum-Jitter Adaptive DFE . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.1.1 The Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2.1 Error Detection Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2.2 Digital-to-Analog Converter . . . . . . . . . . . . . . . . . . . . . . . 95

6.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.4 Drawbacks of Adaptive DFE Using SS-LMS or EOM . . . . . . . . . . . . . 99

6.4.1 Drawbacks of Adaptive DFE Using SS-LMS . . . . . . . . . . . . . . 99

6.4.2 Drawbacks of Adaptive DFE Using EOM . . . . . . . . . . . . . . . . 101

6.5 The Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.6 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7 Conclusions and Future Work 113

7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7.3 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

viii



List of Figures

1.1 Dependence of data rate on the minimum channel length of MOS transistors. 2

1.2 (a) Frequency response of a 30” trace on a Nelco4000-13SI board [1]. (b) Fre-

quency response of a 16” Tyco legancy backplane with two daughter cards [4].

(c,d) Frequency response and impulse response of a highly reflective backplane

[5] (Copyright c©IEEE). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Pre-cursors, main cursor, and post-cursors of data symbol at the far end of a

wire channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Inter-symbol interference in multi symbols. . . . . . . . . . . . . . . . . . . . 6

1.5 Near-end channel equalization with first-order pre-emphasis. The added pre-

emphasis tap shortens the duration of the received symbol thereby improving

data rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.6 Frequency response of an equalized channel with pre-emphasis. The high-

frequency components of data symbols are boosted prior to their transmission. 9

1.7 Frequency response of an equalized channel using de-emphasis. The low-

frequency components of data symbols are attenuated prior to their transmis-

sion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.8 Continuous-time linear equalizers with inductor series peaking, source degen-

eration, and negative capacitors. . . . . . . . . . . . . . . . . . . . . . . . . . 11

ix



1.9 Basic configuration and operation of decision feedback equalization. Legends:

UI - Delay cell with one unit delay, vs = vin − vf is the symbol before the

slicer. vref is the threshold of the slicer, Dj=1 is the delayed version of Dj,

c1,...,cN are the weighting factors of feedback taps, Ts is the symbol time, Hj,k

denote the kth post-cursor of symbol-j and H0,j the main cursor of symbol-j. 14

2.1 Dependence of horizontal eye-opening on BER. . . . . . . . . . . . . . . . . 22

2.2 Tap-1 feedback is implemented using loop-unrolling. . . . . . . . . . . . . . . 23

2.3 Half-rate decision feedback equalization. Tap-1 is implemented using loop-

unrolling while the remaining taps are implemented using direct feedback.

Note that complementary clocks are used for upper and lower paths of DFE. 24

2.4 Post-cursor cancellation error due to timing error of delay stages. . . . . . . 25

2.5 Error in data slicing affects the removal of post-cursors. . . . . . . . . . . . . 27

2.6 Clocked re-generative sense amplifier as slicer [37]. . . . . . . . . . . . . . . . 28

2.7 (a) Clocked re-generative sense amplifier as delay cell [25], (b) Clocked current-

mode delay cells [44]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.8 Current-mode summer with resistive load. . . . . . . . . . . . . . . . . . . . 32

2.9 Least-mean-square adaptive DFE. . . . . . . . . . . . . . . . . . . . . . . . . 35

2.10 Configuration of SS-LMS adaptive DFE. . . . . . . . . . . . . . . . . . . . . 36

2.11 Eye-opening monitors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.12 1-dimensional Eye-opening adaptive DFE [53]. . . . . . . . . . . . . . . . . . 38

2.13 Relation between vertical opening and edge jitter. . . . . . . . . . . . . . . . 39

3.1 One dimensional EOM quantified by VH and VL at td vertically. Two-dimensional

EOM quantified by VH and VL vertically and t1 and t2 horizontally. . . . . . 42

3.2 Relation between vertical opening and edge jitter. . . . . . . . . . . . . . . . 43

3.3 Rectangular and diamond EOMs. . . . . . . . . . . . . . . . . . . . . . . . . 46

3.4 Hexagon EOM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

x



3.5 (a) Hexagon EOM that has the same vertical opening but different horizontal

opening as that of rectangular EOM. (b) Hexagon EOM that has the same

horizontal opening as that of rectangular EOM. . . . . . . . . . . . . . . . . 49

3.6 Asymmetrical hexagon EOMs. . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.7 Serial link with a hexagon EOM. For the purpose of comparison, a rectangular

EOM in parallel with the hexagon EOM is also employed. . . . . . . . . . . 53

3.8 Simulated output of the error generators of rectangular EOM with vin,max >

VH and vin,min < VL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.9 Simulated output of the error generators of rectangular EOM with vin,max <

VH and vin,min < VL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.10 Simulated output of the error generators of rectangular EOM with vin,max >

VH and vin,min > VL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.11 Simulated output of the error generators of hexagon EOM with vin,min < VL

and vin,max > VH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.12 Simulated output of the error generators of hexagon EOM with vin,max < VH

and vin,min < VL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.13 Simulated output of the error generators of hexagon EOM with vin,min > VL

and vin,max > VH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.14 Simulated output of the error generators of rectangular EOM and hexagon

EOM with a 1-mm channel, vin,min < VL, and vin,max > VH . . . . . . . . . . . 58

3.15 Simulated output of the error generators of rectangular EOM and hexagon

EOM with a 40-mm channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.16 Output of error generator of hexagon EOM. . . . . . . . . . . . . . . . . . . 60

4.1 Detection of violation of the minimum eye-opening using half hexagon mask. 62

4.2 Left : Full and half rectangular Eye-Opening patterns. Right : Full and half

hexagon Eye-Opening patterns . . . . . . . . . . . . . . . . . . . . . . . . . . 62

xi



4.3 Serial link with half and full hexagon EOMs. Circuit parameters : W1,2 =

6.5µm, W3,4 = 4µm, W5 = 50µm. L = 0.13µm for all transistors. Vb = 0.7V

with tail current Iss = 2 mA. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.4 Clocked comparator. Circuit parameters : Circuit parameters : W1,2 = 4.5µm,

W3,5 = 4µm, W4,6,7,8 = 8µm, W9,10 = 1µm, W11,12 = 1µm, W13,14 = 2µm, and

W15,16,17 = 60µm. L = 0.13µm for all transistors. Iss = 2µA, Vb = 0.8V. . . . 64

4.5 Effect of duty-cycle distortion on hexagon EOM. . . . . . . . . . . . . . . . . 65

4.6 Schematic of XOR2. Circuit parameters: W1,2 = 3µm, W7,8 = 1.5µm, and

W9 = 50µm. L = 0.13µm for all transistors, Vb = 0.8V . . . . . . . . . . . . . 65

4.7 Serial link with half and full rectangular EOMs. The same circuit and channel

parameters as those in Fig.4.3 are used. . . . . . . . . . . . . . . . . . . . . . 66

4.8 Simulated output of full hexagon EOM with vin,min < VL and vin,max > VH .

No error is detected at St2 and St3. Top plot : Received data. 2nd-5th plots

: Sampling clocks St2 ∼ St4. 6th-9th plots : Error outputs e1h ∼ e4h. . . . . 67

4.9 Simulated output of half hexagon EOM with vin,min < VL and vin,max > VH .

No error is detected at St2 and St3. Top plot : Received data. 2nd-3rd plots

: Sampling clocks St2 ∼ St2. 4th-5th plots : Error outputs e1h ∼ e2h. . . . . 68

4.10 Simulated output of full hexagon EOM with vin,max < VH and vin,min < VL.

Errors are detected at St2 and St3. Top plot : Received data symbol. 2nd-5th

plots : Sampling clocks St2 ∼ St4. 6th-9th plots : Error outputs e1h ∼ e4h. . 68

4.11 Simulated output of half hexagon EOM with vin,max < VH and vin,min < VL.

Errors are detected at St2. Top plot : Received data symbol. 2nd-3rd plots :

Sampling clocks St2 ∼ St3. 4th-5th plots : Error outputs e1h ∼ e2h. . . . . . 69

4.12 Simulated output of half hexagon EOM with a 200-mm channel. Top plot :

Received data. 2nd and 3rd plots : Sampling clocks St2 ∼ St3. 4th and 5th

plots : Output of half-hexagon EOM. . . . . . . . . . . . . . . . . . . . . . . 69

xii



4.13 Simulated output of half rectangular EOM with a 200-mm channel. Top plot

: Received data. 2nd plot : Sampling clock St1. 3rd plot : Output of half-

rectangular EOM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.14 Simulated output of hexagon EOM with a 200-mm channel. Top plot :

sampling clock. 2nd plot : Received data symbol and the minimum verti-

cal eye-opening. 3rd plot : Output of EOM at process corners (TT: typi-

cal nMOS/typical pMOS; FF: fast nMOS/fast pMOS; FS: fast nMOS/slow

pMOS, SF: slow nMOS/fast pMOS, and SS: slow nMOS/slow pMOS). Bottom

plot : Output of EOM with temperture from -20 ∼80C. . . . . . . . . . . . . 70

5.1 (a) Violation of the minimum eye-opening at t1 only. (b)Violation of the

minimum eye-opening at t1 and t2. (c) No violation of the minimum hexagon

EOM but violation of the minimum rectangular EOM exists. . . . . . . . . . 74

5.2 Search engine of proposed hexagon EOM based adaptive DFE. . . . . . . . . 76

5.3 DFE core. Transistor sizes: W1,2 = 4µm, W3,4,5,6 = 3µm, W7,8 = 1µm, W9

= 40µm, and W10,11 = 30µm, L = 0.13µm. For all transistors biasing: Iss =

2µA, Vb = 0.8V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.4 Error detection units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.5 Severity of violation with hexagon EOM. . . . . . . . . . . . . . . . . . . . . 80

5.6 Configuration (top) and schematic (bottom) of variable step-size DAC. Charge

pump M3-M8 is enabled when et1=1. Charge pump M9-M14 is enabled when

et2=1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.7 Proposed adaptive DFE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.8 Response of channels of length 35 mm (left) and 55 mm (right) to a pulse

input at the near end of the channel. . . . . . . . . . . . . . . . . . . . . . . 84

5.9 Tap coefficients of adaptive DFE with hexagon and rectangular EOMs. . . . 85

5.10 Error detection of rectangular and hexagon adaptive DFE. . . . . . . . . . . 86

xiii



5.11 Waveform of data before (left) and after (right) the proposed adaptive DFE.

Top: channel length=100 mm. Middle: channel length=500mm. Bottom:

channel length=1M. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.12 Error detection and tap coefficients of proposed adaptive DFE with 35 mm

channel length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.13 Error detection and tap coefficients of proposed adaptive DFE with 55 mm

channel length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.1 Jitter-based of error detection. (a,c) - No error exists. (b,d) - Errors exist. . 92

6.2 Adaptive engine of proposed jitter-based adaptive DFE. . . . . . . . . . . . . 94

6.3 Error Detection Unit. Channel parameters : Microstrip with width 10µm,

height 2 µm, and length 80 µm. Dielectric constant of field oxide : εr = 5. . 95

6.4 Schematic of digital-to-analog converter (DAC). . . . . . . . . . . . . . . . . 96

6.5 Adaptation process of proposed jitter-based adaptive DFE with a 20 mm

channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.6 Waveforms of data symbols without (left) and with (right) the proposed 2-tap

jitter-based adaptive DFE. Channel lengths : (a) 100 mm, (b) 1M, and (c) 2M. 98

6.7 (a) : Simulated eye diagram of the data link. Channel length : 50 mm. Top

: Data conveyed to the channel. Middle : Data at the far-end of the channel

without the proposed DFE. Bottom : Data at the far-end of the channel with

the proposed DFE. (b) : The left edge of the simulated eye diagram of the data

link. Channel length : 50 mm. Top : Data conveyed to the channel. Middle :

Data at the far-end of the channel without the proposed DFE. Bottom : Data

at the far-end of the channel with the proposed DFE. . . . . . . . . . . . . . 99

6.8 LMS tap coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6.9 LMS step size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.10 One-direction step size of EOM. . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.11 Drawback of one-direction step size of EOM. . . . . . . . . . . . . . . . . . . 102

xiv



6.12 The schematic of proposed adaptive DFE including the proposed adaptive

engine. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.13 Search engine of proposed new adaptive engine for adaptive DFE. . . . . . . 104

6.14 Serial link including two error detection units. . . . . . . . . . . . . . . . . . 105

6.15 Inverter: schematic (left) and layout (right). . . . . . . . . . . . . . . . . . . 108

6.16 NOR2: schematic (left) and layout (right). . . . . . . . . . . . . . . . . . . . 108

6.17 XOR2: schematic (left) and layout (right). . . . . . . . . . . . . . . . . . . . 109

6.18 Delay cell: schematic (left) and layout (right). . . . . . . . . . . . . . . . . . 109

6.19 Clocked-comparator: schematic (left) and layout (right). . . . . . . . . . . . 110

6.20 Non-clocked-comparator: schematic (left) and layout (right). . . . . . . . . . 110

6.21 Adaptive engine: schematic (left) and layout (right). . . . . . . . . . . . . . 111

6.22 DFE core: schematic (left) and layout (right). . . . . . . . . . . . . . . . . . 111

6.23 Layout of maximum-jitter adaptive DFE. . . . . . . . . . . . . . . . . . . . . 112

xv



List of Tables

1.1 Data rate of serial links utilizing decision feedback equalization. Channel loss

is measured at half baud-rate frequency. . . . . . . . . . . . . . . . . . . . . 20

3.1 Eye-opening monitors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1 Reference comparison of proposed works . . . . . . . . . . . . . . . . . . . . 71

4.2 Reference comparison of adaptive DFEs . . . . . . . . . . . . . . . . . . . . 71

5.1 Performance of proposed hexagon eye-opening monitor adaptive DFE (2 Me-

ter FR4 channel). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.1 Performance of proposed jitter adaptive DFE (1 meter channel length). . . . 107

xvi



Table of Abbreviations and Symbols

Abbr. Full Name Symb. Full Name

ADFE Adaptive DFE Ck Weighting factor
ADC Analog to digital converter ck,clk,φ Clock signal
BER Bit error rate Dk Comparator decision
CDR Clock and data recovery en Error signal
CTLE Continuous time linear equalizer gm Trans-conductance of CMOS
DAC Digital to analog converter Hn Equalized feedback cursors
DFE Decision feedback equalizer h Step size
EOM Eye-opening monitor tn,Stn Sampling time
FFE Feed forward equalizer Vb Bias voltage
FIR Finite impulse response VH Voltage high
Gbps Gigabit per second Vin Input voltage
HEOM Hexagon EOM VL Voltage low
IIR Infinite impulse response Vo Output voltage
I.Cs Integrated circuits Vth Threshold voltage
ISI Inter symbol interference
LFSR Linear feedback shift register
LMS Least mean square
NRZ Non return to zero
PCB Printed circuit board
PRBS Bseudo Random bit stream
PVT Process of voltage and temp. variation
RX Receiver
SNR Signal to noise ratio
SS-LMS Sign-sign LMS
TX Transmitter
UI Unit interval

xvii



Chapter 1

Introduction

This chapter provides a comprehensive review of decision feedback equalization (DFE) for

multi-giga-bit-per-second (Gbps) data links. The state-of-the-art of DFE for multi-Gbps

serial links reported in the past decade is presented. The imperfections of wire channels, in

particular, finite bandwidth, reflection, and cross-talk, and their impact on data transmis-

sion are investigated. The fundamentals of both near-end and far-end channel equalization

to combat the effect of the imperfection of wire channels at high frequencies are explored.

Finally, a detailed examination of the principle, configuration, operation, and limitation of

DFE is discussed.

1.1 Motivation

The explosive growth of data processed by integrated circuits (ICs) demands that data be

transmitted over wire channels (interconnects, vias, connectors, package pins, printed circuit

boards PCBs, and coaxial cables) at multiple Gbps. Although increasing the number of wire

channels directly improves the total data bandwidth, a large number of parallel channels not

only increase the cost of routing, the overall data rate is also affected by clock and data skews

caused by the mismatch of the channels [1]. As a result, parallel links are only attractive

for short-range data communications such as multi-processor systems, processor-to-memory

interfaces, and network switches. Unlike parallel links, serial links transmit data and clock
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using a single wire channel, typically a differential pair to minimize electromagnetic interfer-

ence with neighboring devices. The elimination of a dedicated channel for clock transmission

removes the difficulties associated with clock skew. The use of only a single wire channel

also eliminates the bottle neck associated with data skew. Moreover, it greatly reduces the

cost associated with routing. As a result, serial links are very attractive in applications such

as block-to-block (on-chip), chip-to-chip, chassis-to-chassis, and computer-to-computer links

where the distance over which data are transmitted is large and the number of channels

available is small.

Figure 1.1: Dependence of data rate on the minimum channel length of MOS transistors.

Although the maximum transit frequency of MOS transistors has well exceeded 100 GHz,

the data rate of serial links is much lower, as evident in Table 1.1, despite the nearly linear

improvement of the maximum data rate with technology scaling, as shown in Fig.1.1. The

low data rate is mainly due to inter-symbol interference (ISI) arising from channel imperfec-

tions with limited bandwidth, reflection, and cross-talk the most critical.
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Figure 1.2: (a) Frequency response of a 30” trace on a Nelco4000-13SI board [1]. (b) Frequency
response of a 16” Tyco legancy backplane with two daughter cards [4]. (c,d) Frequency response
and impulse response of a highly reflective backplane [5] (Copyright c©IEEE).

The limited bandwidth of channels caused by the rising resistive and dielectric loss of

the channels at high frequencies gives rise to a long channel impulse response or equiva-

lently frequency-dependent attenuation, as shown in Fig.1.2(a). Reflection caused by the

impedance mismatch of channels, largely due to the inclusion of vias, connectors, and

branches in the channels, results in crests and troughs that are non-uniformly distributed over

a large number of symbol intervals in channel impulse response or equivalently sharp troughs

in frequency domain response, as shown in Fig.1.2(b) [2], [3], [4]. Note that troughs are due

to capacitive impedance mismatches. For channels with severe reflection, deep troughs ex-

ist, as shown in Fig.1.2(c,d). Crosstalk is primarily due to capacitive and inductive coupling

with neighboring devices and manifests itself as crests and troughs in the channel impulse
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response. As a result, received data symbols at the far end of the channel consist of pre-

cursors, main cursor, and post-cursors with the number of post-cursors significantly larger

than that of the pre-cursors, as shown in Fig.1.2(d). The main cursor is used for data re-

covery while pre-cursors and post-cursors need to be removed. They can be removed using

near-end and far-end channel equalization.

1.2 Objective of The Dissertation

The main objective of this dissertation is to develop a new adaptive decision feedback equal-

izer (DFE) to mitigate the channel imperfections for multi-Gbps serial links. The proposed

adaptive DFE consists of three blocks: DFE core, error detection unit (EDU), and adaptive

engine (AE). The following list highlights our intended objectives chosen for this dissertation:

1. Modify and improve a summer circuit based on noise, speed, and power consumption

to consider it as the core of the proposed adaptive DFE.

2. Create a new technique in the error detection unit (EDU) to efficiently detect the

violations of the received data symbols with minimum requirements to safely detect

the symbols at the clock and data recovery (CDR) operation.

3. Improve the schematic of EDU to minimize the power consumption.

4. Develop a new adaptive engine (AE) to update the DFE tap coefficients at Giga-bit-per

second data rate and improve the convergence time of the adaptation process.

5. Combine the proposed DFE core, error detection unit, and adaptive engine in a com-

prehensive schematic to form an adaptive DFE and validate it for the speed and power

consumption.

6. Prepare a chip layout for the proposed adaptive DFE and fabricate it using an IBM

130 nm 1.2V CMOS technology.
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1.3 Chapter Organization

The remainder of the chapter is organized as the followings : Section 1.4 addresses the ef-

fect of inter-symbol interference (ISI) on the integrity of received data signals. Section 1.5

investigates the imperfections of wire channels, in particular, finite bandwidth, reflection,

and cross-talk, and their impact on data transmission. The fundamentals of both near-end

and far-end channel equalization to combat the effect of the imperfection of wire channels at

high frequencies are explored. Section ?? provides a detailed examination of the principle,

configuration, operation, and limitation of DFE. Design challenges encountered in the design

of DFE for multi-Gbps data links including timing constraints, sampling, error propagation,

arithmetic operation, highly dispersive channels, power consumption, and techniques and

circuit implementations that address these challenges are studied. Section 2.10 investigates

the need for adaptive DFE and the principles of adaptive DFE. The performance of various

adaptive DFEs is examined and their pros and cons are compared. The chapter is summa-

rized in Section 2.11. The contributions of the dissertation are provided in Section 1.8 and

finally, the organization of the dissertation is given in Section 1.9.

1.4 Inter-Symbol Interference

Inter-symbol interference (ISI) occurs when data symbols pass through a channel of finite

bandwidth. It stretches the rising and falling times exceeding the symbol unit interval

(UI) and interferes with previous symbols creating pre-cursors and post-cursor, as shown in

Figs.(1.3) and (1.4). At a high data rate, the finite channel bandwidth caused by skin effect,

dielectric loss due to the parasitic capacitances between the channel and the substrate, the

cross-talk between the channel and its neighbors, and the reflections arising from impedance

mismatches at both near and far ends of the channel are the main channel imperfections

that contribute most ISI. Due to these effects, the received data symbol at the far end of the

channel contains a long tail reducing the opening of the received data eye.
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Figure 1.3: Pre-cursors, main cursor, and post-cursors of data symbol at the far end of a wire
channel.

Figure 1.4: Inter-symbol interference in multi symbols.

1.5 Channel Equalization

Equalization techniques are widely used to combat ISI. In wire channels, where the channel

can roughly be modeled as a low-pass filter, ISI is introduced when the data rate becomes

higher than the bandwidth of the channel. This causes the frequency spectrum of the data to
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suffer from unequal magnitude attenuation and phase shifts leading to the distortion of the

received signal [6]. Equalization is basically the process of generating a response opposite to

the transfer function of the channel. It can be implemented at the channel near end called

pre-emphasis, de-emphasis or at the channel far end known as post equalization.

1.5.1 Near-End Channel Equalization

Pre-cursors and post-cursors can be removed by boosting the high-frequency components

[7], [8] or attenuating the low-frequency components of data symbols [9], [10] prior to trans-

mission. The former increases cross-talk as cross-talk intensifies at high frequencies. The

latter reduces the power of the transmitted symbols as the power of non-return-to-zero

(NRZ) data is largely concentrated at half baud-rate frequency. Since it increases the rela-

tive strength of the high-frequency components of the transmitted signals, cross-talk is also

reduced [11]. Near-end channel equalization is often implemented using finite impulse re-

sponse (FIR) filters that introduce zeros to offset the effect of the poles of the channels [12],

[55]. For example, the first-order pre-emphasis FIR filter shown in Fig. 1.2(b) and given by

y(n) = x(n) − a1x(n − 1) where x(n) and y(n) are the input and output of the FIR filter,

respectively, has its transfer function HFIR(z) = 1 − a1z−1. Clearly it introduces a zero at

z = 0 that will impact all the poles of the channels. To demonstrate this, since ωTs << 1

where Ts the symbol time, we have z = esTs ≈ 1 + sTs. As a result,

HFIR(s) ≈ (1− a1)(
s

ωz

+ 1), (1.1)

where ωz = (1− a1)/(a1Ts). If we model the channel as a first-order low-pass, i.e. Hch(s) =

1/( s
ωch

+1) where ωch is the channel bandwidth, the transfer function of the equalized channel

is given by
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Heq(s) = (1− a1)

[
s
ωz

+ 1
s

ωch
+ 1

]
. (1.2)

It becomes apparent that if we choose ωz = ωch, the pole of the channel will be canceled

by the zero of the pre-emphasis FIR, resulting in a desirable all-pass. Also observed is that

since (1− a1) < 1, there is a loss of signal energy in pre-emphasis.

Since the characteristics of the channel are not known prior to data transmission, the

optimal tap coefficients of pre-emphasis FIR filters can only be obtained if a back channel

exists. This constraint undermines the robustness of pre-emphasis channel equalization. An-

other limitation of pre-emphasis channel equalization is its inability to remove ISI caused

by reflection and crosstalk as these ISI manifest themselves as crests and troughs rather

than uniformly sloped attenuation, as shown earlier in Fig.1.5. ISI caused by reflection and

crosstalk is typically significant when data rate is high and channels contain multiple vias,

connectors, and branches (highly reflective channels).

Figure 1.5: Near-end channel equalization with first-order pre-emphasis. The added pre-emphasis
tap shortens the duration of the received symbol thereby improving data rate.
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Pre-Emphasis Equalization

Figure1.6 shows graphically the principle of the pre-emphasis equalization at the channel

near end. The high-frequency components of the transmitted symbol are boosted prior to

transmission. The result is flattened frequency response of the received data symbol at the

channel far end and improved the serial links bandwidth.

Figure 1.6: Frequency response of an equalized channel with pre-emphasis. The high-frequency
components of data symbols are boosted prior to their transmission.

De-Emphasis Equalization

De-emphasis equalization is the other technique falls within the classification of pre-emphasis.

The principle of this technique is depicted in Fig.1.7. The low-frequency components of the

transmitted symbol are attenuated while keeping the high-frequency components intacted.

The received symbol at the channel far end is flattened. De-emphasis reduces the total

amount of the transmitted-symbol-power subsequently deteriorates the bit-error-rate (BER)

of the data link. This is because the power of the data symbol is largely concentrated at low

frequencies.
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Figure 1.7: Frequency response of an equalized channel using de-emphasis. The low-frequency
components of data symbols are attenuated prior to their transmission.

1.5.2 Far-End Channel Equalization

Far-end channel equalization also known as post-equalization combats ISI by either am-

plifying the high-frequency components of received data symbols in the analog domain or

removing post-cursors in the digital domain prior to clock and data recovery (CDR). As com-

pared with near-end equalization, post-equalization offers the ability to combat ISI caused

by reflection and crosstalk.

Linear Post-Equialization

Linear post-equalization boosts the high-frequency components of received data-symbols

with a continuous-time linear equalizer (CTLE). CTLE provides zeros to cancel out the poles

of the channels so that the equalized channel exhibits an all-pass transfer characteristic. To

demonstrate this, consider the CTLE in Fig.1.8 and neglect the capacitance of MOSFETs.

We examine three cases :

• If only Cx is considered (neglect Rx, L, and CL), the transfer function is given by
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Figure 1.8: Continuous-time linear equalizers with inductor series peaking, source degeneration,
and negative capacitors.

Vo(s)

Vin(s)
= − sRCx

sCx

gm
+ 1

, (1.3)

where gm is the transconductance of the MOSFETs. The feedback provided by Cx

adds a zero at frequency ωz = 0. The pole provided by Cx is at frequency ωp=gm/Cx.

ωp must be sufficiently higher than the half baud-rate frequency so that its impact is

negligible. The domain in which the added zero is effective in compensating the effect

of the poles of the channel is given by ωz≤ω≤ωp.

• If we consider both Cx and Rx (Neglect L andCL), the transfer function becomes

Vo(s)

Vin(s)
= − Rgm(sRxCx + 1)

(Rxgm + 1)( sRxC
Rxgm+1

+ 1)
, (1.4)
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The zero is now located at ωz = 1/(RxCx) and the pole is at ωp = 1/(Rxgm +

1)/(RxCx) ≈ gm/Cx provided Rxgm >> 1. It is evident that ωz is now tunable by

varying Cx and Rx.

• If L, Rx, Cx, and CL are all considered, the transfer function becomes

Vo(s)

Vin(s)
= −

Rgm(sRxCx + 1)( sL
R

+ 1)

(Rxgm + 1)LCL( sRxC
Rxgm+1

+ 1)(s2 + sL
R

+ 1
LCL

)
, (1.5)

It is seen from Equation(1.5) that the addition of the inductor peaking introduces an-

other zero at ωz2 = R/L. This is in addition to the zero introduced by Cx and Rx

at ωz1 = 1/(RxCx). It also introduces complex conjugate poles with natural resonant

frequency ωn = 1/
√
LCL. It is well understood that complex conjugate poles improve

bandwidth [16]. The zeros are used to cancel the effect of the poles of the channel so as

to increase the bandwidth while the complex conjugate poles improve the bandwidth

through resonance. The higher the quality factor, the larger the bandwidth improve-

ment. The addition of the negative capacitors reduces CL, which in turn boosts the

natural resonant frequency ωn subsequently the bandwidth.

The use of zeros to offset the effect of the poles of wire channels bears a strong resemblance

to the use of filtering mechanisms to compensate for the loss of wireless channels so as to

shorten channel impulse response length or equivalently improve the channel bandwidth, for

example, the time truncation of channel impulse response by filtering proposed in [17]. The

computational cost of these mechanisms, however, makes them difficult to meet the ever

stringent timing constraints of multi-Gbps serial links.
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As the received symbol is severely attenuated by the channel upon arriving CTLE, input

offset voltage compensation is also required in CTLE [66]. The order of CTLE is determined

by the attenuation of the channel and the sensitivity of the slicer. High-order CTLE can be

obtained by cascading low-order CTLEs at the cost of more power consumption [19]. CTLE

is often used in conjunction with nonlinear post-equalization with the former providing sec-

ondary channel equalization. As a result, low-order DFE can be used without sacrificing

performance [20]. CTLE has also been used as a solo post-equalizer for channels with negli-

gible reflection and cross-talk. The absence of feedback in this case allows CTLE to support

higher data rates. For example, CTLE in 130 nm CMOS enables 10 Gbps transmission

over 30 FR4 channel of -21 dB loss at half baud-rate frequency and achieves 10−13 BER

[21]. Similarly, CTLE implemented in 130 nm CMOS supports 10 Gbps transmission over

34 FR4 channel with -14 dB loss and consumes 6 mW [22]. It should be emphasized that

CTLE is only effective in removing channel loss-induced ISI and ineffective in eliminating

crosstalk/reflection-induced ISI [21].

Nonlinear Post-Equalization

Non-linear equalization is another technique of an equalization that is used at the channel

far-end prior to a clock and data recovery operation. It uses past decisions rather than

amplifying the high-frequency components or attenuating the low-frequency components of

the received symbol to mitigate ISI in the time domain. Decision feedback equalization DFE

technique is the most widely used nonlinear equalization at the far end of the channel.

1.6 Decision Feedback Equalization

Nonlinear post-equalization compensates the high frequency loss of the channel by removing

the long tail of the received symbol in the time domain. The most widely used non-linear

equalization is the decision feedback equalization (DFE) introduced by Austin in 1967 with

its basic configuration shown in Fig.1.9 [23].
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Figure 1.9: Basic configuration and operation of decision feedback equalization. Legends: UI -
Delay cell with one unit delay, vs = vin − vf is the symbol before the slicer. vref is the threshold
of the slicer, Dj=1 is the delayed version of Dj , c1,...,cN are the weighting factors of feedback taps,
Ts is the symbol time, Hj,k denote the kth post-cursor of symbol-j and H0,j the main cursor of
symbol-j.

The voltage comparator known as data slicer is clocked by the recovered clock. It samples

the difference between the current symbol and the feedback signal, and makes a Boolean

decision based on the comparison. To minimize the error in data slicing, the received symbol

needs to be sufficiently large. This is achieved by amplifying the received symbol prior to

slicing [20]. Because the amount of amplification needed in forward equalization at the far-
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end of the channel is set by the sensitivity of the data slicer, which is typically much smaller

as compared with that required for channel equalization with a linear equalizer at the near

end of the channel, the cross-talk induced by feed-forward equalization at the receiver is

minimal. The output of the slicer passes through N delay stages where N is the number of

the post-cursors of the current symbol. The output of each delay stage is multiplied by a

proper weighting factor ck such that Hk = ckDj−k holds where Hk is the kth post-cursor of

the current symbol and Dj−k is the (j − k)th past decision of the slicer. It becomes evident

that the functionality of the feedback network of DFE is to replicate the post-cursors of the

current symbol using the past decisions such that when the feedback is subtracted from the

current symbol, the post-cursors of the current symbol are removed ideally.

To illustrate how DFE removes the post-cursors of the current symbol in an intuitive way,

let us assume that the current and previous symbols at the far-end of the channel have a

main cursor, and four post-cursors. Further, let us assume that there are consecutive logic-1s

and the response of the channel to logic-1s is identical, i.e., the response of the channel has

the same main cursor and post-cursors. Assume symbol-1 has been correctly detected and

DFE is now processing the next symbol. The output of the data slicer for symbol-1 is delayed

by one unit interval (1UI), typically one symbol time, with a delay cell and then multiplied

by a proper weighting factor c1 to create H1 = c1Dj−1 where H1 is the amplitude of the

first post-cursor of the current symbol such that when subtracted from the current symbol,

the first post-cursor of the current symbol is removed, as illustrated graphically in Fig.1.9.

To remove the remaining post-cursors, an additional three delay cells and multipliers are

needed. Mathematically, if we let symbol j be vin,j, then in the discrete domain, it can be

written as

vin,j = vj +
4∑

k−1

vj−k + nj, (1.6)
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where vj denotes the main cursor of symbol j, vj−k, k = 1, 2, 3, 4 denote the four post-

cursors of symbol j, and nj denotes the noise present in the symbol and sampled at the time

when the main cursor is sampled. Note that vj−k = 0 if i < k. The output of the feedback

network is given by

vf,j =
4∑

k−1

ck +Dj−k, (1.7)

where Dj−k, k = 1, 2, 3, 4 are the four past decisions of the slicer and ck is the weight-

ing factor assigned to Dj−k. The input of the slicer is given by

ej = vin,j − vf,j, (1.8)

ej = vj +
4∑

k−1

[vj−k − ckDj−k] + nj. (1.9)

It becomes clearly that if ck is properly chosen, the term in the brackets in (1.9) will vanish,

i.e., the post-cursors of the symbol will be completely removed. Also observed is that DFE

operation has no impact on the noise present in the current symbol. Since DFE restores

square-wave-like symbols by removing the post-cursors, it is equivalent to boosting the high-

frequency components of the received symbol in the frequency domain. Although DFE has

no effect on the precursors of the current symbol, fortunately ISI is primarily caused by

post cursors. DFE is proven to be an effective, robust, and perhaps the most widely used

technique to combat ISI of Gbps data links.
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1.7 Chapter Summary

The imperfections of wire channels and their impact on data transmission were investigated.

The pros and cons of near-end and far-end channel equalizations that combat ISI were ex-

plored. A detailed examination of the principle, configuration, operation, and limitation of

DFE was provided.

1.8 Contributions of The Dissertation

The contributions of this dissertation are:

1. A comprehensive review of DFE for multi-Gbps data links is conducted. The review ex-

amines: i) The imperfection of wire channels, in particular, finite bandwidth, reflection,

and cross-talk, and their impact on data transmission. ii) The fundamentals of both

near-end and far-end channel equalization to combat the effect of the imperfection of

wire channels at high frequencies. iii) Design challenges encountered in design of DFE

for multi-Gbps data links including timing constraints, sampling, error propagation,

arithmetic operation, highly dispersive channels, power consumption, and techniques

and circuit implementations that address these challenges. iv) The need for adaptive

DFE, the principles of adaptive DFE, the performance of various adaptive DFEs and

their pros and cons.

2. A two-dimensional hexagon eye-opening monitor (EOM) for Gbps serial links is pro-

posed. As compared with rectangular EOM, the proposed EOM provides a tightened

control of data jitter at the edge of data eyes and eliminates unnecessary errors flagged

by the rectangular EOM. Moreover, it is able to recognize the severity of the errors.

This allows the adaptive engine to provide variable step-size for updating DFE tap

coefficients and reduces the convergence time of the adaptation process.
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3. A power-efficient two-dimensional on-chip EOM for Gbps data links is proposed. The

proposed EOM employs the half pattern of hexagon and rectangle EOMs to detect the

violation of received data signals with the minimum required detection at the clock

and data recovery (CDR) operation. As compared with full hexagon and rectangular

EOMs, the proposed EOM eliminates half of the required comparators while keeping

the same accuracy of error detection.

4. A hexagon EOM-based variable step-size adaptive DFE for multi-Gbps data links is

proposed. The proposed adaptive DFE utilizes a half-hexagon EOM to detect the error

of the received data signals. The step size used in search for the optimal tap coefficients

of DFE is set by the severity of the violation of the pre-defined minimum eye-opening

by received data symbols so as to achieve both a fast convergence of adaption and the

maximum eye-opening. The effectiveness of the proposed adaptive DFE is evaluated

by embedding it in a 1 Gbps serial link implemented in an IBM 130 nm 1.2V CMOS

technology. For the purpose of comparison, an adaptive DFE with a rectangular EOM

is also designed and included in the same data link. Simulation results demonstrate that

the proposed adaptive DFE maximizes the eye-opening of received data symbols. Also,

it outperforms the adaptive DFE with a rectangular EOM by reaching the convergence

approximately 4 times faster.

5. A jitter-based adaptive decision feedback equalizer for high-speed serial links is pro-

posed. The adaptation in search for the optimal tap coefficients of DFE is set by the

detection of the violation of the maximum allowable jitter by the received data.

1.9 Organization of The Dissertation

The dissertation is organized in 7 chapters. Chapter 1 provides a comprehensive review of

decision feedback equalization for multi-Gbps data links. In the chapter, we examine the

effect of iner-symbol interference on the integrity of received data signal, the imperfections of

wire channels, in particular, finite bandwidth, reflection, and cross-talk, and their impact on
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data transmission. Also, in this chapter, we reveal a detailed examination of the principle,

configuration, operation, and limitation of DFE. Design challenges encountered in design

of DFE for Gbps data links and techniques and circuit implementations that address these

challenges address in Chapter 2. Chapter 3 proposes a two-dimensional hexagon EOM for

Gbps data links. We show that the proposed EOM outperforms diamond and rectangular

EOMs for a better error detection and shorter adaptive time. A power efficient hexagon

EOM is presented in Chapter 4. Chapter 5 presents an adaptive decision feedback equalizer

utilizing the proposed hexagon EOM for detecting errors. In Chapter 6, a maximum jitter

based decision feedback equalizer is proposed. Chapter 7 concludes the dissertation and

outlines future works.
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Table 1.1: Data rate of serial links utilizing decision feedback equalization. Channel loss is
measured at half baud-rate frequency.

Ref. Tech. Channel loss Data rate Tx Rx BER

[68] 130 nm -8 dB 3.7 Gbps – 3 IIR 10−12

[34] 130 nm -21 dB (36” FR4) 6.25 Gbps – 5-tap 10−15

[30] 130 nm -18 dB (33” FR4) 9.6 Gbps 2-tap CTLE/1-tap 10−15

[11] 130 nm -18 dB (30” FR4) 6.4 Gbps 4-tap 5-tap 10−15

[15] 130 nm -12 dB (26” FR4) 5 Gbps – 1-tap –
[20] 130 nm – (40” FR4) 6.4 Gbps 2-tap 4-tap 2× 10−15

[31] 90 nm -6.2 dB (10” SMA) 6.0 Gbps – 2-tap 10−12

[45] 90 nm -12 dB (16” Tyco) 7.0 Gbps – 2-tap 10−13

[69] 90 nm – (18” BP) -7.5 Gbps – 10-tap 10−12

[29] 90 nm -33 dB (16” FR4) 10 Gbps 4-tap 5-tap 10−12

[66] 90 nm -25.4 dB (29” FR4) 10.3 Gbps 2/3-tap CTLE/1-tap 10−13

[70] 90 nm -25.4 dB (15” FR4) 10 Gbps – 2-tap 10−12

[71] 90 nm -32.7 dB (5.5” FR4) 6 Gbps – 1-tap & IIR 10−12

[72] 90 nm -14 dB (20” Nelco) 15 Gbps – 1-tap 10−13

[75] 65 nm -16 dB (30” PCB) 11 Gbps 3-tap 5-tap 10−15

[25] 65 nm -21 dB (50” Nelco) 10 Gbps – 1-tap & IIR 10−12

[19] 65 nm -24 dB (28” FR4) 8.5 Gbps – 3-tap –
[58] 65 nm -24 dB (12” PCB) 12.5 Gbps 4-tap 2-tap FFE/5-tap –
[56] 65 nm -13.3 dB (34” FR4) 5 Gbps – 1-tap 10−12

[74] 65 nm -13.3 dB (34” FR4) 5 Gbps – 1-tap 10−12

[76] 65 nm -13.3 dB (16” FR4) 21 Gbps 3-tap 1-tap 10−12

[42] 65 nm -22.3 dB (14” FR4) 20 Gbps – CTLE/1-tap 10−12

[77] 45 nm -21 dB (50” Nelco) 10 Gbps – DFE-IIR 10−12

[78] 45 nm -25 dB (18” FR4) 15 Gbps – 2-tap 10−12

[79] 45 nm -32 dB (40” Nelco) 16 Gbps 3-tap 12-tap 10−15

[80] 45 nm -25 dB (20” PCB) 19 Gbps – 4-tap FFE/5-tap 10−13

[81] 40 nm -10 dB (3” FR4) 16 Gbps – 1-tap 10−12

[82] 40 nm -15 dB (3” FR4) 20 Gbps 1-tap CTLE/1-tap 10−12

[83] 40 nm -34 dB (24” FR4) 16 Gbps 3-tap 14-tap 10−12

[84] 40 nm -20 dB (8” FR4) 23 Gbps 2-tap CTLE/1-tap 10−12

[85] 32 nm -25 dB (14” PCB) 11.8 Gbps 3-tap 4-tap 10−12

[86] 32 nm -27 dB (39” PCB) 12.5 Gbps – CTLE/8-tap 10−12

[87] 32 nm -35 dB (15” PCB) 28 Gbps 4-tap CTLE/15-tap 10−13

[88] 28 nm -33 dB BP 12.5 Gbps 5-tap CTLE/3-tap 10−15
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Chapter 2

Design Challenges in DFE

This chapter provides design challenges encountered in the design of DFE for multi-Gbps

data links including timing constraints, sampling, error propagation, arithmetic operation,

highly dispersive channels, power consumption, and techniques and circuit implementations

that address these challenges. In the chapter, we investigate the need for adaptive DFE

and the principles of adaptive DFE. Finally, we addres the performance of various adaptive

DFEs and their pros and cons.

2.1 Bit Error Rate Test

The performance of serial links is primarily quantified by Bit Error Rate (BER) obtained by

transmitting a Pseudo-Random Bit Stream (PRBS) to the channel and recording the number

of transmission errors, typically BER = 10−12 is required. Transmission errors are obtained

using a PRBS checker that compares the transmitted bits with the corresponding received

bits. Although PRBS7 (7-bit PRBS ) has been used [25], they are primarily for testing serial

links with 8B/10B encoded data. PRBS31 (31-bit PRBS ) that provides a sufficient tran-

sition density is preferred especially for those using 64B/66B encoded data. PRBS can be

generated using Linear Feedback-Shift Registers (LFSR), although parallel PRBS generators

are also available [26]. Since the data eye-opening is typically maximized at the center of

the data eye where BER is minimized and gradually levels off towards the edges of the data
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eye where BER climbs, the horizontal eye-opening at a given BER, for example 10−8 [27],

10−9 [25] or 10−10 [86], is usually used as a figure-of-merit to quantify the performance, as

shown in Fig.2.1. The bathtub curves are obtained by varying the sampling instant within

One Unit Interval (One UI) while evaluating BER for each sampling instant [29]. It is seen

that BER is minimized at the center of the data eye and gradually levels up when sampling

instant moves away from the center towards the edge of the data eye.

Figure 2.1: Dependence of horizontal eye-opening on BER.

2.2 Timing Constraints

The operation performed by DFE including the delay of the previously recovered data, the

multiplication of the recovered data by an appropriate weighting factor, the subtraction of

the feedback signal from the current symbol, and data slicing must be completed in one UI,

i.e., before the arrival of the next symbol. Since there is only one UI between the arrival of

the current symbol and tap-1 feedback is allowed, tap-1 delay loop bears most of the timing
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constrain. It becomes increasingly difficult to complete delay, multiplication, subtraction,

and data slicing operations within one UI when data rate is high. An effective way to over-

come this difficulty is to feed the error signal, i.e., the difference between the signal from

the preceding forward equalizer and the feedback signal, to two identical slicers that are in

parallel and operated simultaneously, for possible feedback signals, i.e. H1. As shown in

Fig.2.2, the decisions of the slicers are then multiplexed by a 2-to-1 multiplexer with the

select signal the previous decision [30].

Figure 2.2: Tap-1 feedback is implemented using loop-unrolling.

This approach was originally proposed by Kasturia et al. [31] and is known as loop unrolling,

speculation, look-ahead [32], or partial-response [33]. Since the multiplication, subtraction,

and slicing can be conducted without waiting for the delay and the delay of 2-to-1 multiplex-

ing is small, the stringent timing constrain on tap-1 feedback loop is greatly relaxed. The

use of loop unrolling, however, is typically limited to tap-1 only simply because the number

of slicers increases exponentially with the number of taps.

As pointed out in [34], the delay of the regenerative-configured slicer will be overly long

once its input is small. To reduce the delay of the slicer, the insertion of an auxiliary am-

plifier between the forward equalizer and the slicer is proven to be beneficial. The speed

gained from the insertion of the auxiliary amplifier overwhelms the delay of the auxiliary

amplifier itself. To relax timing constraint and lower power consumption, the half-rate ap-
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proach where all units of the DFE are operated at only half the data rate is widely favored,

as depicted graphically in Fig.2.3. Two identical DFE paths are driven by a non-overlapping

clock whose frequency is only half that required for the data rate as the two paths operate in

an interleaved manner [11]. The relaxed timing constraint not only greatly simplifies design

but also lowers power consumption. The timing constraint can be further relaxed using a

quarter-rate approach with further reduced power consumption at the cost of power and

silicon consumption [31].

Figure 2.3: Half-rate decision feedback equalization. Tap-1 is implemented using loop-unrolling
while the remaining taps are implemented using direct feedback. Note that complementary clocks
are used for upper and lower paths of DFE.

2.3 Timing Alignment

The removal of the post-cursors of the current symbol is achieved by subtracting the weighted

past decisions from the current symbol. This approach is effective only if the characteristics

of the channel does not change over N consecutive UIs, where N is the number of the taps

of DFE. If there exists a timing alignment error between the post-cursors of the current

symbol and the feedback signal, the post-cursor will not be removed completely even though
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the amplitude of the feedback signal is identical to that of the post-cursor, as illustrated

graphically in Fig.2.4 where a DFE with 2 taps is shown. As can be seen that the timing

error of the delay stages ∆Ts where Ts is the symbol time, i.e. Ts=UI, will give rise to a

Figure 2.4: Post-cursor cancellation error due to timing error of delay stages.

∆Hk≈
[
∂vin
∂t

]
t=kTs

∆Ts (2.1)

feedback error ∆Hk. When subtracted from the current symbol, ∆Hk of the kth post-

cursor of the current symbol will remain. Clearly ∆Hk is directly related to ∆Ts and the

profile of the impulse response of the channel.

Since the feedback signal passes through a train of delay stages whose delay is subject to
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the effect of process spread, voltage fluctuation, and temperature variation (PVT), a timing

alignment error between the incoming signal and the DFE feedback at the input of the slicer

will exist. One solution for this is to clock all delay stages, as shown in Fig.2.3. This,

however, might become difficult when data rate is high. Also, the delay of vf consists of the

delay of the delay stages and that of the summer. The delay of the summer is not controlled

by the clock.

In [6], a variable delay block whose input is the recovered clock and whose output controls

the delay stage and the operation of the summer of the DFE was used. The delay of the

delay stage is adjusted in a training phase. A training sequence is used prior to the normal

operation to allow the receiver to adjust the delay of the delay blocks such that the timing

error between the input and the DFE feedback is minimized.

2.4 Error Propagation

If an erroneous decision is made by the slicer, for example, the slicer outputs a logic-0 even

though it supposes to output a logic-1, the summer will subtract a weighted decision from the

current symbol even though it supposes to add the weighted decision to the current symbol.

Clearly the error will impact the next decision of the slicer. The error of the slicer will also

propagate through the delay chain and affect the remaining DFE operations, as illustrated

in Fig.2.5 where the response of a channel with 1 post-cursor is used to demonstrate the

effect of the error of data slicing on the removal of the post-cursors. This error propagation

characteristic of DFE is an intrinsic drawback of DFE -based channel equalization. To mini-

mize the possibility of slicer errors, at least three approaches are at our disposal. The first is

to sample the incoming signal multiple times and the correct decision is made from majority

voting [35]. This approach, though effectively, might become difficult and also costly when

data rate is high. Second, the error of the data slicer can also be reduced using current- inte-

grating where the incoming signal is integrated over a capacitor and the resultant capacitor

voltage is sampled at the end of integration phase [36]. Current-integration essentially forms
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a low-pass filter capable of filtering out spikes whose duration is much smaller as compared

with UI. For disturbances with a large duration, its effectiveness diminishes. Finally, the

error of the slicer can be minimized if the incoming signal is sufficiently large.

Figure 2.5: Error in data slicing affects the removal of post-cursors.

This can be achieved by pre-amplifying the signal at the far-end of the channel prior to

slicing, i.e. feed-forward equalization.

2.5 Calibration of Slicer

The slicer is typically implemented using a re-generative configuration where a pair of cross-

coupled inverters is used for speed improvement during latching and noise rejection when

latch is established, as shown in Fig.2.6 [37]. When φ = 0, the regenerative mechanism is

disabled and the input and output of the cross-coupled inverters are set to be equal, driv-

ing the operating point of the inverters to the transition region where its voltage gain is
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maximized. The input and reference voltage, in the mean time, are sampled by the input

capacitors of the slicer. In the following phase where φ = 1, the re-generative mechanism is

activated and the voltage sampled in the previous phase is sensed by M2 −M5.

Figure 2.6: Clocked re-generative sense amplifier as slicer [37].

Depending upon the polarity of vin − vref , the output of the slicer will be set. The re-

generative mechanism ensures that the delay of the slicer is minimized. Transistor M6

ensures that when closed, the identical transistorsM2 and M5 will have the same input ca-

pacitance. M11, when closed, forces the cross-coupled inverters to set their operating point

to the transition region where a maximum voltage gain exists. Transistors M12 and M13,

then closed, force the output of the slicer to be at logic-1.

As pointed out earlier that post-cursor elimination is critically affected by the correctness

of the decision of the slicer. If the slicer makes an erroneous decision, the erroneous decision

will propagate down the delay chain and affect other feedback taps. Whether the slicer will

make a correct decision or not largely depends upon the threshold sensing of the input signal.

Clearly a safe margin between the input and the threshold of the slicer is therefore needed
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in order to minimize the error of the slicer.

Since the signal at the far end of the channel is severely attenuated due to the loss of the

channel, the input offset voltage of the slicer must be sufficiently small in order for the slicer

to pick up the severely attenuated signal and make a correct decision. It was shown in [66],

the BER of a slicer with an input offset voltage Vos is given by

BER≈1

2
Err

Vm − Vos√
V 2
n

 , (2.2)

where V̄ 2
n is the input-referred noise power, Vpp is the peak-to-peak voltage swing of the

input, and Err(x) = 1/
√

2π

∫ ∞
x

e−u
2/2du is the error function. The input offset voltage

directly affects the BER. Large input devices are preferred from a low input offset voltage

point of view as the mismatch-induced input-voltage offset is inversely proportional to the

dimension of the transistors [39]. Small input devices, on the other hand, are favored from

a low input capacitance subsequently a high operation speed point of view, however, at the

cost of deteriorating input offset voltage. This configuration works well with the half-rate

DFE depicted earlier. The calibration of the slicer, specifically, the removal of the effect of

input offset voltage, prior to any data-slicing operation is inarguably mandatory. In [30], a

background calibration method was used to calibrate slicers. Specifically, two identical slicers

are employed in parallel. The input of one slicer is connected to the input for sensing (on-

line slicer) while that of the other slicer is connected to a reference voltage for calibration

(off-line slicer) [15]. The on-line slicer and the off-line slicer are operated in an interleaved

manner such that the slicer that is online is always properly calibrated. The calibration of

the offline slicer can be accomplished using conventional auto-zero techniques to remove the

effect of the input offset voltage. The effect of the input offset voltage of the slicer can also

be compensated by using the dynamic offset control technique proposed in [40] to avoid the

power penalty of the current array-based offset compensation [41] and the speed penalty of
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capacitor array-based offset compensation [42]. In [43], a novel digital offset compensation

technique was proposed for limiting amplifiers of optical communications. The method de-

tects the effect of the offset voltage on the duty-cycle of the output and utilizes the detected

duty-cycle imbalance to adjust the biasing currents so as to eliminate the duty-cycle im-

balance subsequently the offset effect. The method avoids the deployment of compensation

capacitors at the input of the limiting capacitors subsequently its detrimental impact on

speed.

2.6 Delay Cells

Delay cells play a critical role in DFE. The performance of delay cells is governed by three

design constrains: shortest delay due to ever reduced UI, delay tunability, and power con-

sumption. The propagation delay of delay cells is UI. This constrain excludes familiar static

logic delay cells.

Figure 2.7: (a) Clocked re-generative sense amplifier as delay cell [25], (b) Clocked current-mode
delay cells [44].

High-speed delay cells and techniques typically used for speed enhancement such as inductor
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peaking and re-generation are widely used in design of delay cells. Delay tunability is needed

to ensure that the feedback and the signal from the preceding forward equalizer are in phase

so that a proper subtraction of the feedback from the current symbol can be executed to

remove the post-cursors of the current symbol. Any timing error between the feedback and

incoming signal will undermine the effectiveness of DFE, as depicted in detail earlier in Sec-

tion 2.3. Minimization of the power consumption of delay cells is also critical especially when

the large number of delay cells is used. Current-mode delay cells with a tunable propagated

delay are typically preferred, however, at the expense of static power consumption. Fig.2.7

(a) is a delay stage that uses two-stage re-generation to reduce the time delay [25]. Fig.2.7

(b) is a current-mode delay cell with both re-generation and inductor shunt peaking for delay

reduction [44].

2.7 Arithmetic Operation

Both multiplication and summation operations are needed in DFE. Not only these oper-

ations must be completed within one UI, the result must be stable prior to any slicing

operation. Multiplication of a past Boolean decision by a weighting factor is most efficiently

implemented using current-steering configurations, as shown in Fig.2.8.

The delay of the summer usually dominates the speed of arithmetic operation due to the

large number of feedback taps [11]. Current mode summation is the most widely favored over

its voltage mode counterpart due to its ease of implementation and high-speed operation.

The speed of the current-mode resistor-load summer shown in Fig.2.8 (without inductors)

is set by the time constant of the current summation node. Since Vin is attenuated, the

transistors driven by Vin are operated in saturation whereas those in the tap stages are op-

erated in an ON/OFF mode. Lowering the load resistance R reduces the time constant,

however, at the cost of reduced output voltage swing. As the output of the summer directly

feeds the slicer, a large output voltage of the summer is essential to minimize slicer error.

Increasing the dimension of the input transistors improves output voltage swing, it, however,
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also reduces the speed. One effective way to speed up the summer without reducing the load

Figure 2.8: Current-mode summer with resistive load.

resistance is shunt inductor peaking, as shown in Fig.2.8 [42]. In [45], a current-integrating

summer shown in Fig.2.8 was proposed. To improve speed, source degeneration is widely

adopted. The load resistors are replaced with PMOS transistors operated in an ON/OFF

mode. In the reset phase, PMOS transistors are switched on and the load capacitors are

charged to the supply voltage. During the following integration phase, PMOS transistors are

switched off and the capacitors are discharged by the tail current sources representing the

feedback taps. To eliminate the effect of Vin during discharge, Vin is disconnected from the

gate of the input transistors [5]. The current-integrating summer offers the key advantage of

reduced power consumption because there is no static current flowing from VDD to ground

in both the reset and integrating phases [27]. The speed of the current-integrating summer

can be further increased by replacing current feedback taps with capacitive charge feedback,

as shown in Fig.2.8, with capacitance proportional to DFE tap coefficients [86]. To further

reduce power consumption, switched-capacitor summers were proposed [46]. Since complex

clock schemes are needed for their proper operation, switched-capacitor summers are typi-

cally used to perform the summation of the first-tap with the rest of the taps implemented
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using the current-integrating approach depicted earlier.

2.8 Channels with Severe Dispersity

The impulse response of severely dispersive channels stretches over a large number of symbol

intervals, as seen in Fig.1.2(d). To equalize these channels, a large number of taps is needed,

resulting in excessive power and silicon consumption. Efficient DFE with a small number of

taps without sacrificing performance is highly desirable.

DFE with an analog IIR (Infinite-Impulse-Response) filter uses an analog IIR filter to

mimic the response of the channel such that when subtracted from the response of the

channel, the tail is removed without using a large number of DFE taps [25]. This approach

works well for highly dispersive channels.

The characteristics of channels with severe reflection, however, differ from those of chan-

nels with high loss but insignificant reflection. The impulse response of these channel typi-

cally have post-cursors that reside far away from the main cursors. The post-cursors between

the dominating post-cursors typically immediately following the main cursor and reflection-

induced post-cursors are often insignificant, leading to sparsity in post-cursor distribution.

Although there are many effective means to equalize sparse wireless channels [47], these

approaches cannot be adopted for wire channels due to the need for excessive computation

subsequently long latency. Equalization of these channels requires a long fixed-tap DFE even

though many of the taps corresponding to the insignificant post-cursors between the main

cursors and the remotely placed post-cursors are insignificant, resulting in excessive power

and silicon consumption. Floating-tap DFE proposed by Zhong et al. is an elegant technique

effective in combating reflection-induced post-cursors located far away from the main cursor

[4]. In this approach, a number of fixed-taps are used to remove dominant post-cursors

located close to the main cursor. In addition, a number of floating-taps whose locations are

not fixed but rather determined by an optimization algorithm that yields the largest tap

coefficients subsequently the best performance are used to remove reflection-induced post-
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cursors. Although extra computation is needed, this additional cost is well justified by the

elimination of the remote post-cursors.

2.9 Power Consumption

The power consumption of a decision feedback equalizer consists of the power consumption

of the slicer, the delay units, and the summer. The power consumption of the summers

is significant due to their current-mode configuration. When loop-unrolling is employed,

additional power consumption exists. The DFE-IIR examined earlier offers an attractive

means to reduce power consumption, especially for highly dispersive channels. In [55], a

soft-decision DFE was proposed to replace loop-unrolling and dynamic feedbacks without

sacrificing speed. Instead of employing two slicers and other logic circuits, soft-decision DFE

uses sample-and-hold before the summation and latches after the summation to perform

channel equalization.

2.10 Adaptive Decision Feedback Equalization

DFE reduces the post-cursors of the current symbol by adjusting the tap coefficients of the

DFE FIR filter so that the subtraction of the feedback from the current symbol will result

in the complete elimination of its post cursors. The choice of the optimal number of the

taps of the FIR filter and the coefficient of each tap should therefore be made in the consid-

eration of the required BER and power consumption of the data link. The variation of the

characteristics wire channels requires an adaptive DFE where the tap coefficients of DFE are

set automatically in accordance with the characteristics of the channels. Although adaptive

DFE for low-speed wire-line communications such as telephony and cable TVs has been

studied extensively, adaptive DFE for Gbps data links over wire channels and their silicon

realization are still in its infancy. A number of novel algorithms, architectures, and silicon

implementations of adaptive DFE for Gbps data links emerged recently. In this section, we
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examine the adaptive DFE algorithms that are widely used for Gbps serial links.

2.10.1 Least-Mean-Square Adaptive DFE

Least mean square (LMS) adaptation updates the DFE tap coefficients in such a way that

the power of the error between the output and input of the slicer is minimized, i.e. minimize

||Dj − vs,j||, as shown graphically in Fig.2.9 and architecturally in Fig.2.10.

Figure 2.9: Least-mean-square adaptive DFE.

The tap coefficients ck in step k of DFE are updated using [48]

cj,k+1 = cj,k + hεkvk−j, (2.3)

where h is the step size used to adjust the tap coefficients. LMS is difficult to implement
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Figure 2.10: Configuration of SS-LMS adaptive DFE.

due to the need for the value of εk and signal vk−j that can only be obtained using ADCs.

Sign-sign LMS (SS-LMS) where only the sign of εk and vk−j are used is proven to be an

effective alternative

cj,k+1 = cj,k + hsign(εk)sign(vk−j), (2.4)

sign(εk) and sign(vk−j) can be obtained conveniently using slicers. Since SS-LMS searches

for the optimal tap coefficients based on the binary decision of the sign of εk and vk−j, the

final optimal value of the tap coefficients will fluctuate in the vicinity of the optimal taps. In

practice, a smaller h is typically used by SS-LMS to reduce the fluctuation. The convergence

time of SS-LMS, however, will be shorter as compared with regular LMS.
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2.10.2 Eye-Opening Adaptive DFE

The opening of data eyes reflects the effect of the imperfections of the channel over which

data are transmitted. It is a measure of the quality of the data link and can therefore be

used to guide the search for the optimal parameters of DFE to maximize eye-opening. The

optimal tap coefficients should result in the maximum eye opening [34]. The quality of a

data eye is quantified by a number of parameters such as vertical eye-opening, horizontal

eye-opening, and eye-edge jitter, as shown in Fig.2.11.

The eye-opening of the signal at the input of the slicer can be captured using an on-

chip eye-opening monitor (EOM). On-chip eye-opening monitors can be loosely classified

into (i) 1-dimensional eye-opening monitors, (ii) 2-dimensional eye-opening monitors, (iii)

data edge-based eye-opening monitors, and (iv) multi-sampling eye-opening monitors. A

1-dimensional eye-opening monitor quantifies the opening of data eyes by either the vertical

or horizontal dimension of the eye with the vertical opening the most widely used due to the

ease of measurement [49]. The underlining principle of 1-dimensional EOM- based adaptive

DFE is that the input of the slicer is compared with two reference voltages representing the

desired vertical eye opening at the sampling instant by an error sampler [53]. The sign of

the result of the comparison is used to adjust DFE tap coefficients so as to maximize the eye

opening, as shown in Fig.2.12. They are the simplest in term of hardware and consume the

lowest power. The horizontal eye-opening can be determined from oversampling the received

data symbol. This, however, is at the cost of high silicon and power consumption [27].

Improvements were made in [50] where both the edges and the center of the data eye are

used to quantify the opening of the data eye. A 2-dimensional monitor quantifies the eye-

opening by measuring the dimension of the eye in both the vertical and horizontal directions

[51]. This is the most widely used eye-opening monitors and required moderate hardware and

power. Data edge-based eye-opening monitors quantify the eye-opening by examining the

edges of data eyes (zero-crossing) using multiple samples [52]. They are power consuming.

Multi-sampling eye-opening monitors scan data eyes both vertically and horizontally with a

large number of samples per bit time. They are most comprehensive but at the highest cost
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Figure 2.11: Eye-opening monitors.

of silicon and power.

Figure 2.12: 1-dimensional Eye-opening adaptive DFE [53].

2.10.3 Jitter-Based Adaptive DFE

The intrinsic relation between the vertical and horizontal openings of data eyes reveals that

minimizing timing jitter at the edges of the eye will also maximize the vertical opening of the
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data eye subsequently, as illustrated graphically in Fig.2.13. To illustrate this, we represent

the eye-diagram with zero jitter with a sinusoid vs(t) = Vmsin(ωst) where ωs = π/Ts, as

shown in Fig.2.13. We further assume that the eye-diagram with non-zero jitter is simply

the down-shifted version of the one without jitter, i.e. v̂s(t) = Vmsin(ωst) − ∆Vm, where

∆Vm is the variation of the amplitude due to timing jitter. It is straightforward to show

that ∆τ = Ts/πsin−1 (∆Vm/Vm). If ∆τ � Ts, we have ∆τ ≈ Ts/π (∆Vm/Vm). It is evident

that ∆Vm is directly proportional to ∆τ . In [54], a jitter-based eye-opening monitor was

proposed. The transition edge of data eyes is sampled by a number of samplers, as shown in

Fig.2.13. XOR gates are used to determine the location of the transition edges and counters

to record the number of transitions at each sampling position.

Figure 2.13: Relation between vertical opening and edge jitter.

An edge-transition histogram is generated. Measurement results demonstrate that the larger

the eye opening, the more narrow the histogram. Since the quality of the obtained histogram

depends upon the number of samplers, this method is power hungry. Also, it becomes dif-

ficult to employ multiple samplers when data rate is high. To simultaneously minimize the

timing jitter and maximize the vertical opening, a dual-mode adaptive DFE was proposed

[55]. The dual-mode DFE consists of a data DFE and an edge DFE with the former maxi-

mizing the vertical opening and the latter minimizing the timing jitter. The edge adaptive

DFE reduces the eye-edge timing jitter by 30% without sacrificing vertical opening.
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2.10.4 Comparison

The preceding presentation of EOM-based adaptive DFE, jitter-based adaptive DFE, and

ADC-based adaptive DFE, reveals the following intrinsic advantages of these adaptive DFE

as compared with LMS adaptive DFE :

1. EOM and jitter based adaptive DFE allow designers to freely set the constraints with

which the optimization algorithms must satisfy. These constraints such as vertical and

horizontal eye-openings and timing jitter are directly related to BER of data links.

2. Multiple constraints such as eye-opening and timing jitter at the edges of data eyes can

be imposed simultaneously to obtain significantly improved performance, as demon-

strated in [55].

3. The constraint of optimization constrain is entirely set by users. For example, in [59],

a hexagon two-dimensional EOM was proposed to provide better measurement of the

minimum data eye so as to provide an improved two-dimensional EOM adaptive DFE.

4. The step size of EOM adaptive DFE can be set adaptively in accordance with the level

of the severity of the violation of the minimum eye-opening or timing jitter so as to

provide improved adaptivity and performance, as demonstrated in [49].

2.11 Chapter Summary

Design challenges encountered in DFE for multi-Gbps data links including BER, timing

constraints, error propagation, arithmetic operation, sampling, and delay cells, and circuit

techniques addressing these challenges were studied. The need for and the principle of

adaptive DFE were also investigated.
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Chapter 3

2-Dimensional Hexagon Eye-Opening
Monitor

This chapter presents a new two-dimensional on-chip EOM for Gbps serial links. A review

of the state-of-the-art of on-chip EOMs is provided and their pros and cons are investi-

gated. A new hexagon two-dimensional EOM that outperforms the widely used rectangular

two-dimensional EOMs is introduced and the implementation details are presented. The

effectiveness of the proposed EOM is evaluated by embedding it in a serial link implemented

in an IBM 130 nm 1.2V CMOS technology. For the purpose of comparison, a rectangular

two-dimensional EOM is also included in the same data link. The data link with variable

channel length and attenuation is analyzed using Spectre from Cadence Design Systems with

BSIM 4 device models and results are presented.

3.1 Eye-Opening Monitors

Traditionally, the eye diagram of the received data is obtained using a pattern generator at

the transmitter to generate a random bit stream and an oscilloscope at the receiver to cap-

ture the received data stream. This is costly especially when data rate is high. In addition,

it cannot provide real-time feedback signals needed to adjust the parameter of equalizers.

Pattern generators have widely been replaced with an on-chip pseudo-random bit-stream

generator [60]. Recently, on-chip EOMs capable of providing the eye opening or even the
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complete eye diagram of the received data so as to allow the real-time adjustment of the pa-

rameters of channel equalizers to achieve optimal performance emerged [59]. On-chip EOMs

can be loosely classified into one-dimensional EOMs, two-dimensional EOMs, jitter-based

EOMs, and eye-pattern monitors.

3.1.1 One-Dimensional EOMs

A one-dimensional EOM quantifies the quality of data eyes by the vertical dimension of the

eye [61]. The voltage at the center of the eye td is compared with VH and VL quantifying the

maximum and minimum vertical openings of the eye respectively, as shown in Fig.3.1 [53].

If v(td) < VH and v(td) > VL, an error i.e. a violation of the minimum vertical opening of

the data, is detected. Otherwise, no error is detected. Counters can be used to record the

number of errors at the upper and lower boundaries of the eye separately.

Figure 3.1: One dimensional EOM quantified by VH and VL at td vertically. Two-dimensional
EOM quantified by VH and VL vertically and t1 and t2 horizontally.
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3.1.2 Two-Dimensional EOMs

A two-dimensional EOM quantifies the eye-opening by measuring both the vertical and hor-

izontal dimensions of data eyes, as shown in Fig.3.1 with t1 to the left and t2 to the right,

VH for the maximum voltage, and VL for the minimum voltage [51]. Since td is determined

by clock recovery, t1 and t2 can be chosen for the desired horizontal opening of the eye

by phase-shifting td. VH and VL represent the threshold voltages that are depicted for two

comparators at t1 and t2 to measure the violation of received data symbol with the required

detection at the clock and data recovery operation.

3.1.3 Jitter-Based EOMs

The preceding two-dimensional EOM uses a rectangular to define the minimum eye opening.

It does not take into the consideration of the relation between the vertical opening of the

eye and the jitter of the data. Jitter at the edge of the eye reduces the vertical opening of

the eye subsequently deteriorates BER, as illustrated graphically in Fig.3.2.

Figure 3.2: Relation between vertical opening and edge jitter.

To find out the relation between the data jitter and the vertical eye-opening, we approximate

the waveform of the received symbol of zero data jitter with vs(t) = Vmsin(ωst), as shown
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in Fig.3.2 (the dotted curve). We further assume that the eye-diagram with jitter (the solid

curve) is simply the up/down-shifted version of that without jitter (the dashed curve). In

this case the received symbol becomes vs(t) = Vmsin(ωst)−∆Vm, where ∆Vm is the variation

of the amplitude caused by data jitter ∆τd. It is straightforward to show that

∆τd =
Ts
π

sin−1
(

∆Vm
Vm

)
. (3.1)

If ∆τd � Ts, Eq.(3.1) becomes

∆τd ≈
Ts
π

(
∆Vm
Vm

)
. (3.2)

It is evident that ∆Vm is proportional to ∆τd. The larger the data jitter ∆τd, the larger

the amplitude variation ∆Vm, and the smaller the eye-opening. Jitter-based EOMs indeed

can be used to monitor the vertical opening of the eye. Jitter-based EOMs quantify the

eye-opening by only examining the data jitter using multiple samples across the edge of the

eye without evaluating the vertical opening of the eye [54],[50]. The transition edge of the

eye is sampled by a number of samplers and a set of XOR gates with their inputs from two

adjacent samplers are used to determine the exact edge of the eye. Counters are used to

record the number of transitions at each sampling position and an edge-transition histogram

is generated. The larger the eye opening, the narrow the histogram. The histogram provides

an effective measure of the eye-opening. A key advantage of this approach that since the

detection of the eye edge is also needed in clock recovery operation, the circuitry for clock

recovery serve two distinct purposes : recover the clock and monitor eye-opening simultane-

ously. In [55], a dual-mode adaptive DFE was proposed to simultaneously minimize the jitter
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at the edge of the eye and maximize the vertical opening of the eye. The dual-mode DFE

consists of a data DFE and an edge DFE operated independently. The former maximizes

the vertical opening whereas the latter minimizes the jitter.

3.1.4 Eye-Pattern Monitors

The preceding EOMs cannot provide the information on the actual shape of data eyes. The

information is often wanted in the virtual inspection of the eyes. To capture the pattern of

the eye, the brute-force approach that samples the data eye from the left edge to the right

edge of the eye in a sweeping mode can be employed. The eye-pattern monitor proposed

by Noguchi et al. samples the data eye in 128 steps per symbol time [62]. Since multiple

sampling clocks are needed, precision phase shifters and phase interpolation are needed to

blend in-phase and quadrature-phase to yield a fine phase resolution. An similar approach

was adopted by Altera Corp. in its EyeQ (Eye-Quality) monitors [60]. Table 3.1 lists some

of recently reported on-chip EOMs.

Table 3.1: Eye-opening monitors

Ref. Tech. EOM Data rate Year

[49] SiGe 1-dimen. 10 Gbps 2000
[51] 130 nm 2-dimen. 12.5 Gbps 2005
[61] 180 nm 1-dimen. 10 Gbps 2006
[89] 180 nm 1-dimen. 1.25 Gbps 2007
[62] 180 BiCMOS 2-dimen. 38-42 Gbps 2008
[54] 180 nm Jitter-based 2 Gbps 2008
[90] 180 nm 2-dimen. 5-10 Gbps 2009
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3.2 Proposed Two-Dimensional EOM

In this section, we present a new two-dimensional hexagon on-chip EOM for Gbps serial

links. The proposed hexagon EOM outperforms well known rectangular EOM and diamond

EOM by accurately detecting the violation of the minimum eye opening.

3.2.1 Drawbacks of Rectangular EOM

Although the desired data symbols at the far-end channel are square waves, the loss of the

channel results in the sinusoid-like waveform of the received symbol especially at a high sym-

bol rate. Thus the rectangular EOM is week to depict the profile of the eye. To demonstrate

this, consider Fig.3.3(a). The highlighted response cuts through the top-left corner of the

eye mask at t1. An error is detected at t1.

Figure 3.3: Rectangular and diamond EOMs.

Since the symbol is sampled at the center of the eye (t = td) for data recovery and a

voltage margin ∆v from the minimum eye-opening VH at t = td exists, the received data will

be safely recovered at t = td. This observation suggests that the highlighted trace should

not be considered as an error. Another drawback of the rectangular EOM is its inability to

impose a tight constraint on data jitter at the edge of the eye. The sinusoid-shaped response
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of the received data and the rectangular eye mask force t1 to be far away from the eye edge

tc for given VH and VL unless VH and VL are small.

3.2.2 Diamond EOM

The drawbacks of the aforementioned rectangular EOM can be eliminated by using the

diamond-shaped EOM. It is seen in Fig.3.3(b) that the diamond EOM does not detect an

error for the highlighted response that would otherwise flag an error if a rectangular EOM

were used. The diamond EOM, however, does not take into the consideration of the ef-

fect of the jitter of the sampling clock at the center of the eye. The jitter of the sampling

clock, denoted by ∆τc, gives rise to the uncertainty of the sampling time that is bounded

by td − ∆τc≤td≤td + ∆τc. For the highlighted case shown in Fig.3.3(b), if the sampling

point is at t = td (no jitter), an error will be detected. However, if the sampling point is at

t = td + ∆τd due to the jitter of the sampling clock, no error will be detected.

3.2.3 Hexagon EOM

To take into account the effect of the jitter of the sampling clock and at the same time to

tighten the budget of the data jitter at the edge of the eye, we propose the hexagon EOM

shown in Fig.3.4. The vertical opening is defined by VL for the minimum and VH for the

maximum while the horizontal opening is defined by t1 to the left side and t4 to the right

side. The two design constraints of the hexagon EOM are: (i) t2,3 should be chosen in such

a way that |td− t2,3| > ∆τc. This constraint ensures the jitter of the sampling clock will not

affect the operation of the EOM. (ii) t1 should be chosen such that |t1 − tc| > ∆τd. This

constraint ensures that the data jitter will not affect the operation of the EOM. A similar

constraint should be imposed on t4 as well.

The values of t1 and t2 for given VH and VL can be determined by assuming that the received
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Figure 3.4: Hexagon EOM.

symbol without channel loss (the dotted sinusoid) is given : vs = Vmsin(ωst). The received

symbol with channel loss (the solid sinusoid) is given by: vs = Vmsin(ωst)−∆Vm. We thus

have

Vmsin(ωst1)−∆Vm = 0, (3.3)

and

Vmsin(ωst2)−∆Vm = VH , (3.4)

from which we obtain

t1 =
1

ωs

sin−1
(

∆Vm
Vm

)
, (3.5)

and

t2 =
1

ωs

sin−1
(
VH + ∆Vm

Vm

)
. (3.6)
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Figure 3.5: (a) Hexagon EOM that has the same vertical opening but different horizontal opening
as that of rectangular EOM. (b) Hexagon EOM that has the same horizontal opening as that of
rectangular EOM.

t3 and t4 can be determined by utilizing the symmetry of the eye with respect to the center

of the eye. The improvement of the proposed hexagon EOM over the rectangular EOM can

be demonstrated by considering a rectangular and a hexagon EOMs that have the same

vertical opening VL ∼ VH :

1. Identical vertical opening (Fig.3.5(a)) : For the same vertical openings VL ∼ VH , the

upper bound of the data jitter is |t2−tc| > ∆τd for the rectangular EOM and |t1−tc| >

∆τd for the hexagon EOM. With t1 < t2, jitter constraint is tightened. Consider the

highlighted traces in the figure: (i) Trace A : The rectangular EOM detects no error

because vs(t2) > VH and vs(t3) > VH (The severity of error : low) while the hexagon

EOM detects an error because vs(t1) < Vx and vs(t2) > VH (The severity of error : low).

(ii) Trace B : The rectangular EOM detects an error at because VL < vs(t2) < VH and

vs(t3) > VH while the hexagon EOM detects two errors, one at t1 because vs(t1) < Vx

and vs(t2) > VH , and the other one at t2 because VL < vs(t2) < VH . (iii) Trace C :

The rectangular EOM detects two errors, one at t2 because VL < vs(t2) < VH , and the

other at t3 because VL < vs(t3) < VH while the hexagon EOM detects three errors, one

at t1 because vs(t1) < Vx and vs(t2) > VH , another at t2 because VL < vs(t2) < VH , and
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the remaining one at t3 because VL < vs(t3) < VH . (iv) Trace D : The rectangular

EOM will detect an error because VL < vs(t2) and vs(t3) > VH while the hexagon EOM

will also detect an error. (v) Trace E : It is the same as trace B. (vi) Trace F : It is

the same as trace A.

2. Identical horizontal eye-opening (Fig.3.5(b)) : The hexagon and rectangular EOMs

have the same horizontal opening defined by t1 to the left and t4 to the right. They

also have the same vertical opening defined by VH the maximum and VL the minimum.

In order to be consistent with Fig.3.5(a), the corners of the rectangular EOM are

labeled 2,3,5 and 6. Consider the highlighted traces in the figure : (i) Trace A : The

rectangular EOM detects an error at t1 because VL < vs(t1) < VH while the hexagon

EOM detects no error at t1 because vs(t1) > Vx and vs(t2) > VH . (ii) Trace B : The

rectangular EOM detects an error at t1 because VL < vs(t1) < VH while the hexagon

EOM detects two errors, one at t1 because vs(t1) < Vx and vs(t2) > VL, and the other

at t2 because vs(t1) < Vx and VL < vs(t2) < VH . (iii) Trace C : The rectangular

EOM detects two errors, one at t1 because VL < vs(t1) < VH , and the other t4 because

VL < vs(t4) < VH while the hexagon EOM detects three errors, one at t1, another

at t2, and the remaining one at t3 because vs(t1) < Vx and VL < vs(t2) < VH and

VL < vs(t3) < VH .

The preceding observations revels that the hexagon EOM provides a better error detection as

compared with the rectangular EOM. Channel equalizers that utilizes the feedback provided

by the hexagon EOM will outperform those with the rectangular EOM.

3.2.4 Discussion

Although in the preceding presentation of the proposed hexagon EOM, symmetrical data

eyes were assumed, the proposed hexagon EOM can also handle asymmetrical data eyes. To

illustrate, consider the minimum eye-opening mask with symmetrical vertical opening but
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Figure 3.6: Asymmetrical hexagon EOMs.

asymmetrical horizontal opening, as shown in Fig.3.6(a). The sharp falling edges require

that t4 − t3 < t2 − t1 so that t1 and t4 can be placed close to the edges of the eye. Since

t1,...,t4 are obtained by delaying tc obtained from clock recovery, there is no additional cost

to convert the symmetrical hexagon EOM to the asymmetrical hexagon EOM to handle

asymmetrical data eyes. If the minimum vertical eye-opening mask is also not symmetrical,

as shown in Fig.3.6(b), two additional threshold voltages and voltage comparators will be

needed. In the extreme case where both the vertical and horizontal openings are not sym-

metrical, as shown in Fig.3.6(c), t1, ..., t6 need to be generated from tc and four voltage

comparators are needed to detect any violation of the minimum eye-opening. The preceding

observations show that the proposed hexagon EOM is robust in handling both symmetrical

and asymmetrical data eyes.

Unlike serial links whose performance is mainly limited by ISI, the performance of par-

allel links are most constrained by data skew arising from the mismatch of parallel channels
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[1]. The close physical proximity of parallel channels and the finite channel length primar-

ily constrained by the cost of routing a large number of parallel channels largely limit the

data rate of parallel links per channel to significantly lower as compared with that of serial

links. As a result, complex channel equalization schemes such as pre-emphasis and DFE are

rarely needed in parallel links. If one chooses to use channel equalization in parallel links,

the cost associated with it could be prohibitively high simply due to the large number of

wire channels. However, if only one common DFE is used for all channels, the cost will be

significantly reduced. In this case, the same eye-opening monitor is used for all channels.

Since the characteristics of each channel might differ, t1, ..., t4 of each channel will also differ

due to skew, one common eye-opening monitor with fixed t1, ..., t4, VH , and VL might not

be able to generate proper error signals subsequently providing optimal DFE equalization.
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3.3 Implementation

To verify the performance of the proposed EOM, a data link shown in Fig.3.7, is designed

in IBM 130 nm 1.2V CMOS technology.

Figure 3.7: Serial link with a hexagon EOM. For the purpose of comparison, a rectangular EOM
in parallel with the hexagon EOM is also employed.
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The transmitters consist of a pseudo-random generator with BER of 231−1 and a differential

current-mode driver that conveys a 2 mA current to the channel. Note that current-mode

signaling is widely preferred in Gbps serial links due to their intrinsic advantages such as a

low voltage swing subsequently high data rates, low switching noise, and well-defined output

impedance allowing a better impedance matching possible. In contrast, non-linear drivers,

such as static inverter-based drivers, have a significant effect on the signal integrity. These

drivers not only produce a large voltage swing, which in turn limits data rates and consumes

more power, they also generate large switching noise and substrate noise. The varying out-

put impedance of these drivers also introduces a large impedance mismatch subsequently a

strong inter-symbol interference. The channel is a 1-mm transmission line with its physical

dimensions shown in the figure. The channel is terminated with a 100 Ω resistor. The resis-

tor also performs current-to-voltage conversion. Two voltage attenuators are used to adjust

the level of the received signal so as to emulate the attenuation of the channel subsequently

test the proposed EOM. A hexagon EOM and a rectangular EOM are connected in parallel,

allowing them to process the same symbol simultaneously so that their performance can be

compared. The minimum vertical opening of the eye is set to VH = 0.8 V the maximum

and VL = 0.6 V the minimum for both EOMs. The minimum horizontal opening of the

rectangular EOM is set by t1 = 0.2 ns to the left and t2 = 0.8 ns to the right. The minimum

opening of the hexagon eye-opening is set to t1 = 0.2 ns to the left, t2 = 0.4 ns, t3 = 0.6

ns, and t4 = 0.8 ns to the right. The data rate used for simulation is 1 Gbps (symbol time

Ts = 1 ns). The link is analyzed using Spectre from Cadence Design Systems with BSIM 4

device models.

Fig.3.8 shows the simulation results of the rectangular EOM with VH = 0.85V and

VL = 0.65V. The voltage of the received symbol exceeds VH and VL, i.e., vin,max > VH and

vin,min < VL. No error is detected at sampling times St2 and St3.

Fig.3.9 shows the simulation results of the rectangular EOM with VH = 0.85V and

VL = 0.65V. Using attenuators to attenuate the received symbol such as vin,max < VH while

vin,min < VL. Hence, errors are detected at sampling times St2 and St3.
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Figure 3.8: Simulated output of the error generators of rectangular EOM with vin,max > VH and
vin,min < VL.

Figure 3.9: Simulated output of the error generators of rectangular EOM with vin,max < VH and
vin,min < VL.

Fig.3.10 shows the simulation results of the rectangular EOM with VH = 0.85V and VL =

0.45V. The voltage of the received symbol satisfies vin,max > VH but vin,min > VL. As a result,

errors are detected at sampling instants St2 and St3 due to vin,min > VL and vin,max > VH .

Fig.3.11 shows the simulation results of the hexagon EOM with VH = 0.85V and VL = 0.65V.
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The voltage of the received symbol exceeds VH and VL, i.e., vin,max > VH and vin,min < VL.

As a result, no error is detected at sampling instants St2 and St3.

Figure 3.10: Simulated output of the error generators of rectangular EOM with vin,max > VH
and vin,min > VL.

Figure 3.11: Simulated output of the error generators of hexagon EOM with vin,min < VL and
vin,max > VH .

Fig.3.12 shows the simulation results of the rectangular EOM with VH = 0.85V and VL =

0.45V. The voltage of the received symbol is attenuated using the attenuators such as

vin,max < VH but vin,min < VL. As a result, errors are detected at sampling instants St2
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and St3 due to vin,max < VH .

Fig.3.13 shows the simulation results of the hexagon EOM with VH = 0.85V and VL = 0.45V.

The voltage of the received symbol satisfies vin,max > VH but vin,min > VL. As a result, errors

are detected at sampling instants St2 and St3 due to vin,min > VL and vin,max > VH .

Figure 3.12: Simulated output of the error generators of hexagon EOM with vin,max < VH and
vin,min < VL.

Figure 3.13: Simulated output of the error generators of hexagon EOM with vin,min > VL and
vin,max > VH .
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Fig.3.14 plots the waveform of the received data symbols at the input of the comparators and

that of the output of the error generators of the hexagon and rectangular EOMs. No data

jitter is included in simulation. As can be seen that the voltage swing of the received data

symbol exceeds VH = 0.8 V and VL = 0.6 V, no error is generated by the rectangular EOM

and by the hexagon EOM. These results agree well with the analytical results presented

earlier. Note that the sparks at the output of the error generators are due to the use of ideal

sampling clocks in our simulation and will disappear once real sampling clocks are used.

Figure 3.14: Simulated output of the error generators of rectangular EOM and hexagon EOM
with a 1-mm channel, vin,min < VL, and vin,max > VH .

To investigate the effect of channel loss on both EOMs, the length of the channel is increased

to 40 mm and the response of the received data symbol, together with the output of the

error generators of the hexagon and rectangular eye-opening monitors are shown in Fig.3.15.

It is seen that an error is detected by the rectangular EOM while no error is detected by the

hexagon EOM.
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Figure 3.15: Simulated output of the error generators of rectangular EOM and hexagon EOM
with a 40-mm channel.

To further investigate the effect of channel loss on both EOMs, the length of the channel is

increased to 200 mm and the response of the received data symbol, together with the output

of the error generators of the hexagon and rectangular eye-opening monitors are shown in

Fig.3.16. The attenuation of the channel causes the rectangular EOM to detect a violation

of the minimum eye-opening at corner 2 of the rectangular EOM (severity of error : low)

while the hexagon eye-opening monitor detects two violation of the minimum eye-opening

at corners 1 and 2 (severity of error : moderate).
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Figure 3.16: Output of error generator of hexagon EOM.

3.4 Chapter Summary

A comprehensive review of the state-of-the-art of on-chip EOMs was provided and their

pros and cons were studied. A new two-dimensional hexagon EOM that outperforms the

widely used rectangular two-dimensional EOM was introduced. The implementation details

of the proposed EOM were provided. The effectiveness of the proposed two-dimensional

EOM was assessed by embedding it in a serial link implemented in an IBM 130 nm 1.2V

CMOS technology. For the purpose of comparison, a rectangular two-dimensional EOM was

also included in the data link. The simulation results of the data link demonstrate that

the proposed two-dimensional EOM outperforms the rectangular two-dimensional EOM by

providing a tightened control of data jitter at the edge of data eyes and by eliminating

unnecessary errors flagged from the rectangular EOM.
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Chapter 4

2-Dimensional Half-Hexagon Eye-
Opening Monitor

This chapter proposes a power-efficient half hexagon EOM for Gbps serial links. The pro-

posed EOM consumes less power and silicon as compared with 2-dimensional hexagon EOM

presented in the previous chapter. The remainder of the chapter is organized as the fol-

lowings: Section 4.1 presents the proposed half hexagon EOM. The implementation of the

EOM is detailed in Section 4.2. The simulation results of the proposed EOM are presented

in Section 4.3. The chapter is summarized in Section 4.4.

4.1 Half Hexagon Eye-Opening Monitor

It has been observed that at high data rates, the data eye is approximately symmetrical

with respect to the center of the eye, the detection of whether there exists a violation of the

minimum eye-opening mask or not is therefore only needed to perform on half of the eye, as

illustrated graphically in Fig.4.1.

It is seen that the violation of the minimum eye-opening mask at t3 can be determined

by that at t2. This observation reveals that the violation of the minimum eye-opening mask

can be detected using only half of the hexagon mask, more specifically, the left half of the

hexagon mask. We use Fig.4.2 to further demonstrate this. Consider the following cases :

(i) Trace A : The full hexagon EOM, Fig.4.2(right), detects no error because v(tj) > VH
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for j = 2, 3 and v(tj) > Vx for j = 1, 4. The half hexagon rectangular EOM, Fig.4.2(left),

also detects no error.

Figure 4.1: Detection of violation of the minimum eye-opening using half hexagon mask.

(ii) Trace B : The full hexagon EOM detects errors at t1 and t2 and no error at t3 and

t4. The half hexagon EOM also detects errors t1 and t2.

Figure 4.2: Left : Full and half rectangular Eye-Opening patterns. Right : Full and half hexagon
Eye-Opening patterns
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(iii) Trace C : The full hexagon EOM detects errors at t1, t2, and t3 but no error at

t4. The half hexagon EOM detects errors at t1 and t2. The symmetry of the data eye in-

dicates that a violation of the minimum eye-opening mask at t3 also exists. The preceding

observations reveal that the full and half hexagon EOMs will flag the same error. Since four

voltage comparators and four delay blocks are needed for the full-hexagon EOM and only

two voltage comparators and two delay blocks are needed for the half-hexagon EOM, the

silicon and power consumption of the half-hexagon EOM is only half that of the full-hexagon

EOM. A similar analysis can be conducted for the rectangular EOM shown in Fig.4.2(left)

as well.

4.2 Implementation

The configuration of full and half hexagon EOMs are shown in Fig.4.3. The output of the

Figure 4.3: Serial link with half and full hexagon EOMs. Circuit parameters : W1,2 = 6.5µm,
W3,4 = 4µm, W5 = 50µm. L = 0.13µm for all transistors. Vb = 0.7V with tail current Iss = 2 mA.
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comparators is fed to logic blocks to generateerror signals once a violation of the minimum

eye-opening mask is detected. The error signals are fed to the counters to record the number

of violation. The schematic of the clocked comparator is shown in Fig.4.4.

Figure 4.4: Clocked comparator. Circuit parameters : Circuit parameters : W1,2 = 4.5µm,
W3,5 = 4µm, W4,6,7,8 = 8µm, W9,10 = 1µm, W11,12 = 1µm, W13,14 = 2µm, and W15,16,17 = 60µm.
L = 0.13µm for all transistors. Iss = 2µA, Vb = 0.8V.

The design philosophy of the multi-stage comparator proposed by Fayerd and Ismail in [63]

was followed in this work to minimize the effect of duty-cycle distortion [64] and kick-back

[65]. The first stage is a clocked differential amplifier with a cross-coupled inverter pair load

to amplify the differential symbol signal. The positive feedback formed by the cross-coupled

inverter pair ensures the rapid transition of the output of the comparator. The output of

the first stage is fed to a self-biased differential amplifier that performs further amplifica-

tion and differential to single-ended conversion. The 3rd and 4th stages are simply static

inverters. The deployment of cross-coupled inverter pair in stage 1 ensures that the output

of the stage 1 will switch at the same time dispite of the mismatches between M1 and M2,

and that between M3/M4 inverter pair and M5/M6 inverter pair. Similarly, the self-biased

differential pair in stage 2 will also minimize duty-cycle distortion. Note that if the stage 1

was implemented using a differential pair, the mismatches between the input transistors of
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the differential pair would give rise to differential triggering voltages of the comparator. If

we assume that the triggering voltage variation is ∆v and further assume that the sampling

clock is jitter-free, ∆v will directly affect the detection of the violation of the minimum

eye-opening mask, as illustrated graphically in Fig.4.5.

Figure 4.5: Effect of duty-cycle distortion on hexagon EOM.

The schematic of the current-mode differential XOR2 gate is shown in Fig.4.6.

Figure 4.6: Schematic of XOR2. Circuit parameters: W1,2 = 3µm, W7,8 = 1.5µm, and W9 =
50µm. L = 0.13µm for all transistors, Vb = 0.8V .
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Current-mode logic is known for its superior speed and low switching noise generation. To

improve the speed of the circuit, the load resistors are replaced with two PMOS transistors

M7,8 working in the triode region. For the purpose of comparison, a full rectangular EOM

and a half rectangular EOM shown in Fig.4.7 were also designed, and their performance is

compared with that of hexagon EOM.

Figure 4.7: Serial link with half and full rectangular EOMs. The same circuit and channel
parameters as those in Fig.4.3 are used.

4.3 Simulation Results

To verify the performance of the proposed half hexagon EOM, the data link shown in Fig.4.3

is designed in IBM 130 nm 1.2V CMOS technology. The transmitters consist of a pseudo-

random generator with BER of 231 − 1 and a differential current-mode driver that conveys

a 2 mA current to the channel. The channel is a 1-mm transmission line terminated with a

100 Ω resistor. Two voltage attenuators are used to adjust the level of the received signal so
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as to emulate the loss of the channel. For the purpose of comparison, the data link with full-

rectangular and half-rectangular EOMs and the same transmitter and channel (Fig.4.7) is

also designed. The minimum vertical opening of the eye is set to VH = 0.85 V and VL = 0.65

V. The minimum horizontal opening of the rectangular EOM is set by t1 = 0.2 ns to the left

and t2 = 0.8 ns to the right while that of the hexagon EOM is set to t1 = 0.2 ns to the left,

t2 = 0.4 ns, t3 = 0.6 ns, and t4 = 0.8 ns to the right. The data rate is 1 Gbps. The links are

analyzed using Spectre from Cadence Design Systems with BSIM4 device models. Fig.4.8

shows the simulation results of the full hexagon EOM with the voltage swing of the received

symbol exceeding VH and VL. As a result, no error is detected at sampling instants St2 and

St3.

Figure 4.8: Simulated output of full hexagon EOM with vin,min < VL and vin,max > VH . No error
is detected at St2 and St3. Top plot : Received data. 2nd-5th plots : Sampling clocks St2 ∼ St4.
6th-9th plots : Error outputs e1h ∼ e4h.

Fig.4.9 shows the simulation results of the half hexagon EOM with the same input and

the same VH and VH . No error is detected at sampling instants St2 and St3.
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Figure 4.9: Simulated output of half hexagon EOM with vin,min < VL and vin,max > VH . No error
is detected at St2 and St3. Top plot : Received data. 2nd-3rd plots : Sampling clocks St2 ∼ St2.
4th-5th plots : Error outputs e1h ∼ e2h.

Figs.4.10 and 4.11 show the simulation results of the full and half hexagon EOMs, respec-

tively with vin,max < VH and vin,min < VL. Errors are detected at St2 and St3. It is seen

that both EOMs provide the same error detection.

Figure 4.10: Simulated output of full hexagon EOM with vin,max < VH and vin,min < VL. Errors
are detected at St2 and St3. Top plot : Received data symbol. 2nd-5th plots : Sampling clocks
St2 ∼ St4. 6th-9th plots : Error outputs e1h ∼ e4h.
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Figure 4.11: Simulated output of half hexagon EOM with vin,max < VH and vin,min < VL. Errors
are detected at St2. Top plot : Received data symbol. 2nd-3rd plots : Sampling clocks St2 ∼ St3.
4th-5th plots : Error outputs e1h ∼ e2h.

To further investigate the effect of channel loss on both EOMs, the length of the chan-

nel is increased to 200 mm and the response of the received data symbol, together with

the output of the half hexagon and rectangular EOMs are shown in Fig.4.12 and Fig.4.13,

respectively. It is seen that both EOMs provide the same error detection.

Figure 4.12: Simulated output of half hexagon EOM with a 200-mm channel. Top plot : Received
data. 2nd and 3rd plots : Sampling clocks St2 ∼ St3. 4th and 5th plots : Output of half-hexagon
EOM.
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Figure 4.13: Simulated output of half rectangular EOM with a 200-mm channel. Top plot :
Received data. 2nd plot : Sampling clock St1. 3rd plot : Output of half-rectangular EOM.

To investigate the effect of temperature variation and process spread on the performance

of the proposed hexagon EOM, the data link with the proposed hexagon EOM was analyzed

with temperature varied from -20C to 80C and the the results are shown in Fig.4.14. The

same data link was also analyzed at four process corners (at room temperature) and the

results are provided in Fig.4.14.

Figure 4.14: Simulated output of hexagon EOM with a 200-mm channel. Top plot : sampling
clock. 2nd plot : Received data symbol and the minimum vertical eye-opening. 3rd plot : Output
of EOM at process corners (TT: typical nMOS/typical pMOS; FF: fast nMOS/fast pMOS; FS: fast
nMOS/slow pMOS, SF: slow nMOS/fast pMOS, and SS: slow nMOS/slow pMOS). Bottom plot :
Output of EOM with temperture from -20 ∼80C.
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Table 4.1: Reference comparison of proposed works

Proposed works Tech. power consumption Slicers Step size

Hexagon EOM 130 nm 17.23 mW 6 Variable
Half Hexagon EOM 130 nm 9.72 mW 3 Variable
Maximum-Jitter EOM 130 nm 6.13 mW 2 Fix

Table 4.2: Reference comparison of adaptive DFEs

Performance [30] [34] [68] Maximum-jitter

Tech. 130 nm 130nm 130nm 130nm
Data rate 6.25 Gbps 6.25 Gbps 3.7 Gbps 2 Gbps
Ch. length 33 in 36 in 16 in 2 M
Rx CTLE/1-tap 5-tap 3IIR 2-tap
power consumption 180 mW 14 mW 17.3 mW 15.45mW
V.eye-opening - - 45% 1.0 V (83%)
H.eye-opening - - - 0.34 ns (68%)
Step size Variable Variable Variable Fix
Jitter 1.3 ps - 0.56 UI 80 ps (16%)

4.4 Chapter Summary

A power-efficient hexagon EOM was introduced and its design details were presented. As

compared with full hexagon EOM, the proposed half hexagon EOM lowers the power and

silicon consumption by 50%, while performing the same functionality. Its performance was

validated using simulations.
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Chapter 5

Adaptive DFE Uing 2-Dimensional
Hexagon EOM

This chapter presents a variable step-size adaptive DFE utilizing a hexagon EOM for Gbps

serial links. The adaptation specifically the step size used in search for the optimal tap

coefficients of DFE is set by the severity of the violation of the pre-defined minimum eye-

opening by received data symbols so as to achieve both a fast convergence of adaption and

the maximum eye-opening. The effectiveness of the proposed adaptive DFE is evaluated

by embedding it in a 2 Gbps serial link implemented in an IBM 130 nm 1.2V CMOS tech-

nology. For the purpose of comparison, an adaptive DFE with a rectangular EOM is also

designed and included in the same data link. The data link with variable channel lengths

is analyzed using Spectre from Cadence Design Systems with BSIM4 device models and

simulation results are presented. The remaining of the chapter is organized as follows : Sec-

tion 5.1 presents the principle work of the proposed adaptive DFE. Section 5.2 addresses

the algorithm that utilizes to conrol the process of the adaptation. Section 5.3 details the

circuit implementation of the proposed adaptive DFE. Simulation results that validate the

effectiveness of the proposed adaptive DFE are presented in Section 5.4. The chapter is

summerised in Section 5.5.
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5.1 The Principle

Fig.5.1(a) shows the violation of the minimum eye-opening by the received data symbol at

t1 only. Fig.5.1(b) shows the violation of the minimum eye-opening at both t1 and t2. Since

this case is more severe as compared with that of Fig.3(a), a higher level of the severity of

the violation of the minimum eye-opening is defined. Since the violation of the minimum

eye-opening of Fig.5.1(b) is more severe as compare with that of Fig.5.1(a), a larger fixed

step should be warranted in search for the optimal DFE coefficients so as to provide a faster

convergence time. When the severity of error drops, the step size is also reduced accordingly

to lower the residue in computing tap coefficients.

Figure 5.1: (a) Violation of the minimum eye-opening at t1 only. (b)Violation of the minimum
eye-opening at t1 and t2. (c) No violation of the minimum hexagon EOM but violation of the
minimum rectangular EOM exists.
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5.2 The Algorithm

In this work, the coefficients of the feedback taps of the DFE equalizer are obtained using

the modified LMS depicted in Equation (5.1)

Cj,k+1 = Cj,k + hekDk, (5.1)

where j = 1, 2, ...., N , N is the number of DFE taps, Cj,k+1 and Cj,k are the coefficients

of j-tap in steps k+1 and k respectively, h is the step size used to adjust the tap coefficients,

ek is the error in step k, and Dk is the decision in step k. It is seen that similar to SS-LSM

DFE, the modified LMS DFE does not need the value of received data symbols. In stead,

only the error generated by the error detect unit ek is needed. Depending upon the severity

of the violation of the minimum eye-opening, different ek is assigned. A steepest ascent tech-

nique is employed to adjust tap coefficients. When an error is detected, the severity of error

will be determined and fed to the adaptive engine. The adaptive engine will set the step size

h based on the severity of the error. The step size is set by adjusting the tail current of the

taps based on the step size provided. The opening of the data eye will increase accordingly.

This process will repeat until no more error is detected by the error detect unit. When this

occurs, adaption is completed and the optimal tap coefficients are found. The flow-chart of

the adaptive process is shown in Fig.5.2.
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Figure 5.2: Search engine of proposed hexagon EOM based adaptive DFE.

5.3 Implementation

5.3.1 The Architecture

A DFE core with two feedback taps shown in Fig. 5.3 is designed in IBM 130 nm 1.2 V CMOS

to demonstrate the effectiveness of the proposed adaptive DFE. The underlying principle can

be applied to DFE with an arbitrary number of taps. A pre-amplifier with its load resistors

implemented using PMOS transistors M7,8 in triode is needed to amplify the received data

symbol so that the input of the slicer is sufficiently large to minimize the possibility of the

erroneous decision of the sliver. As the received symbol is often severely attenuated by the

channel upon arriving at the far end of the channel, input offset voltage of the pre-amplifier

mainly arising from the mismatches between input pair M1, M2 could be comparable to the

76



received data symbols, resulting in changing the switching time (delay) of the comparator.

Input offset voltage compensation is therefore required at the pre-amplification stage. As

our goal of this study was to develop an EOM-based adaptive DFE, no input offset voltage

cancellation was implemented in the design presented in the paper. Readers are referred

to [25], [37], [66] for various techniques for input offset voltage compensation in Gbps serial

links.

The output of the slicers is fed to a differential current-mode summer for tap 1 of the

DFE. Its delayed version is fed to another differential current-mode summer for tap 2 of the

DFE.

Figure 5.3: DFE core. Transistor sizes: W1,2 = 4µm, W3,4,5,6 = 3µm, W7,8 = 1µm, W9 = 40µm,
and W10,11 = 30µm, L = 0.13µm. For all transistors biasing: Iss = 2µA, Vb = 0.8V.

The delay of tap 1 is provided by the intrinsic delay of the current-steering logic M3/M4 while

the delay of tap 2 is provided by both the explicit delay stage and the intrinsic delay of the

current-steering logic M5/M6. The output of the slicer is multiplied by an appropriate coef-

ficient that ideally matches the voltage of the first post-cursor. Multiplication is performed

by steering the tail current whose value is the coefficient of tap 1, C0. The delayed version
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of the output of the slicer is multiplied by an appropriate coefficient to match the voltage

of the second post-cursor. The DFE eliminates the first two post-cursors by adjusting tap

coefficients C0 and C1.

5.3.2 Slicer

The three-stage clocked comparator proposed in [63] and shown in Fig. 4.4 was adopted as

the slicer. The 3-stage configuration of the slicer minimizes the effect of duty-cycle distortion

[64] and kick-back [67]. The first stage is a clocked differential amplifier with a cross-coupled

inverter pair load to amplify the differential symbol signal. The positive feedback formed by

the cross-coupled inverter pair ensures the rapid transition of the output of the comparator.

The output of the first stage is fed to a self-biased differential amplifier that performs further

signal. The positive feedback formed by the cross-coupled inverter pair ensures the rapid

transition of the output of the comparator. The output of the first stage is fed to a self-biased

differential amplifier that performs further amplification and differential to single-ended con-

version. The 3rd stage is simply a static inverter. The deployment of cross-coupled inverter

pair in stage 1 ensures that the outputs of the stage 1 switch simultaneously regardless of

the mismatches between M1 and M2, and that between M3/M4 inverter and M5/M6 inverter

pair. Similarly, the self-biased differential pair in stage 2 will minimize duty-cycle distortion.

Note that if the stage 1 was implemented using a differential pair, the mismatches between

the input transistors of the differential pair would give rise to differential triggering voltages

of the comparator.

5.3.3 Error Detection Unit

Adaptive DFE eliminates the ISI of the current symbol by adjusting the coefficients of the

taps of the DFE based on the severity of the error. The control signal determining the

step size in search for the optimal coefficients of DFE comes from the error detection unit
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(EDU). In the proposed adaptive DFE, a hexagon EOM is used to detect the violation of

the minimum eye-opening of the received data symbols. Three threshold voltages VH , VX ,

and VL and two sampling points t1 and t2 are utilized to monitor the quality of received data

eyes. Three clocked slicers are used to detect the violation of the minimum eye-opening, as

shown in Fig.5.4.

Figure 5.4: Error detection units.
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Three levels of the severity of the violation of the minimum eye-opening are provided by

EDU, as shown graphically in Fig.5.5.

Figure 5.5: Severity of violation with hexagon EOM.

When the minimum eyeopening is violated at t1, a light violation error flag will be set.

When the minimum eye-opening is violated at t2, a moderate violation error flag will be set,

and when the minimum eyeopening is violated at both t1 and t2, a severe violation error flag

will be set. Clearly for the different severity of violation, the action provided by DFE will

differ accordingly.
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5.3.4 Digital-To-Analog Converter

The configuration and schematic of variable step-size digital-to-analog converter (DAC) are

shown in Fig.5.6. Two charge pumps that provide two different currents are used for tap 1

and tap 2. The charge pump formed by M3-M8 will be in action when a not severe error

Figure 5.6: Configuration (top) and schematic (bottom) of variable step-size DAC. Charge pump
M3-M8 is enabled when et1=1. Charge pump M9-M14 is enabled when et2=1.

(et1) is flagged. Both charge pumps will be ON when a severe error is detected (et1 =

et2 = 1). In the latter case, the voltage of the capacitor will change much faster. The DAC

maps the severity of error to different voltages with a voltage step 20 mV. The voltage step
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is chosen in consideration of the corresponding change of the tail current of the feedback

taps of the DFE. If the step is too small, the action of the DFE will be too weak to be

effective. On the other hand, if the step is too large, the action of the DFE will be overly

strong, resulting in an unwanted oscillation in search for optimal DEF coefficients subse-

quently a long adaption process. A 10 pF capacitor is used at the output of the charge

pump. The value of the capacitor must also be chosen with care. If the capacitance is too

large, the output voltage will not change fast enough to provide an appropriate voltage to

DFE, resulting in a slow adaption. On the other hand, if the capacitance is too small, a

large voltage fluctuation will exist, which will in turn have a negative effect on the search

for the optimal coefficients of DFE. In order to allow the voltage of the capacitor to change

in either positive or negative directions, depending upon the nature of the violation of the

minimum eye-opening, two slicers, one at the edge of the data symbol and the other at the

center of the data symbol, and a XOR2 gate are employed.

Consider the data symbol A shown in Fig.5.6(top-left). the slicer at clk1 outputs 1 and

that at clk2 outputs 0. As a result, the XOR2 gate sends 1 to the charge pump and the

voltage of the capacitor of the charge decreases accordingly. Now, let us consider the data

symbol A shown in Fig.5.6(top-right). Since the slicer at clk1 outputs 0 and that at clk2

outputs 0, the XOR2 gate sends 0 to the charge pump and the voltage of the capacitor of

the charge increases accordingly.

5.3.5 XOR Gate

The schematic of the current-mode differential XOR2 gate is shown in Fig.4.6. Current-mode

logic is known for its high speed and low switching noise generation. To improve the speed

of the circuit, the load resistors are replaced with two PMOS transistors M7,M8 working in

the triode region.
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5.4 Simulation Results

For the purpose of comparison, a rectangular EOM-based adaptive DFE was also designed,

as shown in Fig.5.4. The proposed adaptive DFE shown in Fig.5.7 consists of a main ampli-

fier for main cursor, a slicer, three delay cells, two feedback taps, an error detection unit, and

a DAC. Two serial links with the same transmitter and channel but different error detection

units, specifically, a proposed adaptive DFE with a hexagon EOM and an adaptive DFE

with a rectangular EOM, were designed in an IBM 130 nm 1.2 V CMOS technology and

analyzed using Spectre from Cadence Design Systems with BSIM4 device models.

Figure 5.7: Proposed adaptive DFE.

The data rate of the link is 1 Gbps. A differential current-mode driver conveying a 2

mA current to the channel was employed. The channel is a transmission line terminated

with a 100Ω resistor. Various channel lengths are used to generate different levels of the

severity of violation of the minimum EOM. Two differential current-mode taps are employed

to eliminate the first two post-cursors of received data symbols. The tail currents of the
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feedback taps are adjusted by the adaptive DFE. The output of the error detection unit is

connected to the input of the adaptive engine to update the tail current of the feedback taps

of the adaptive DFE. Fig.5.8 shows the response of channels of length 35 mm and 55 mm to

a pulse input which is applied to the near end of the channels, respectively. The dispersion

of the input pulse due to the finite bandwidth of the channels is evident. The longer the

channel, the severe the dispersion. When channel length is small, the voltage swing of the

received data was observed to be 0.45 V ∼ 1.1 V. The minimum vertical opening of the eye

was therefore set to VH=0.95 V, VX=0.75 V, and VL=0.55 V.

Figure 5.8: Response of channels of length 35 mm (left) and 55 mm (right) to a pulse input at
the near end of the channel.

The sampling times for hexagon were set to t1=0.2 ns and t2=0.4 ns while for the rectangular

EOM, it was set to t1 = 0.4 ns. The simulation results of tap coefficients for the adaptive

DFE with a hexagon EOM and the adaptive DFE with a rectangular EOM are compared

in Fig.5.9.

The waveforms represent the signals at the output of the adaptive engine. The waveform

of the coefficients of the adaptive DFE with a hexagon EOM shows four different types of

errors, i.e., no errors, light errors, moderate errors, and severe errors.

Fig.5.10 shows the errors of the adaptive DFE with a hexagon EOM and those of the

adaptive DFE with a rectangular EOM. The top waveform represents moderate errors de-

tected at t2. The waveform in the middle represents light errors detected at t1. The last

waveform shows the errors detected by the adaptive DFE with a rectangular EOM. It is
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Figure 5.9: Tap coefficients of adaptive DFE with hexagon and rectangular EOMs.

observed that a large number of errors are generated when the rectangular EOM is used,

resulting in a long sequence of unnecessary DFE actions subsequently a slow convergenceand

high power consumption.

It is evident from Fig.5.9 and Fig.5.10 that the variable step sizes provided by the pro-

posed adaptive DFE with a hexagon EOM enable the DFE to converge in 8.7 ns over voltage

range 939.2 mV. As compared with convergence time 23.5 ns and voltage range 1.09 V of

the adaptive DFE with a rectangular EOM,

the proposed adaptive DFE with a hexagon EOM converges approximately 4 times faster.

The improved convergence speed is mainly due to (i) the use of large step sizes in search for

optimal tap coefficients when the violation of the minimum eye-opening is severe and (ii) the

reduced step size when searching approaches the optimal tap coefficients. table tabulates

the performance of the proposed EOM-based adaptive DFE.

Fig.5.11 shows the waveform of data symbols at the far end of the channel before and

after the proposed adaptive DFE. The increased opening of the data eye after adaptive

equalization is evident, especially when the channel length is large.

Figs.5.12 and Figs.5.13 plot the adaptation process with channel lengths 35mm and 55mm,
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Figure 5.10: Error detection of rectangular and hexagon adaptive DFE.

respectively.

It is observed that tap1 and tap2 have different adjustment rates set by the two charge

pumps depicted earlier. Also observed that initially both the violation of the minimum eye-

opening and the XOR operation of the samples at clk1 and clk2 of Fig.5.4 yield up and down

adjustments of the tap coefficients, speeding up the adaptation process. With the increase

in the eye-opening, no violation of the minimum eye-opening is detected at 24ns (35mm

channel) and 79 ns (55 mm channel). This also removes the effect of the output of the XOR

operation, resulting in stable tap coefficients.

Table 5.1 illustrates the performance of proposed EOM-based adaptive DFE.

5.5 Chapter Summary

A variable step-size adaptive DFE utilizing a hexagon EOM was proposed for Gbps se-

rial links. The proposed adaptive DFE provides three levels of errors, namely light error,
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Figure 5.11: Waveform of data before (left) and after (right) the proposed adaptive DFE. Top:
channel length=100 mm. Middle: channel length=500mm. Bottom: channel length=1M.

moderate error, and severe error. These errors are fed to a current-mode DAC to generate a

variable step-size voltage to update the tap coefficients and achieve the fast convergence time

of adaption. As compared with an adaptive DFE using a rectangular EOM, the proposed

adaptive DFE reaches the convergence time approximately 4 times faster. The effectiveness

of the proposed adaptive DFE was evaluated by embedding it in a 2 Gbps serial link imple-

mented in an IBM 130 nm 1.2V CMOS technology.
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Figure 5.12: Error detection and tap coefficients of proposed adaptive DFE with 35 mm channel
length.

Figure 5.13: Error detection and tap coefficients of proposed adaptive DFE with 55 mm channel
length.
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Table 5.1: Performance of proposed hexagon eye-opening monitor adaptive DFE (2 Meter FR4
channel).

Tech. IBM 130 nm
Supply voltage 1.2 V
Data rate 2 Gbps
Power of charge pumps 4.13 mW
Power of error detect units 7.54 mW
Power of DFE core (pre-amp., tap generators, delay units, ...) 5.71 mW
Total power 17.38 mW
Vertical eye-opening 0.9 V (75%)
Horizontal eye-opening 0.39 ns (78%)
Jitter 55 ps (11%)
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Chapter 6

Maximum-Jitter Adaptive DFE

This chapter presents a maximum jitter adaptive DFE for Gbps serial links. The adaptation

in search for the optimal tap coefficients of DFE is set by the detection of the violation of the

maximum jitter of received data symbols. The effectiveness of the proposed adaptive DFE

is evaluated by embedding it in a 1 Gbps serial link with a micro-strip channel of variable

length implemented in an IBM 130 nm 1.2V CMOS technology. The data link with variable

channel length is analyzed using Spectre from Cadence Design Systems with BSIM4 device

models. Simulation results are presented. The remaining of the chapter is organized as

follows : Section 6.1 details the proposed maximum jitter adaptive DFE. Implementation of

the proposed jitter-based adaptive DFE is addressed in Section 6.2. Simulation results that

validate the effectiveness of the proposed adaptive DFE are presented in Section 6.3. Section

6.4 investigates the drawbacks of adaptive DFE utilizing SS-LMS and EOM. The proposed

adaptive DFE that outperforms an adaptive DFE using SS-LMS and EOM is addressed in

Section 6.5. The simulation results are given in Section 6.6. The chapter is concluded in

Section 6.7.
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6.1 Maximum-Jitter Adaptive DFE

6.1.1 The Principle

In the proposed jitter-based adaptive DFE, the detection of whether a violation of the max-

imum jitter at the edges of received data symbols is performed by comparing the voltage of

the received data symbol with its common-mode voltage Vx at t1 and t2 where t1 = tc + ∆tc,

tc is the jitter-free threshold-crossing time, ∆tc is the maximum jitter allowed, and t2 is the

time of the center of the data symbol, as shown in Fig.6.1.

Figure 6.1: Jitter-based of error detection. (a,c) - No error exists. (b,d) - Errors exist.

The following cases are examined:

• Case 1 (Fig.6.1(a)): No error is detected because Vs(t1), Vs(t2) > Vx.

• Case 2 (Fig.6.1(b)): An error is detected because Vs(t1) < Vx and Vs(t2) > Vx.
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• Case 3 (Fig.6.1(c)): No error is detected because Vs(t1), Vs(t2) < Vx.

• Case 4 (Fig.6.1(d)) An error is detected because Vs(t1) < Vx and Vs(t2) > Vx.

An error signal indicating whether a violation of the maximum allowable jitter occurs or

not can therefore be generated by XORing the output of two comparators, one clocked at

t1 and comparing Vs(t1) with Vx and the other clocked at t2 and comparing Vs(t1) with Vx.

The tap coefficients of DFE are obtained using the following modified LMS algorithm

Cj,k+1 = Cj,k + hekDk, (6.1)

where j = 1, 2, ...., N , N is the number of DFE taps, Cj,k+1 and Cj,k are the coefficients

of tap-j in steps k + 1 and k, respectively, h is the step size used to adjust the tap coeffi-

cients, ek is the error detected in step k using the error detect unit (EDU) depicted earlier,

and Dk is the decision of the slicer in step k. It is seen that similar to SS-LMS DFE, the

modified LMS DFE does not require the value of received data symbols. Instead, only the

error generated by the EDU is needed. When an error is detected, the error signal will be fed

to the adaptive engine, as shown in Fig.6.2. The adaptive engine will set h and adjust the

tap coefficients of DFE. This process continues until no error is detected. When this occurs,

the adaptation process completes and the optimal tap coefficients that satisfy the specified

worst jitter constraint are obtained.
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Figure 6.2: Adaptive engine of proposed jitter-based adaptive DFE.

6.2 Implementation

6.2.1 Error Detection Unit

The proposed jitter-based adaptive DFE adjusts the tap coefficients of DFE based on whether

there is a violation of the maximum allowable jitter or not. The error detect unit consists

of two clocked slicers that compare the voltage of incoming data symbol with its common-

mode voltage at t1 and t2. The output of the comparators are XORed to generate the error

signal, as shown in Fig.6.3. The error signal is then fed to the adaptive engine to produce

an appropriate voltage that adjusts the tail currents of the tap generators. The XOR gate

employed in the implementation is the schematic of the current-mode XOR2 gate shown in

Fig.4.6.
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Figure 6.3: Error Detection Unit. Channel parameters : Microstrip with width 10µm, height 2
µm, and length 80 µm. Dielectric constant of field oxide : εr = 5.

6.2.2 Digital-to-Analog Converter

The one-bit digital-to-analog converter (DAC) shown in Fig.6.4 is used to map the Boolean

error signal to a voltage. When no error is generated by the EDU, M1 is off and the output

voltage is set by the accumulated voltage across the capacitor. When an error is generated

by the EDU, the output voltage is set by the accumulated voltage across the capacitor plus

the voltage feed to the capacitor through Vdd. Therefore, the output increment. The output

voltage increment is set to 20 mV. The voltage increment is chosen in consideration of the

corresponding change of the tail current of the feedback taps of the DFE. If the step is too

small, the action of the DFE will be too weak to be effective.
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Figure 6.4: Schematic of digital-to-analog converter (DAC).

On the other hand, if the step is too large, the action of the DFE will be overly strong,

resulting in an unwanted oscillation in search for optimal DEF coefficients. A 10 pF capac-

itor is employed at the output of the DAC. The value of the capacitor must also be chosen

with care. If the capacitance is too large, the output voltage will not change fast enough

to provide an appropriate voltage to DFE, resulting in a slow adaptation process. On the

other hand, if the capacitance is too small, a large voltage fluctuation will exist, which will

in turn have a negative effect on the search for the optimal coefficients of DFE.

6.3 Simulation Results

The effectiveness of the proposed jitter-based adaptive DFE is verified using a 1 Gbps serial

link over an 80 µm interconnect. The dimensions of the interconnect are given in Fig.6.3.

The configuration of the proposed adaptive DFE is the same used in Fig.5.7 consists of a

main amplifier for the main cursor, a slicer, two delay cells, two current-steering feedback

taps, an error detection unit, and an adaptive engine. It is designed in an IBM 130 nm 1.2

V CMOS technology and analyzed using Spectre from Cadence Design Systems with BSIM4

device models. A differential current-mode driver conveying a 2 mA current to the channel

is employed. The channel is an 80 µm transmission line terminated with a 100 Ω resistor
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to reduce the effect of signal reflections. Two differential current-mode taps are employed

to eliminate the first two post cursors of received data symbols. The tail currents of the

feedback taps are adjusted by the adaptive DFE. When channel length is small (2 mm), the

voltage swing of the received data was observed to be 0.45 - 1.1 V. The threshold voltage is

set to Vx = 0.75V and two sampling times t1 = 0.1 UI and t2 = 0.5 UI are used in simulation.

Fig.6.5 shows the adaptation process of the proposed adaptive DFE for 20mm channel. It is

observed that the adaptation process completes in less than 10 ns when no error is detected.

Figure 6.5: Adaptation process of proposed jitter-based adaptive DFE with a 20 mm channel.

Figs.6.6 shows the waveform of data symbols at the input of the slicer without (left ) and

with (right) the proposed jitter-based DFE for (a) 1000 mm, (b) 1M, and (c) 2M channel

lengths, respectively. The data conveyed to the channel by the transmitter is a square wave.

It is evident that the proposed adaptive DFE is capable of maximizing the opening of data

eyes even if received data eyes are totally closed.

97



Figure 6.6: Waveforms of data symbols without (left) and with (right) the proposed 2-tap jitter-
based adaptive DFE. Channel lengths : (a) 100 mm, (b) 1M, and (c) 2M.

It is seen that the proposed adaptive DFE is capable of opening the data eye. Fig.6.7

(a) shows the simulated eye diagram of data symbols at the input of the slicer without and

with the proposed jitter-based DFE with channel length 50 mm. Fig.6.7 (b) shows the en-

larged view of the left edge of the simulated eye diagram of data symbols at the input of

the slicer without and with the proposed jitter-based DFE. It is seen that the timing jitter

of the data eye is within the allowed maximum jitter. The data conveyed to the channel by

the transmitter is a pseudo-random data sequence.

Table 6.1 shows the performance of proposed maximum-jitter based adaptive DFE.
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Figure 6.7: (a) : Simulated eye diagram of the data link. Channel length : 50 mm. Top : Data
conveyed to the channel. Middle : Data at the far-end of the channel without the proposed DFE.
Bottom : Data at the far-end of the channel with the proposed DFE. (b) : The left edge of the
simulated eye diagram of the data link. Channel length : 50 mm. Top : Data conveyed to the
channel. Middle : Data at the far-end of the channel without the proposed DFE. Bottom : Data
at the far-end of the channel with the proposed DFE.

6.4 Drawbacks of Adaptive DFE Using SS-LMS or EOM

In this section, we investigate the drawbacks of adaptive DFE utilizing SS-LMS and EOM.

6.4.1 Drawbacks of Adaptive DFE Using SS-LMS

Although SS-LMS is widely used due to its simplicity, it suffers from some drawbacks. In

general, SS-LMS provides error signals based on the difference between the equalized data

symbol and the corresponding output signals of the slicer. The tap coefficients will be
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increased or decreased based on the sign of the error. Due to channel imperfections, the

received signal is an analog signal and the equalization basically tries to return it to its

digital form by comparing it with the output of the slicer. Since it is impossible to make

both signals identical, the error is always non-zero. This means that SS-LMS will always

provide either negative or positive error signals as shown in Fig.6.8 even if the adaptation

process has already reached convergence time and the received data eye is sufficiently large,

such that the data can be recovered safely resulting in unwanted power consumption.

A small step-size could be used in search for optimal tap coefficients to reduce power

consumption when adaptation convergence. This, however, will lead to a long adaptation

convergence time, as shown in Fig.6.9. Hence, a trade-off between the step-size and adapta-

tion time must be made. This considers as another drawback of SS-LMS adaptive DFE.

Figure 6.8: LMS tap coefficients.
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Figure 6.9: LMS step size.

6.4.2 Drawbacks of Adaptive DFE Using EOM

Eye-opening monitor extracts the error by sampling the received data symbols and compares

the results with two threshold voltages VH and VL. The violation with these threshold volt-

ages at specific sampling time considers as an error. Since it only conveys the information

on whether a violation of the minimum eye opening occurs or not, adaptation process moves

only in one direction, as shown in Fig. 6.10. However, if a violation of the minimum eye

opening occurs after the adaptation process completed, the adaptive engine will continue

adjust the tap coefficients in the same direction. This leads to deteriorate the performance

of the DFE as illustrated in Fig.6.11.
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Figure 6.10: One-direction step size of EOM.

Figure 6.11: Drawback of one-direction step size of EOM.

6.5 The Solution

Digital-to-analog converter (DAC) gets its input signals from Error Detection Unit (EDU).

The EDU generates error due to the violation of the received data symbol with minimum

detection requirements at the clock and data recovery operation. Hence, an adaptive engine

updates tap coefficients accordingly. In this section, we present a new adaptive DFE that

eliminates the drawbacks of DFE using SS-LMS and EOM. As illustrated in Section 6.4.1

and Section 6.4.2 that DFE utilizing SS-LMS can adjust tap coefficients in both plus (+)

and minus (-) directions. It, however, continues to operate even the adaptation approaches
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the optimum. Whereas the DFE employing EOM determinates the operation when no error

detected.

The schematic of proposed adaptive engine shown in Fig. 6.12 consists of two error detec-

tion units and one digital-to-analog converter. The schematic of EDUs is shown in Fig. 6.14.

Figure 6.12: The schematic of proposed adaptive DFE including the proposed adaptive engine.

The first EDU detects the violation of the maximum timing jitter. It utilizes the least

mean square algorithm to optimize the opening of the data eye. The second EDU utilizes

a hexagon EOM to detect the error of the received data symbol, as detailed in Section

6.4.2. This EDU controls the ON/OFF of the adaptation process. Fig. 5.6 shows the DAC

schematic which is considered in this adaptive engine. The input signal to the DAC is the

error generated in two EDUs. A positive and negative step voltage are generated based on

the error provided by the jitter EDU. The load capacitor of the DAC will be charged and

discharged. This error signal enables the adaptive engine to provide positive and negative
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step voltages to update the tap coefficients of the DFE. The second EDU which utilizes half

hexagon EOM controls the ON/OFF of the DAC. This EDU allows the adaptation process

to update the tap coefficients as long as an error is detected by the EDU using EOM . When

no error is detected, the opening of the received data symbol exceeds the minimum required

a safe data recovery operation and the adaptive process ends. The flow chart of the search

engine of he DFE is shown in Fig.6.13.

Figure 6.13: Search engine of proposed new adaptive engine for adaptive DFE.

6.6 Simulation Results

The effectiveness of the proposed adaptive engine AE of DFE is verified using a 1 Gbps serial

link. The schematic of the combination of both Hexagon-based EDU and jitter-based EDU

is illustrated in Fig.6.14.
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Figure 6.14: Serial link including two error detection units.

Differential current-mode driver is employed to convey a 2mA current to the channel. The

channel is a variable-length transmission line terminated with a 100Ω resistor. Jitter-based

SS-LMS is illustrated at the top of the serial link schematic. Two slicers are used to compare

the voltage of incoming data symbol with its common-mode voltage. The outputs of the

slicers are XORed to generate the error signal. The error signal is fed to the input of DAC

unit to provide a proper step voltage to adjust the tail currents of the feedback taps.

Three clocked comparators are used to implement the EDU utilizing a hexagon EOM
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shown at the bottom of the serial link schematic. Two error signals (severe and not sever)

are extracted due to violation of received data signals and delivered to a DAC unit. 20mV

is used as a one step level for adjusting the feedback taps. The severity, not severity, and

both signals are 20mV, 40mV, and 60mV respectively. 10PF capacitor is connected to the

output to accumulate the voltage levels. Therefore, the tap coefficients will be adjusted for

20mV, 40mV, and 60mV based on the error signal delivered from EDU using hexagon EOM

and controls the ON/OFF of the adaptation process as well. On the other hand, the error

signal delivered from jitter-based EDU will make the tap coefficients to increase or decrease

based on the sign of the error signal.

The simulation starts with increasing from zero to open the received data eye. different

step sizes are drawn due to the severity and not severity signals. Also, we can see the up

down of the signal due to the error signal delivered from EDU utilizing SS-LMS. This solved

the drawback of using EOM for updating the tap coefficients in one direction. Also, there

are accidental errors happened after the convergence time, this will not leads the adaptation

process to hit the VDD. We can see after 45ns, the adaptation process is totally stopped

due to the error signal provided from EDU using EOM. This eliminates the drawback of

unlimitted error signal provided by using SS-LMS.

Figs.5.16-5.22 illustrate the schematic (left) and layout (right) of inverter, NOR2, XOR2,

delay cell, clocked comparator, non-clocked comparator, adaptive engine, and DFE core re-

spectively. Fig.6.23 represents the chip layout of the adaptive DFE utilizing maximum jitter

based adaptive DFE technique. The chip layout (1mm x 1mm) has been fabricated in Cana-

dian Microelectronics Corporation (CMC) based on IBM 130nm 1.2V CMOS technology.
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Table 6.1: Performance of proposed jitter adaptive DFE (1 meter channel length).

Tech. IBM 130 nm
Supply voltage 1.2 V
Data rate 2 Gbps
Power of charge pumps 3.41 mW
Power of error detect units 6.33 mW
Power of DFE core (pre-amp., tap generators, delay units, ...) 5.71 mW
Total power 15.45 mW
Vertical eye-opening 1.0 V (83%)
Horizontal eye-opening 0.34 ns (68%)
Jitter 80 ps (16%)

6.7 Chapter Summary

A maximum jitter adaptive decision feedback equalizer was proposed for Gbps serial links.

The adaptation is set by the detection of the violation of the maximum allowable jitter of

received data symbols. The effectiveness of the proposed adaptive DFE was evaluated by

embedding it in a 1 Gbps serial link with variable channel lengths implemented in an IBM

130 nm 1.2V CMOS technology. Simulation results demonstrated that the proposed adap-

tive DFE is capable of maximizing the eye-opening of received data symbols while meeting

jitter constraints. Although the example used to validate the proposed adaptive DFE in

this paper only contains two DFE taps, the underlining principle is valid for DFE with an

arbitrary number of taps. The method presented here only applies to DFE with a fixed

number of taps and cannot change the number of DFE taps adaptively. If one want to have

the number of taps also adaptive to the characteristics of channels, an algorithm that can

pre-determine the number of taps based on the characteristics of the channel is needed.
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Figure 6.15: Inverter: schematic (left) and layout (right).

Figure 6.16: NOR2: schematic (left) and layout (right).
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Figure 6.17: XOR2: schematic (left) and layout (right).

Figure 6.18: Delay cell: schematic (left) and layout (right).
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Figure 6.19: Clocked-comparator: schematic (left) and layout (right).

Figure 6.20: Non-clocked-comparator: schematic (left) and layout (right).
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Figure 6.21: Adaptive engine: schematic (left) and layout (right).

Figure 6.22: DFE core: schematic (left) and layout (right).
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Figure 6.23: Layout of maximum-jitter adaptive DFE.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this dissertation, the imperfections of wire channels and their impact on data transmis-

sion were investigated. The fundamentals of near-end and far-end channel equalizations

that combat the effect of the imperfections of wire channels were explored. A comprehen-

sive review of decision feedback equalizers for Gbps data links was provided and a detailed

examination of the principle, configuration, operation, and limitation of DFE was presented.

A hexagon two-dimensional eye-opening monitor (EOM) for quantifying the minimum

eye-opening of received data was introduced. The proposed hexagon EOM outperforms

rectangular counterparts by imposing a tighten constraint on data jitter at the edge of data

eyes and eliminating unnecessary errors flagged by rectangular EOMs. Moreover, it is able

to quantify the severity of the violation of the minimum eye-opening by received data so as

to allow different step sizes to be used in search for optimal DFE tap coefficients, thereby

improving performance and shortening DFE adaptation time.

To lower power consumption, a power-efficient half hexagon 2-dimensional EOM was

introduced. The proposed half hexagon EOM outperforms the full hexagon EOM with

comparable performance but greatly reduced silicon and power consumption.

An adaptive DFE utilizing the proposed hexagon EOM was developed. Similar to SS-

LMS adaptive DFE, the proposed DFE only needs Boolean signals, specifically, the severity of

the violation of the minimum eye-opening and past decisions and is therefore computationally
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efficient. The different severities of the violation of the minimum eye-opening are mapped to

different step sizes used in search for optimal DFE tap coefficients, thereby achieving better

performance.

Finally, a power-efficient maximum jitter adaptive DFE was proposed. The adaptation

in search for the optimal tap coefficients of DFE was set by the detection of the violation

of the maximum jitter of received data symbols so as to satisfy the given maximum jitter

constraints. The effectiveness of the proposed adaptive DFE was validated using simulation

results.

7.2 Future Work

The methods presented here were only applied to DFE with a fixed number of taps and cannot

change the number of DFE taps adaptively. If one wants to have the number of taps also

changed adaptively, an algorithm that can pre-determine the number of taps based on the

characteristics of the channel is needed. One possible solution to this problem is to monitor

the slope of the post-cursor portion of data symbols as the number of the post-cursors is

directly related to the slope of the impulse response of the channel in the post-cursor section.

Multi-level signaling utilized in serial links has been demonstrated to be an effective

method for improving data rate. In this dissertation, the proposed hexagon and timing-

jitter EOMs were only validated in adaptive DFE for 2-PAM (pulse amplitude modulation)

signal. They could be employed to monitor the validity of received multi-level signals as well

due to the similarity of the effect of channel imperfections on both types of signals. This

could be another research direction to improve the data rate of serial links.
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