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Abstract

This thesis presents three frameworks of human action recognition to facilitate bet-

ter recognition performance. The first framework fuses handcrafted features from four

different modalities including RGB, depth, skeleton, and accelerometer data. In ad-

dition, a new descriptor for skeleton data is proposed that provides a discriminative

representation for the poses of an action. Since the goal of the first framework is to

find a more discriminative subspace, a generalized fusion technique Multimodal Hybrid

Centroid Canonical Correlation Analysis (MHCCCA) is proposed for two or more sets

of features or modalities. The second framework fuses handcrafted and deep learning

features from three modalities including RGB, depth, and skeleton. In this framework

a new depth representation is introduced that extracts the final representation using

Deep ConvNet. The proposed fusion technique forms the backbone of the framework:

Multiset Globality Locality Preserving Canonical Correlation Analysis (MGLPCCA)

for two or more sets of features or modalities. MGLPCCA aims to preserve the local

iii



and global structures of data while maximizing the correlation among different modal-

ities or sets. The third framework uses the deep learning techniques to improve the

long term temporal modelling through two proposed techniques: Temporal Relational

Network (TRN) and Temporal Second Order Pooling Based Network (T-SOPN). Addi-

tionally, Global-Local Network (GLN) and Fuse-Inception Network (FIN) are proposed

to encourage the network to learn complementary information about the action and

scene itself. Qualitative and quantitative experiments are conducted on nine different

datasets demonstrating the effectiveness of the proposed framework over state-of-the-art

methods.
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Chapter 1

Introduction

1.1 Background

Human action recognition has witnessed major developments recently due to its im-

portance in a variety of applications across different fields including: health care [1],

security [2], and human-robot interaction [3]. However, human action recognition is

a challenging research topic due to the presence of many problems such as: occlusion,

varying light conditions, the sensor noise, and speed variations while performing actions.

Researchers have mainly focused on human activity analysis from RGB cameras, includ-

ing methods based on human silhouettes [4] [5], spatial-temporal shapes [6] and local

based descriptors [7]. Though various methods have been proposed for RGB videos,

there are still limitations including sensitivity to different illuminations.

Researchers have invested substantial effort into developing 3D action recognition.

The last decade has witnessed the development of inexpensive depth cameras such

as Kinect. Kinect cameras have a distinct advantage over traditional RGB cameras

because they capture 3D human motion in space using depth videos and skeleton data.

Additionally, several methods were proposed based on temporal motion history [8], or

1



local motions in videos using local interest points [9]. Many researchers have proposed

techniques based on skeleton data to capture the differences between joints [10] or

describe the trajectory of an action [11]. However, depth videos have the problems

with noise and occlusion. As a result, other researchers have been investigating human

action recognition using inertial sensors that can provide accurate acceleration data and

angular velocity.

Each sensor captures a different aspect of the subject performing the action, for

example RGB cameras capture the scene and texture information regarding the subject,

while depth cameras capture the relations among body parts. A possible method for

solving these challenges in human action recognition is to find a way of incorporating

different modalities representing human action more effectively. Several researchers

proposed to simultaneously utilize different modalities like depth and inertial sensors

to improve the recognition accuracy [12].

However, simple serial or parallel feature fusion can not identify the intrinsic rela-

tions among different modalities. Some researchers proposed techniques which learn

the intrinsic relations among different sets of data. Hardoon et al. proposed Canonical

Correlation Analysis (CCA) to maximize the correlation between two different sets of

data [13]. Furthermore, Kernel Canonical Correlation Analysis (KCCA) [13] revealed

the nonlinear relationship between two sets of data. Nevertheless, methods such as CCA

and KCCA are restricted to finding the relationships between only two sets. Multiset

Canonical Correlation Analysis (MCCA) [14] was proposed to reveal the relationship

among multiple sets of data or modalities1. However, because they do not incorporate

the knowledge of class labels during training, the aforementioned methods fail to find

a discriminative common space which can differentiate similar actions. For example,

CCA, KCCA, and MCCA have difficulty in separating the actions between sitting down

and standing up, which are two reversely-ordered actions with a small between-class

1Throughout the dissertation, set is used interchangeably with modality.
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distance in the common space.

Recently, researchers have began to apply deep learning in action recognition. Re-

searchers introduced 2D Deep ConvNets [15] in action recognition from RGB videos.

However 2D Deep ConvNets can not capture the long term temporal information. Oth-

ers introduced 3D Deep ConvNets [16] which require a large number of frames to achieve

optimum performance. Moreover, others explored the cooperation between 2D Deep

ConvNets [17] and Long Term Short Memory (LSTM) [18] for action recognition.

1.2 Purpose and Scope of This Dissertation

The work of this dissertation focuses on improving recognition accuracy, with a goal

of building long term effective frameworks for action recognition. Specifically, more ef-

fective action recognition based on the fusion of different features; in particular depth,

skeleton, RGB, and accelerometer data is considered. Moreover, the impact of deep

learning techniques for feature representation and learning is explored. Additionally,

fusion techniques are utilized to further improve the action representations in deep

learning techniques. Overall, the thesis aims to improve the human action recognition

performance. The presented frameworks are based on the fusion of different modalities

or sets. They represent a seamless migration journey in human action recognition from

handcrafted features techniques for small scale datasets to deep learning techniques

for large scale datasets. The first framework depends only on handcrafted features

extracted from RGBD cameras; which were trending at the time. The second frame-

work represents an intermediate stage where deep learning is merged with handcrafted.

The third framework demonstrates the dominance of deep learning techniques in action

recognition in large datasets. To demonstrate the effectiveness of the proposed frame-

works they were tested on several different datasets; with different groups of modalities.
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Figure 1.1: Dissertation contributions diagram.

1.3 Contributions

The contributions of this work are summarized in Figure 1.1. The key areas of benefit

are as follows:

• A novel human action recognition framework that fuses different modal-

ities (RGB, depth, skeleton, and accelerometer data) is proposed. The

fusion of the features is based on the proposed fusion technique, named Hybrid

Centroid Canonical Correlation Analysis (HCCCA), for learning discriminative

common space between two different modalities. HCCCA uses the class labels

of the training dataset to find the discriminative common feature space. HC-

CCA is then generalized to Multimodal Hybrid Centroid Canonical Correlation

Analysis (MHCCCA) to deal with multiple feature sets. This framework explores

the fusion of handcrafted features in performance boosting. Additionally, a Bag

of Angles (BoA) is proposed to represent skeletons, aiming to capture the key
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distinct human poses representing the characteristics of an action from skeleton

sequences.

• A human action recognition framework which combines heterogeneous

features from different modalities or sets (RGB, depth, and skeleton)

using both deep learning and handcrafted features is presented. This

framework highlights the effectiveness of fusion by using the proposed Globality

Locality Preserving Canonical Correlation Analysis (GLPCCA) which learns the

common subspace between two different sets, preserving both the local structure

(the geometric relations among the data samples in the same class) and global

structure (the geometric relations among different classes). Moreover, Multiset

Globality Locality Preserving Canonical Correlation Analysis (MGLPCCA) is

presented for three or more sets or modalities. The framework exploits 2D Deep

ConvNets as a feature extractor for both RGB and depth videos.

• A new deep learning framework for RGB videos based on two stream

networks is introduced. The presented framework improves both the long

term temporal dynamics and leverages complementary information to improve

the discriminative ability of the learned representation. To capture the long term

temporal dynamics, two temporal learning networks are presented for better long

term temporal modelling. First, Temporal Relational Network (TRN) which com-

bines 2D Deep ConvNets and Conditional Random Fields (CRF) in an end-to-end

training framework is presented. Second, Temporal Second Order Pooling Based

Network (T-SOPN) is proposed to model the temporal structure of the video.

T-SOPN models the long term temporal dynamic cues through pooling. Addi-

tionally, to improve the overall recognition performance of the video, two effective

methods are proposed based on the idea of complementary learning. Global-Local

Network (GLN) is proposed to combine both global information and the local dis-

5



criminative features corroborating the discriminative representation. In addition,

Fuse-Inception Network (FIN) is presented to learn the feature representation

through fusion and complementary learning.

1.4 Overview of This Dissertation

An overview of the organization of the remainder of the dissertation follows. Chapter 2

reviews existing work related to action recognition. Chapter 3 presents the proposed ac-

tion recognition based on MHCCCA, and compares the framework against other similar

methods. Chapter 4 introduces our human action recognition framework which fuses

deep learning and handcrafted features using the proposed MGLPCCA, and tests the

effectiveness of the framework. Chapter 5 introduces the temporal and complementary

learning techniques that are based on deep learning and explores the effectiveness of

the proposed techniques against state-of-the-art techniques. Finally, Chapter 6 encap-

sulates the conclusions and discusses possible future work.
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Chapter 2

Related Work

The most relevant, and prominent techniques are reviewed in order to set the stage for

the investigation and development of human action recognition, and to acknowledge

the contributions in this field. Over the last three decades, researchers have proposed a

variety of human action recognition techniques. In this dissertation, the existing works

are divided according to the input modalities they use, into four main categories: RGB,

depth, skeleton, and hybrid based techniques.

2.1 RGB Based Techniques

Researchers have presented a diverse set of techniques for human action recognition,

which can be classified into two main groups, handcrafted based methods and deep

learning based methods.

2.1.1 Handcrafted Based Methods

Shape and silhouette features are considered to be the first proposed human action

representations. Bobick et al. [4] introduced the idea of summarizing human actions
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over time through temporal templates. They extracted human shape masks from a

video sequence and cumulatively summed the difference between each consecutive pair

of frames to construct Motion History Image (MHI) and Motion Energy Image (MEI),

representing the presence and recency of the action. Blank et al. [6] extended 2D

silhouette to the 3D silhouette representing the action over time as a space-time volume.

However, these methods are highly dependent on a precise human body segmentation.

Another approach is to focus on local feature methods which do not require any

pre-knowledge regarding the human body. These are based on local feature detection

and spatio-temporal descriptors to represent the detected features. Laptev et al. [19]

extended Harris detector [20] to Harris3D interest point detector. The Harris3D de-

tector finds the local positive spatio-temporal maxima by computing a spatio-temporal

second moment matrix at each point, and searches for active video regions by finding

the largest eigenvalues of this matrix. Dollar et al. [21] proposed behaviour recognition

using Gabor filters, which gives more dense results than Harris3D detector, by apply-

ing a set of spatial Gaussian kernels and temporal Gabor filters. Willems et al. [22]

proposed to use Hessian3D as a local spatio-temporal detector in action recognition,

which is an extension to the Hessian saliency measure of blob detection in images [23].

The Hessian3D detector computes the Hessian matrix at each interest point, then cal-

culates the determinant of the Hessian matrix for point localization. Wang et al. [24]

proposed to densely sample interest points at regular positions and scales in time. Oth-

ers proposed detection of the robust interest points by detecting the trajectories of the

interest points. Matikainen et al. [25] tracked features using the Kanade-Lucas-Tomasi

(KLT) [26] tracking algorithm, then clustered the trajectories and assigned to the li-

brary of trajectories. Sun et al. [27] proposed to extract trajectories based on pairwise

matching over two consecutive frames. Wang et al. [28] proposed to densely sample

interest points and track them using an optical flow field. Others studied local feature

descriptors for videos, for example, Laptev et al. [7] proposed several descriptors based
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on motion representation. In [29], Laptev et al. proposed local feature descriptors in-

cluding Histogram of Oriented Gradients (HOG) and Histogram of Oriented Optical

flows (HOF). The former encodes the visual appearance and shape information and the

latter encodes motion information. Scovanner et al. extended Scale Invariant Feature

Transform (SIFT) to 3DSIFT [30]. 3DSIFT is based on the spatio-temporal grid con-

cept and spatio-temporal gradients. Similarly, Klaser et al. extended the HOG [31] to

HOG3D. Additionally, Wang et al. [32] proposed Motion Boundary Histogram (MBH)

to spatio-temporal information in videos. Other researchers focused on local features

encoding techniques for video representation. Niebles et al. [33] applied Bag of Features

(BoF) on action recognition. In [33], the global representation was computed for the

local features describing the sub-actions in the video. Then, a visual vocabulary over all

extracted local features was created. Finally, the video was represented as a histogram

of the quantified local features. Perronnin et al. [34] proposed Fisher vector encoding to

encode the difference between the features and visual words. A visual vocabulary was

created by clustering local features extracted from the video using Gaussian of Mixture

Models (GMM) then the first and second moments of the differences between the local

features and visual vocabulary were computed. Similarly, in [35], Jegou et al. intro-

duced Vector of Locally Aggregated Descriptors (VLAD). It accumulates the residual

of each local feature with respect to its assigned visual word. For each cluster, it stores

the accumulated sum of the differences of the descriptors assigned to the cluster and

the centroid of the cluster as well.

2.1.2 Deep Learning Based Methods

Over the past five years, researchers invested significant effort in video based action

recognition using deep learning. Deep learning based methods can be roughly catego-

rized according to their architecture into two main categories: 2D Deep ConvNets and
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3D Deep ConvNets approaches.

2D Deep ConvNets approaches

Karpathy et al. [36] introduced a new dataset containing 1 million YouTube videos and

empirically studied 2D Deep ConvNets. However, their work was to some extent limited

in the temporal modelling. Simonyan et al. [37] introduced a two stream network with

two 2D Deep ConvNets (Spatial for RGB) and (Temporal for optical flow). Their ob-

jective was to capture the complementary information on appearance and motion from

RGB images and from optical flow, respectively. In [38], Feichtenhofer et al. studied

different possibilities for fusing two stream 2D Deep ConvNets (Spatial for RGB) and

(Temporal for optical flow), and found that the fusion of learned features from the last

convolutional layer boosted performance. In order to improve the temporal modelling,

in [39] and [40] researchers introduced spatio-temporal ResNet which injects residual

connections from spatial to temporal and vice versa. Wang et al. [41] introduced a tra-

jectory pooled deep convolutional descriptor which combined the merits of handcrafted

and deep learning features. They utilized 2D Deep ConvNets to learn discriminative

convolutional feature maps, and applied trajectory constrained pooling to aggregate

these features into effective descriptors.

Zhang et al. [42] introduced motion vector based action recognition, which mod-

els the temporal information using motion vectors instead of optical flow. In [15], the

authors introduced Temporal Segment Network (TSN) and set guidelines for good prac-

tices in training 2D Deep ConvNets for better and low cost performance. In [43], Diba

et al. introduced the idea of deep temporal linear encoding, where bilinear pooling

[44] was adopted to pool features across time. The introduced architecture encodes the

appearance and motion through the time for a more compact representation. Sun et

al. [45] introduced optical guided networks which can implicitly compute the optical

flow. Bilen et al. [46] introduced a network which computes MHI implicitly using rank
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pooling. This provided 2D Deep ConvNet with the ability to capture evolution of the

action itself over time. In [47], Zhou et al. modelled the temporal information through

sum pooling the feature representations across time and at different scales. Donahue

et al. [48] introduced the idea of modelling temporal cues by incorporating LSTM and

represented video frames using 2D Deep ConvNets.

3D Deep ConvNets approaches

Tran et al. proposed 3D Convolutional Networks (C3D) to model the temporal dynam-

ics and learn spatio-temporal features [49] through 3D convolutional and pooling layers.

Varol et al. [50] studied the effectiveness of capturing the long term temporal infor-

mation on the accuracy performance. Carreira et al. [16] extended Inception V1 [51]

and introduced two stream Inflated 3D ConvNet (I3D) enabling spatio-temporal feature

learning. In [52], Hara et al. introduced the 3D versions of ResNet [53], Wide ResNet

[54], ResNext [55], and DenseNet [56]. Wang et al. introduced Non-Local Networks

which capture long range temporal dependencies [57]. In [58], the authors adopted

graph networks to learn the relationships among the features learned by I3D. Diba et

al. [59] introduced a new layer called the temporal transition layer for 3D DenseNet to

exploit temporal cues. Diba et al. extended Squeeze and Excitation Networks (SEN)

[60] to a 3D version and applied it to action recognition. In [61], the authors introduced

the Multi-Fiber Network which is a computationally efficient 3D ConvNet architecture.

They sliced the complex architecture of 3D Deep ConvNets into lightweight networks

called fibers.

2.2 Depth Based Techniques

In the depth based techniques, depth maps are used for activity recognition. In [8], Yang

et al. proposed Depth Motion Map (DMM) as a human action representation which is
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the depth version of MHI. In DMM, depth maps are projected onto three orthogonal

planes and the differences between successive frames are accumulated generating three

DMMs. HOG was utilized to represent the three DMMs. However, DMM loses the

temporal order information. Wang et al. [9] extracted semi-local Random Occupancy

Pattern (ROP) and encoded the temporal information using sparse coding. In addition,

Vieira et al. [62] proposed Space Time Occupancy Patterns (STOP) in which the space

and time axes are divided into multiple segments for each sequence. The authors aimed

to preserve spatial and temporal contextual information between space time cells. In

[63], Chengwu et al. divided the sequence into energy equal sub-sequences. DMM was

calculated for each sub-sequence. Then, each DMM is represented using gradient local

auto-correlation features and Locality-constrained Affine Subspace Coding (LASC). In

[64], Chen et al. proposed using Local Binary Pattern (LBP) instead of HOG as a

descriptor. The fusion of features from different DMMs was utilized. In [65], Oreifej

et al. described the depth sequence using the histogram capturing the distribution of

the normal surface orientation in the 4D space of time, depth, and spatial coordinates

called Histogram of Oriented 4D Normals (HON4D). However, the HON4D is highly

computationally intensive. In [66], Tran et al. presented and proposed to incorporate

optical flow in depth. Deep ConvNets were applied in human action recognition from

depth videos. Wang et al. [17] proposed to train 2D Deep ConvNets on DMMs. In

[67], the authors adopted scene flow as an action representation and trained 2D Deep

ConvNets for classification.

2.3 Skeleton Based Techniques

In skeleton based techniques, action recognition is based on skeleton data only. Xia et

al. [68] represented the posture using a histogram of 3D joint locations and the Hid-

den Markov Model was adopted for classification. They claimed that their proposed
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framework is view invariant. In [69], Ofli et al. proposed to select the most informa-

tive set of joints that can describe a certain action using highly interpretable measures

including variance and mean of joint angle trajectories. Chaaraoui et al. [70] used an

evolutionary algorithm to find the most informative joints considering the topological

structure of the skeleton. In [10], Yang et al. proposed a set of features based on the

differences of joints. They captured the static and dynamic postures through calcu-

lating the joint differences. The authors adopted the Naive Bayes Nearest Neighbor

classifier. Others aimed to describe the trajectory of the joints over the video sequence.

In [71], Hussein et al. represented the trajectory of the joints over the sequence using a

covariance descriptor. The authors encoded the relationship between the joint location

and time by computing multiple covariance matrices over sub-sequences of the skele-

ton trajectories. Similarly, Gowayyed et al. [11] proposed to model the trajectory of

joints over the sequence using Histogram of Oriented Displacement (HOD). In HOD,

each displacement in the trajectory votes with its magnitude in a histogram of oriented

angles. More recently, LSTM was used for temporal modelling of the skeleton sequence.

Liu et al. [72] proposed to use spatio-temporal LSTM for 3D action recognition. Du

et al. [73] introduced a hierarchical recurrent neural network which represents the tra-

jectories of skeleton joints where each skeleton is divided into five parts corresponding

to the body parts. Wang et al. [74] proposed to represent spatio-temporal sequences

as Joint Trajectory Maps (JTM) and adopted 2D Deep ConvNets for classification. Li

et al. [75] introduced Joint Distance Maps (JDM) to represent the spatio-temporal

information and adopted 2D Deep ConvNets for classification. Yan et al. [76] modelled

the dynamics of skeleton through a spatio-temporal graph convolutional network which

learns spatial and temporal patterns of actions.
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2.4 Hybrid Based Techniques

In hybrid-based techniques, human action is recognized based on a mixture of different

modalities, such as RGB, depth, skeleton, and accelerometer data. Zhu et al. [77]

adopted Random Forests to fuse joint differences and spatio-temporal interest points

including: Harris3D, HOG3D, HOG, and Hessian. In [12], Chen et al. introduced

an action recognition framework that fuses accelerometer data and depth maps. They

represented depth maps using DMM and accelerometer data using statistical features.

The computed features were fused both at the feature and decision levels. In [78], Wang

et al. proposed a framework based on local patterns of depth sequences and relative

positions of the skeleton joints, to minimize the intra-class distances. Shahroudy et

al. [79] fused RGB and skeleton data using unsupervised structured sparsity feature

fusion which is based on Locality-constrained Linear Coding (LLC). Ofli et al. [80]

presented a dataset which contains different actions captured by multiple modalities

including depth, RGB cameras, accelerometers, and microphones then used multiple

kernel learning to fuse the different modalities. Shahroudy et al. [81] introduced a

deep autoencoder based on shared-specific feature factorization to fuse RGB and depth

modalities.
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Chapter 3

Action Recognition via MHCCCA

3.1 Introduction

The aim of this dissertation is to improve the accuracy performance of human action

recognition using information obtained from multiple sources. Such improvement can

be achieved by fusing different available modalities [82]. In this chapter, a new frame-

work for human action recognition based on fusion of handcrafted features extracted

from different modalities is introduced for small scale datasets. In this framework, four

modalities specifically RGB, depth, skeleton, and accelerometer data are fused using the

proposed novel fusion technique, Multimodal Hybrid Centroid Canonical Correlation

Analysis (MHCCCA). The proposed fusion technique aims to learn the discriminative

and informative shared space, by considering the correlation among different classes

across two or more modalities. The proposed human action recognition framework as

shown in Figure 3.1 consists of three stages: feature extraction, fusion, and finally clas-

sification. The proposed fusion technique MHCCCA forms the core of the framework,

the chapter focuses first on the proposed fusion followed by the feature extraction and

classification.
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Figure 3.1: The proposed human action recognition framework using MHCCCA con-
siders four modalities: RGB video, depth video, skeleton, and accelerometer data.

3.2 Hybrid Centroid Canonical Correlation Analy-

sis

The idea of fusion is to find a common shared space representation of features extracted

from different modalities or sets. The major challenge is to find the complementary

relationship among the heterogeneous modalities or sets. In this section, the MHCCCA

is introduced for feature fusion. The power of MHCCCA is its ability to learn the

discriminative common low dimensional representation of the heterogeneous modalities

or sets. For the sake of completeness, we first briefly describe CCA and Centroid
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Correlation Analysis (CCCA), and then present the proposed HCCCA and MHCCCA.

3.2.1 Review on Canonical Correlation Analysis

Canonical correlation analysis (CCA) aims to maximize the correlation between two

different sets [83] [13]. Consider two sets of n zero-mean centred samples X ∈ <p×n and

Y ∈ <q×n, p and q are the dimensions of feature samples in X and Y , respectively. CCA

aims to learn the projection basis functions that maximize the correlation between the

projected samples. CCA is formulated as follows:

max
Wx,Wy

Trace(W T
x CxyWy)

subject to W T
x CxxWx = I;W T

y CyyWy = I,

(3.1)

where Cxy = XY T is the cross-correlation matrix between the two sets, and Cxx and Cyy

are the auto-correlation matrices of X and Y , respectively. W T
x ∈ <p×l and W T

y ∈ <q×l

are the projection matrices for X and Y , respectively and l is the number of projected

dimensions. As proven in [13], Wx in Eq. (3.1) is formulated as a generalized eigenvalue

decomposition problem as follows:

CxyC
−1
yy C

T
xyWx = λ2CxxWx. (3.2)

After Wx is derived, Wy is computed by solving C−1yy C
T
xyWx/λ. It is worth noting

that CCA does not utilize any label information. As a consequence, the projected data

samples using the derived projection directions Wx and Wy are not well separated. In

other words, the learned space is not discriminative enough.
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3.2.2 Centroid Canonical Correlation Analysis (CCCA)

A straightforward way of incorporating class label information and obtaining a discrim-

inative low dimensional representation of two sets is to build correspondences between

the centroid class vectors of the two sets, each set consists of K classes. The centroids

for modalities X and Y are denoted by Ux = [ux1 , u
x
2 , ...u

x
K ] and Uy = [uy1, u

y
2, ...u

y
K ],

respectively, where uxd and uyd are the centroids of the dth class in X and Y , respectively.

uxd and uyd are calculated as follows:

uxd =
1

ndx

ndx∑
i=1

xdi , u
y
d =

1

ndy

ndy∑
i=1

ydi , (3.3)

where xdi and ydi are the ith sample in the dth class in X and Y , respectively. The

variables ndx and ndy represent the number of the samples in the dth class in X and Y ,

respectively. Similar to CCA, CCCA is formulated as follows:

max
Wx,Wy

Trace(W T
x ΣxyWy)

subject to W T
x ΣxxWx = I;W T

y ΣyyWy = I,

(3.4)

where Σxy = UxU
T
y is the cross-correlation matrix between the Ux and Uy, and Σxx

and Σyy are the auto-correlation matrices of Ux and Uy, respectively. Similar to CCA,

the above equation is solved by generalized eigenvalue decomposition. However, CCCA

loses the rich information of the data because it incorporates the centroid class samples.

3.2.3 Hybrid Centroid Canonical Correlation Analysis (HC-

CCA)

Instead of establishing correspondences among samples in CCA or the centroid of classes

in CCCA, HCCCA establishes correspondences among samples and the centroids of
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classes simultaneously. HCCCA aims to learn the projection basis functions, a technique

which maximizes the correlation between the projected samples while maintaining a high

correlation between centroid class vectors of the two sets. The HCCCA is formulated

as follows:

max
Wx,Wy ,α1,α2

Trace(α1W
T
x CxyWy + α2W

T
x ΣxyWy)

subject to W T
x CxxWx = I;W T

y CyyWy = I;

2∑
i=1

αi = 1;αi ≥ 0,

(3.5)

where Cxy is the cross-correlation matrix between X and Y respectively. The variable

Σxy is the cross-correlation matrix between the two centroid sets Ux and Uy, respectively.

The variables Cxx and Cyy are the auto-correlation matrices for X and Y , respectively.

Wx and Wy are the projection matrices of X and Y , respectively. The tuning parame-

ters αi(i = 1, 2) are non-negative weights to combine the cross-correlation between X

and Y and the cross-correlation between the two centroid sets Ux and Uy. The first term

of the objective function W T
x CxyWy in the optimization problem maximizes the corre-

lation between the projected samples and the second term W T
x ΣxyWy maximizes the

correlation between the centroids of the classes in the two sets. To calculate αi(i = 1, 2)

in an iterative manner and with reasonable numbers, a mathematical trick from [84]

[85] is adopted. A relaxation scheme is introduced by changing the tuning parameters

to αr1 and αr2 where r is an integer and r ≥ 2. Therefore, the HCCCA optimization
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problem is reformulated as follows:

max
Wx,Wy ,α1,α2

Trace(W T
x (αr1Cxy + αr2Σxy)Wy)

subject to W T
x CxxWx = I;W T

y CyyWy = I;

2∑
i=1

αi = 1;αi ≥ 0.

(3.6)

Eq. (3.6) can be solved iteratively by employing an alternating optimization tech-

nique to acquire a sub-optimal solution [86]. Initially, α1 and α2 are fixed to compute

Wx and Wy. By applying Lagrange multipliers, the following relationship are obtained

as follows: 0 αr1Cxy + αr2Σxy

αr1C
T
xy + αr2Σ

T
xy 0

Wx

Wy

 = λ

Cxx 0

0 Cyy

Wx

Wy

 , (3.7)

where λ is the eigenvalues. Eq. (3.7) can be solved using generalized eigenvalue de-

composition. Then, to obtain α1 and α2, we fix the derived Wx and Wy and apply the

Lagrange multipliers method on Eq. (3.6) to update α1 and α2. Applying a Lagrange

multipliers function on Eq. (3.6) with fixed Wx and Wy is formulated as follows:

L(α1, α2, β) = αr1Tr(W
T
x CxyWy)

+ αr2Tr(W
T
x ΣxyWy)− β(

2∑
i=1

αi − 1).
(3.8)

From Eq. (3.8), the derivatives with respect to αi and β are obtained, and then the

resultants are set to zero as follows:
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∂L(Wx,Wy, α1, α2, λ1, λ2, β)

∂α1

= rαr−11 Tr(W T
x CxyWy)

− β = 0,

∂L(Wx,Wy, α1, α2, λ1, λ2, β)

∂α2

= rαr−12 Tr(W T
x ΣxyWy)

− β = 0,

∂L(Wx,Wy, α1, α2, λ1, λ2, β)

∂β
=

2∑
i=1

αi − 1 = 0.

(3.9)

The parameters α1 and α2 are calculated and updated by Eq. (3.10) and Eq. (3.11):

α1 =

(
1

Tr(W T
x CxyWy)

)
1

r−1

(
1

Tr(W T
x CxyWy)

)
1

r−1 + (
1

Tr(W T
x ΣxyWy)

)
1

r−1

. (3.10)

α2 =

(
1

Tr(W T
x ΣxyWy)

)
1

r−1

(
1

Tr(W T
x CxyWy)

)
1

r−1 + (
1

Tr(W T
x ΣxyWy)

)
1

r−1

. (3.11)

After that, α1 and α2 are fixed to compute the new Wx and Wy. The projection

matrices Wx and Wy and the tuning parameters α1 and α2 are updated in an iterative

manner until they are converged. The algorithm for solving the HCCCA optimization

problem is summarized in Algorithm 3.1.

However, HCCCA can fuse two modalities, this leads us to generalize HCCCA to a

multimodal fusion handling more than two modalities.
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Algorithm 3.1 HCCCA Algorithm

Require: Two sets X and Y , the class centroids of the two sets Ux and Uy, and r ≥ 2
Ensure: Wx, Wy, α1, and α2

1: Compute Cxy, Σxy, Cxx, and Cyy
2: Initialize α1 = α2 = 1

2

3: Repeat
4: Obtain Wx and Wy using Eq. (3.7)
5: Compute α1 and α2 using Eq. (3.10) and Eq. (3.11)
6: Until Convergence

3.2.4 Multimodal Hybrid Centroid Canonical Correlation Anal-

ysis (MHCCCA)

In order to obtain the shared space for two or more data modalities or sets, we ex-

tend HCCCA to MHCCCA by following steps similar to MCCA [14]. Given P sets

of data samples X1, ...XP , with dimensions m1, ...mP , the objective of MHCCCA is to

maximize the correlation of data samples from different heterogeneous modalities, while

maintaining a high correlation of the centroids of the classes of the different modalities.

The optimization problem is formulated as follows:

max
W1,..WP ,α1,α2

Trace(
P∑

k,j=1,k 6=j

W T
k AkjWj)

subject to
P∑
i=1

W T
i CiiWi = P (I);

2∑
l=1

αl = 1;αl ≥ 0.

(3.12)

The matrix Akj is of dimension mk ×mj and is obtained as Akj = αr1Ckj + αr2Σkj,

Ckj = XkY
T
j and Σkj = UkU

T
j . The matrix Cii is the auto-correlation matrix of the ith
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modality or set. The above optimization problem can be rewritten as follows:

max
W1...WP ,α1,α2

Trace

((
W1 W2 · · · WP

)


01,1 A1,2 · · · A1,P

A2,1 02,2 · · · A2,P

...
...

. . .
...

AP,1 AP,2 · · · 0P,P




W1

W2

...

WP


)

subject to
(
W1 W2 · · · WP

)

C1,1 01,2 · · · 01,P

02,1 C2,2 · · · 02,P

...
...

. . .
...

0P,1 0P,2 · · · CP,P




W1

W2

...

WP

 = P (I);
2∑
i=1

αi = 1;αi ≥ 0

(3.13)

A =


0 A1,2 · · · A1,P

A2,1 0 · · · A2,P

...
...

. . .
...

AP,1 AP,2 · · · 0

 ;C =


C1,1 0 · · · 0

0 C2,2 · · · 0
...

...
. . .

...

0 0 · · · CP,P

 , (3.14)

where the matrices A and C are of dimension N × N and N =
P∑
i=1

mi. First, α1 and

α2 are initialized and fixed to compute W . By applying Lagrange multipliers method,

we obtain the following relationship

PAW = λCW, (3.15)

where W = [W T
1 ,W

T
2 , ...W

T
P ]T is the projection matrix which is associated with the

P modalities or sets. Then, using the derived projection matrix W and the tuning

parameters (α1, α2) are updated by Eq. (3.16) and Eq. (3.17):
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α1 =

(
1

Tr(V )
)

1
r−1

(
1

Tr(V )
)

1
r−1 + (

1

Tr(Q)
)

1
r−1

, (3.16)

α2 =

(
1

Tr(Q)
)

1
r−1

(
1

Tr(V )
)

1
r−1 + (

1

Tr(Q)
)

1
r−1

, (3.17)

where V =
∑P

k,j=1,k 6=jW
T
k CkjWj and Q =

∑P
k,j=1,k 6=jW

T
k ΣkjWj. After that, α1 and

α2 are fixed to compute the new W , using a procedure similar to a HCCCA until

they converge. The algorithm for solving MHCCCA optimization problem is shown in

Algorithm 3.2.

Algorithm 3.2 MHCCCA Algorithm

Require: P sets Xi=1:P ,the class centroids of the P sets Ui=1:P , and r ≥ 2
Ensure: W , α1, and α2

1: Compute A and C using Eq. (3.14)
2: Initialize α1 = α2 = 1

2

3: Repeat
4: Obtain W using Eq. (3.15)
5: Compute α1 and α2 using Eq. (3.16) and Eq. (3.17)
6: Until Convergence

3.3 Descriptors

RGB videos, depth videos, skeleton data, and accelerometer data are rich sources of

human movements and activities. One of the main challenges in human action recogni-

tion is feature extraction. In this section, a new descriptor for skeleton representation
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using Bag of Angles (BoA) is investigated. Additionally, Hierarchical Pyramid DMM

(HP-DMM) for depth videos, MHI and MEI for RGB videos, and Statistical Features

(SF) for accelerometer data are employed.

3.3.1 Skeleton Data

In early work, Johansson et al., claimed that skeleton data is discriminative enough to

identify human gestures [87]. Here, a new descriptor for skeleton data named BoA is

proposed [88]. For each frame, 70 features are computed following the feature extraction

from [89]. The first 35 features are angles defined by triplets of joints describing the

posture at a time instant. For example, the angle between the right elbow, the neck, and

the left elbow describes the posture of the two arms with respect to the neck at a time

instant. Figure 3.2 shows examples for the angle between joints. On the other hand,

the second set of 35 features are the joint angle accelerations describing the dynamic

trajectory of the angle joints over time. So, the proposed 70 features describe both the

posture and dynamics of skeleton data. The calculated angles are considered as local

features. To properly represent the locally extracted features, BoA model is computed.

First, the codebook for the features is generated. K-means is adopted to cluster the

space into regions, where each region represents a codeword. Then, the local descriptors

are encoded using vector quantization (VQ) with 50 codewords. In VQ, each descriptor

votes for only one codeword. Finally, a histogram is computed as a representation for

each video. The pipeline of BoA is illustrated in Figure 3.3.

3.3.2 Depth Video

Depth videos are important in action recognition because they capture 3D action struc-

ture effectively. Here, we adopt Hierarchical Pyramid Depth Motion Map (HP-DMM)

[90] as the feature for depth videos which is an improved representation over Depth
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Figure 3.2: Illustration of angles formed by three joints. The red angle between the
right shoulder, the neck, and the left shoulder describes the shoulder’s posture with
respect to the neck at a time instant. The green angle between the right ankle, the
center hip, and the left ankle describes the legs’ posture with respect to the center hip
at a time instant.

Motion Map (DMM) for addressing the challenge of self-occlusion. To construct HP-

DMM, the video sequence is divided into multiple video sections as illustrated in Figure

3.4. For each video section, DMM is computed as follows:

DMMF,S,T =
N−1∑
i=1

|DM i+1
F,S,T −DM

i
F,S,T |, (3.18)

where i represents the frame index number, N is the total number of frames in a video

sequence, and F , S, and T are the front, side and top projections of the depth maps,

respectively. HP-DMM has the ability to capture more detailed information about the

action and the fine changes of human movements since it captures the sub-actions within
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Figure 3.3: The pipeline of BoA descriptor. The upper part represents vocabulary
learning and the lower part represents histogram estimation.

the video sequence. Two-level pyramids with two partitions, which have previously

shown good results [90] are employed. The construction of a hierarchical pyramid with

two levels is shown in Figure 3.5. Finally, HOG [31] is used to describe the local shape

of each DMMF,S,T in each partition. The final descriptor is the concatenation of HOG

descriptors of each DMM.

3.3.3 RGB Video

Motion History Image MHI and Motion Energy Image MEI are adopted as RGB videos

descriptors [4]. MHI is used to represent the recency of motion in a video sequence.

On the other hand, MEI is a binary image used to represent the presence of motion.

Instead of using Sobel gradients mask as in [91], HOG is used to capture the local
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Figure 3.4: The generation of HP-DMM descriptor.

Figure 3.5: Hierarchical pyramid of two levels with two partitions.
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Table 3.1: Statistical Features.

Feature Definition %

Mean mean(x) = 1
N

N∑
n=1

x[n]

Max The highest value in the set of data samples.
Min The smallest value in the set of data samples.

Variance σ2
x = x2 − (x)2

shape of each image. The final descriptor is the concatenation of the HOG descriptors

for both images.

3.3.4 Accelerometer Data

The fourth modality is the data from an accelerometer. The accelerometer provides the

acceleration measurements along the three orthogonal Cartesian axes. Many features

can be extracted from the accelerometer data to represent actions such as Statistical

Features (SF), energy features and frequency domain features [92]. SF are used as fea-

tures for accelerometer data due to their simplicity, effectiveness, and good performance

[93]. Such features can discriminate high energy actions from low energy actions. Table

3.1 shows the list of SFs with brief definitions. Each axis of the three orthogonal axes is

partitioned into NS temporal windows. In each temporal window, mean, max, min, and

variance are computed for each temporal window. The main motivation of computing

SFs for each temporal window is to obtain quantitative measurements that allow signal

discrimination. The number of temporal windows NS affects the quality of the features.

An improper number of temporal windows NS leads to non-discriminative features. The

final descriptor is the concatenation of the four SFs of each temporal window for each

axis of the three orthogonal axes.
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3.4 Experimental Results

In order to evaluate the effectiveness of the proposed framework, comprehensive exper-

iments are conducted on four publicly available multimodal human action datasets. In

this section, datasets description, data visualization, and performance evaluations are

presented.

3.4.1 Multimodal Action Datasets

In the evaluation, the experiments are conducted on four different action datasets: MSR

Action3D [94], UTD Multimodal Human Action Dataset (UTD-MHAD) [95], UTD-

MHAD-Kinect V2 [96], and Berkeley MHAD [80] which incorporate different modalities

for the the task of human action recognition.

The MSR Action3D Dataset contains 1114 action sequences (557 depth sequence,

and 557 skeleton sequences) for 20 actions performed by 10 subjects. All the sequences

were captured with Kinect sensor. The 20 actions are: high wave, horizontal wave,

hammer, hand catch, forward punch, high throw, draw x, draw tick, draw circle, hand

clap, two hand wave, side boxing, bend, forward kick, side kick, jogging, tennis swing,

tennis serve, golf swing, and pickup throw. Each subject performed every action two

or three times. We followed the same settings in [78], where all the 20 actions were

employed. Half of the subjects were used for training and the rest for testing.

The UTD Multimodal Human Action Dataset (UTD-MHAD) is composed

of 3444 sequences (861 RGB video sequences, 861 depth video sequences, 861 skeleton

sequences, and 861 accelerometer data samples) for 27 actions performed by 8 subjects.

RGB sequences, depth sequences, and skeleton sequences were captured using Kinect

sensor. Accelerometer data sequences were captured by a wearable inertial sensor, which

was worn on subject’s right wrist or right thigh depending on whether the action was

mostly an arm or a leg type action. The 27 actions are: right arm swipe to the left, right
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arm swipe to the right, right hand wave, two hand front clap, right arm throw, cross

arms in the chest, basketball shoot, right hand draw x, right hand draw circle, right hand

draw circle, draw triangle, bowling, front boxing, baseball swing from right, tennis right

hand forehand swing, arm curl, tennis serve, two hand push, right hand knock on door,

right hand catch an object, right hand pick up and throw, jogging in place, walking in

place, sit to stand, stand to sit, forward lunge, and squat. Each subject performed every

action four times. We followed the experimental settings as in [95], where all the 27

actions were employed. Half of subjects were used for training and the rest for testing.

The UTD-MHAD-Kinect V2 Dataset consists of 1200 sequences (400 depth

video sequences, 400 skeleton sequences, and 400 accelerometer data samples) for 10

actions performed by 6 subjects. Depth sequences, and skeleton sequences were cap-

tured using a Kinect V2 sensor. Accelerometer data sequences were captured by a

wearable inertial sensor, which was worn on subject’s right wrist. The 10 actions are:

right hand high wave, right hand catch, right hand high throw, right hand draw X, right

hand draw tick, right hand draw circle, right hand horizontal wave, right hand forward

punch, right hand hammer, and Hand clap. Each subject performed each action five

times. Half of subjects were used for training, and the others for testing.

The Berkeley MHAD Dataset is composed of 11 actions performed by 12 sub-

jects. Each subject performed every action five times. The dataset was captured using

two stereo cameras, two quad cameras, two Kinects, six accelerometer sensors, eight

motion capture sensors. The 11 actions are: jumping in place, jumping jacks, bend-

ing - hands up all the way down, punching, waving - two hands, Waving-one hand,

clapping hands, throwing a ball, sit down then stand up, sit down, and stand up. In

the experiments, three modalities are used: RGB camera, depth video sequences, and

accelerometer data. Half of subjects are dedicated for training and the rest for testing.

For RGB video sequences and depth sequences, the video sequences were down sampled

to 120×160 after foreground extraction.
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3.4.2 Analytical Evaluation of BoA

In order to verify the performance achieved by the proposed descriptor BoA, we con-

ducted experiments on the MSR Action3D dataset by comparing the performance

against different baseline skeleton descriptors. As shown in Table 3.2, BoA displays

the best performance in comparison. The evaluation results indicate that the proposed

BoA descriptor is more effective due to its ability to capture posture and dynamic

trajectory of the joints over time.

Table 3.2: Recognition Accuracy comparison between BoA against other baseline skele-
ton descriptors on MSR Action3D Dataset.

Skeleton Descriptor Recognition Accuracy %

HOJ3D [68] 79.0
EigenJoints [10] 83.3
HOD [11] 85.5
COV3D [71] 84
BoA 86.9

3.4.3 Visualization of MHCCCA

to gain qualitative insight into the feature representations learned from MHCCCA, a

visualization experiment was conducted. The visualization of MCCA and MHCCCA

common feature spaces were constructed. For visualization, we used the t-distributed

Stochastic Neighbor Embedding (t-SNE) [97] to reduce the high-dimensional space into

2D space. Berkeley MHAD dataset was chosen for this task due to the fact that this

dataset contains actions which are quite similar. The results are reported in Figure

3.6, where it is observed that the between-class distance is undesirably small in MCCA.

On the other hand, the proposed MHCCCA has a much larger distance and separates

all the classes properly. As evidenced by the experiment, it can be concluded that the
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fusion using MHCCCA has a better capability of learning a discriminative shared space

than CCA.

3.4.4 Performance Evaluation

The experimental results are reported on the four datasets: MSR Action3D dataset,

UTD Multimodal Human Action Dataset, UTD-MHAD-Kinect V2 dataset, and Berke-

ley MHAD dataset. The effectiveness of MHCCCA was verified by comparing its per-

formance against methods based on similar principles in terms of recognition accuracy.

The first 100 dimensions ( 90 % of total covariance) of the projected features in the

common space were selected, and then the maximum recognition accuracy from these

100 dimensions were picked. The projected features in the shared common space were

concatenated and Linear SVM was used for classification [98].

(a) t-SNE embedding of MCCA. (b) t-SNE embedding of MHCCCA.

Figure 3.6: The visualization of feature space comparison between (a) MCCA and (b)
MHCCCA for individual feature.

MSR Action3D dataset

First, the recognition accuracy for each modality is studied. As the MSR Action3D

dataset has only depth and skeleton,HP-DMM and BoA recognition performances are
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evaluated and the results are given in Table 3.3; which shows that HP-DMM and BoA

have a recognition accuracy of 91.92 % and 86.92 %, respectively. Table 3.4 illustrates

Table 3.3: Recognition Accuracy for each Modality (Depth and Skeleton) on MSR
Action3D dataset.

Modality Recognition Accuracy %

HP-DMM 91.92
BoA 86.92

the recognition accuracy of MHCCCA, CCCA, and CCA by fusing HP-DMM and BoA

features. It is observed that MHCCCA outperforms CCCA and CCA demonstrating

the effectiveness of the proposed method on MSR Action3D dataset. MHCCCA has

a maximum recognition accuracy of 93.5 %, which is higher than CCA and CCCA by

nearly 2.3 % and 5 %, respectively. The comparison indicates that MHCCCA is able

to learn a more discriminative common feature space by using the label information of

the training data.

The proposed method is compared with a number of existing methods. Table 3.5

demonstrates that the proposed method outperforms the existing methods under the

same experimental settings.

Table 3.4: Recognition accuracy and projected dimensions comparison on MSR Ac-
tion3D dataset.

Multimodal Learning Recognition Accuracy %

CCA 91.2
CCCA 88.1
MHCCCA 93.5
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Table 3.5: Comparison Between the Proposed Human Action Recognition Framework
and Some of the Existing Methods on MSR Action3D dataset.

Methods Recognition Accuracy %

DMM [78] 86.54
HON4D [65] 88.9
Actionlet ensemble [78] 88.2
Vemulapalli et al. [99] 89.5
Tran et al. [66] 91.9
DMM-LBP-FF et al. [64] 91.9
Proposed 93.5

UTD-MHAD dataset

First, the recognition accuracy for each modality was then computed. The recognition

accuracies for HP-DMM, BoA, MHI, and SF were first computed. Experiment was

conducted on the accelerometer data to find the optimum number of temporal windows.

Figure 3.7 shows recognition accuracy for different numbers of temporal windows. Each

sequence is divided into NS temporal windows and SFs are calculated for each window.

From this figure, the number of temporal windows NS was chosen to be 15 with an

accuracy of 76.51 %. Table 3.6 shows the recognition accuracy for each modality, where

it can be seen that BoA has recognition accuracy of 85.35 % which is higher than the

other modalities.
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Table 3.6: Recognition Accuracy for each Modality (Depth, Skeleton, RGB, and Ac-
celerometer data) on UTD-MHAD dataset.

Modality Recognition Accuracy %

HP-DMM 73.72

BoA 85.35

MHI 73.26

SF 76.51
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Figure 3.7: Human Action Recognition accuracy of SF with the number of temporal
windows on UTD-MHAD dataset.

To exploit the benefits of multimodal learning using MHCCCA for two modali-

ties, experiments were conducted on all possible combinations of two modalities and

presented in Table 3.6.
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Table 3.7: Recognition Accuracy Comparison among MHCCCA, CCCA, and CCA on
UTD-MHAD dataset.

Modalities CCA CCCA MHCCCA

HP-DMM, BoA 83.3 81.4 84.6

HP-DMM, SF 81.2 79.9 81.4

HP-DMM, MHI 80.0 80.5 83.5

BoA, SF 79.3 80.7 80.8

BoA, MHI 84.2 84.2 86.5

MHI, SF 79.53 76.74 79.53

The fusion of BoA and MHI has the highest recognition accuracy. The recognition

accuracy of MHCCCA (BoA, MHI) has recognition accuracy of 86.5 %, which is higher

than CCA and CCCA by more than 2 %. To exploit the benefits of fusion using

MHCCCA for three modalities, extensive experiments were conducted on all possible

combinations of three modalities and presented in Table 3.8,

Table 3.8: Recognition Accuracy Comparison among MHCCCA, Multimodal Centroid
Canonical Correlation Analysis (MCCCA), and MCCA on UTD-MHAD dataset.

Modalities MCCA MCCCA MHCCCA

MHI, BoA, SF 93.9 92.8 95.8

MHI, HP-DMM, SF 92.1 91.2 94.4

HP-DMM, BoA, SF 94.4 93.3 94.2

HP-DMM, MHI, BoA 91.4 90.9 92.0

from which we can see that, the fusion of MHI, BoA and SF has the highest recog-

nition accuracy. The accuracy of MHCCCA (MHI, BoA, SF) has recognition accuracy

of 95.8 % which is higher than MCCA and MCCCA by 2 % and 3 %, respectively.
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Additionally, this combination (MHI, BoA, SF) has the highest accuracy compared to

other combinations. It can be clearly noticed that the fusion of three modalities, using

MHCCCA, has higher performance than only two modalities. Then, the fusion of the

four features sets: BoA, HP-DMM, MHI and SF, is exploited where the performance

of MHCCCA is compared to those of MCCA and MCCCA in Table 3.9. The results

demonstrate that the proposed method outperforms the other methods under the same

experimental settings.

Table 3.9: Recognition accuracy and projected dimensions comparison on UTD-MHAD
dataset.

Multimodal Learning Recognition Accuracy %

MCCA 94.6

MCCCA 94.2

MHCCCA 96.1

In Table 3.10, the proposed method is compared against some of the existing meth-

ods on UTD-MHAD dataset. The results indicate the superiority of the proposed

against some of the other existing methods.

Table 3.10: Comparison Between the Proposed Human Action Recognition Framework
and Some of the Existing Methods on UTD-MHAD dataset.

Methods Recognition Accuracy %

Kinect-Inertial [95] 79.1

SOS [100] 86.97

JTM [17] 85.81

Proposed 96.1
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UTD-MHAD-Kinect V2 dataset

First, we look into the recognition accuracy for each modality in UTD-MHAD-Kinect

V2 dataset. The recognition performances of the three modalities, HP-DMM, BoA, and

SF were first obtained. To obtain SF, experiments were conducted on the accelerometer

data to find the optimum number of temporal windows. Each sequence is divided into

NS temporal windows and SF are calculated for each temporal window. Figure 3.8

shows the recognition accuracy with the number of temporal windows. From the figure,

the number of temporal windows NS = 8 is chosen. Table 3.11 illustrates the recognition

accuracy for each modality, showing that SF has the highest recognition accuracy, 86

%, among the features compared.

Table 3.11: Recognition Accuracy for each Modality (Depth, Skeleton, and Accelerom-
eter data) on UTD-MHAD-Kinect V2 dataset.

Modality Recognition Accuracy %

HP-DMM 62
BoA 84
SF 86
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Figure 3.8: Human Action Recognition accuracy of Statistical Features (SF) with the
number of temporal windows on UTD-MHAD-Kinect V2 dataset.
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To evaluate MHCCCA, a comparison is conducted with all possible of two modalities

fusion combinations with the recognition accuracy shown in Table 3.12.

Table 3.12: Recognition Accuracy Comparison among the Proposed Fusions Techniques
MHCCCA, CCCA, and CCA on UTD-MHAD-Kinect V2 dataset.

Modalities CCA CCCA MHCCCA

HP-DMM, BoA 82 80 83.3

HP-DMM, SF 86.7 60 86

BoA, SF 84 82.7 86.7

From Table 3.12, the recognition accuracy of MHCCCA (BoA, SF) has the highest

recognition accuracy of 86.7 %. Also, CCA (HP-DMM, SF) has 86.7 % as well. Then,

comparison among MCCA, MCCCA and MHCCCA with the three features as the

input is conducted. The results show that the proposed method MHCCCA achieves 90

% which is higher than MCCCA and MCCA by 2 % and 7.5 %. Table 3.13 summarizes

the results on UTD-MHAD-Kinect V2 dataset.

Table 3.13: Recognition accuracy and projected dimensions comparison on UTD-
MHAD-Kinect V2 dataset.

Multimodal Learning Recognition Accuracy %

MCCA 82.7

MCCCA 88

MHCCCA 90

Berkeley MHAD dataset

Again, the recognition accuracy of each modality was first studied. Experiments were

conducted on the accelerometer data to find the optimum number of temporal windows
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of the SF. Each sequence is divided into NS temporal windows and SF are calculated

for each temporal window. From Figure 3.9, the number of temporal windows is chosen

such that NS = 13.
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Figure 3.9: Human Action Recognition accuracy of Statistical Features (SF) with the
number of temporal windows on Berkeley MHAD dataset.

Table 3.14 reports the recognition accuracy for each modality. It shows, MHI has

the highest recognition accuracy, 96.65 % among the three modalities.

Table 3.14: Recognition Accuracy for each Modality (Depth, RGB, and Accelerometer
data) on Berkeley MHAD dataset.

Modality Recognition Accuracy %

HP-DMM 93

MHI 96.65

SF 96.34

Table 3.15 compares the recognition accuracy of MHCCCA, CCCA, and CCA by
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fusing the all possible combinations.

Table 3.15: Recognition Accuracy Comparison among MHCCCA, CCCA, and CCA on
Berkeley MHAD dataset.

Modalities CCA CCCA MHCCCA

HP-DMM, MHI 96 86.6 96.4

HP-DMM, SF 98 92.7 98.2

MHI, SF 98.2 91.2 98.8

From the table, it is observed that the combination (MHI, SF) has the highest

recognition accuracy of 99.09 % higher than CCA and CCCA by nearly 0.6 % and 7 %,

respectively.

The performance of MHCCCA (HP-DMM, MHI, SF) against MCCCA (HP-DMM,

MHI, SF) and MCCA (HP-DMM, MHI, SF) are then evaluated and the results summa-

rized in Table 3.16. The results show that MHCCCA (HP-DMM, MHI, SF) outperforms

all other techniques with recognition accuracy of 99.8 % which is higher than MCCA

(HP-DMM, MHI, SF) and MCCCA (HP-DMM, MHI, SF) by 1.3 % and 7.4 %, respec-

tively.

Table 3.16: Recognition accuracy and projected dimensions comparison on Berkeley
MHAD dataset.

Multimodal Learning Recognition Accuracy %

MCCA 98.5

MCCCA 92.4

MHCCCA 99.8
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3.5 Conclusion

In this chapter, a human action recognition framework with different modalities based

on Multimodal Hybrid Centroid Canonical Correlation Analysis (MHCCCA) for fusing

two or more modalities was presented. The proposed MHCCCA find the discriminative

common space with the knowledge of the class labels from the training dataset. Addi-

tionally, a novel skeleton feature representation using Bag of Angles (BoA) proposed.

The experimental results show the effectiveness of the proposed framework and the abil-

ity of and MHCCCA in discovering the discriminative common space and classifying

the similar actions with same testing time complexity of CCA.

In addition, the learned common space using MHCCCA and MCCA are visualized

where MHCCCA can learn a more discriminative common space than MCCA.
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Chapter 4

Action Recognition via MGLPCCA

4.1 Introduction

In this chapter, the problem of human action recognition is studied, in which each ac-

tion is captured by multiple sensors and represented by multisets of features. In the

previous chapter, the performance of the handcrafted features is constrained by their

limited capacity, leading to unsatisfactory results on MSR-Action 3D datasets. Authors

in [101] studied the fusion of handcrafted and deep learning features for emotion recog-

nition and their results demonstrated the complementarity between handcrafted and

deep learning features. Such an observation motivated us to migrate from handcrafted

features to a mixture of handcrafted and deep learning features in order to boost the

performance of action recognition on small to medium scale datasets using information

fusion technique. Herein, deep learning based features are incorporated in the frame-

work to improve the quality of feature representations. The deep learning based features

take advantage of Deep ConvNets trained on large scale datasets, as a feature represen-

tation for small scale datasets [102]. First, we introduce Globality Locality Preserving

Canonical Correlation Analysis (GLPCCA) to learn the common feature subspace and
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preserve the locality and globality of the features in the shared space, however it is

only able to fuse two sets. Therefore, it is generalized to Multiset Globality Locality

Preserving Canonical Correlation Analysis (MGLPCCA), which aims to deal with two

or more sets. The proposed MGLPCCA is able to learn a low-dimensional common

subspace that preserves the local and global structures of data samples. The reasons

for introducing the proposed MGLPCCA are:

• MGLPCCA is capable of discovering the manifold structure that preserves both the

local and global structures of the original feature space.

• The locality preserving improves the discriminative power of the features in the

learned subspace [103].

• The globality preserving improves discriminative power of the projected features in

the learned subspace [104].

• Based on Globality Preserving Projections (GPP), MGLPCCA further considers the

relationship among various sets.

4.2 Review on GPP

The core concept of Locality Preserving Projections (LPP) algorithms [105] is to encode

the manifold structure of the samples using a Laplacian graph constructed in either a

supervised or unsupervised manner. In the case of supervised, the Laplacian graph

captures only local structure and ignores the global structure which is important in

distinguishing between classes. To overcome this problem, Globality Locality Preserving

Projections (GLPP) was introduced in [106]. GLPP captures both the local and the

global structures of the data samples as it considers the manifold as an interaction

between the local (intra-class) and global (inter-class) structures. Let X ∈ <p×n be
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the set of data samples. GLPP aims to learn the projection matrix W that transforms

the data samples into a subspace, where the geometric relations of the projected data

samples are well preserved. Let U = [u1, ...ud, ...uK ] denotes the mean space of data

samples, where ud is the mean of the data samples of the class d and K is the number

of classes. The variable U is used for preserving the global structure of the whole data.

A reasonable criterion for revealing the real relationship among data samples is to learn

local and global Laplacian graphs, which are formulated as follows:

Φinter =
1

2

∑
i,j

(W Tui −W Tuj)
2Bij, (4.1)

Φintra =
1

2

∑
c∈Cset

∑
i,j∈c

(W Txi −W Txj)
2Sij, (4.2)

where Cset is the set of classes, c is the set of data samples which belongs to the same

class, and Sij and Bij are the the adjacency weights of intra-class and inter-class data

samples. The ijth element Sij and Bij in adjacency weight matrices S and B are defined

as follows:

Sij =

 exp(−‖xi − xj‖2/tS) i, j ∈ c, c ∈ Cset, i 6= j

0 otherwise
, (4.3)

Bij =

 exp(−‖ui − uj‖2/tB) i 6= j

0 otherwise
. (4.4)

The parameter tS is chosen as the mean square distance
∑

i,j(‖xi − xj‖2/(n(n −

1))) as in [107]. Similarly, the parameter tB is chosen as the mean square distance∑
i,j(‖ui − uj‖2/(K(K − 1))). The objective function for GLPP is to minimize the
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following objective function:

ψ = Φinter + βΦintra =
1

2

∑
i,j

(W Tui −W Tuj)
2Bij +

1

2
β
∑
c∈Cset

∑
i,j∈c

(W Txi −W Txj)
2Sij,(4.5)

where β is a tuning parameter to control the contribution of preserving local and global

structure. Eq. (4.5) can be rewritten as follows:

ψ = W TU(G−B)UTW + β
∑
c∈C

W TXc(D − S)XT
c W, (4.6)

where G is a diagonal matrix and its entries are row sums of B, Gii =
∑

j Bij. D is

a diagonal matrix and its entries are row sum of S, Dii =
∑

j Sij. Both Sij and Bij

are calculated using Eq. (4.3) and Eq. (4.4), respectively. Therefore Eq. (4.6) can be

reduced to:

ψ = W T (UHUT + β
∑
c∈C

XcLX
T
c )W, (4.7)

where H = G − B and L = D − S are the Laplacian graph of the intra-class and

inter-class, respectively. The minimization of Eq. (4.7) with respect to W is given in

the following form:

min
W

Trace(W TAW ), (4.8)

where A = UHUT + βXLXT is a positive semi definite matrix. Therefore, the above

problem can be solved using eigenvalue decomposition.
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4.3 The Proposed Globality Locality Preserving Canon-

ical Correlation Analysis (GLPCCA)

GLPCCA aims to preserve both the local and global structures while maximizing the

correlation between the two data features or sets. In other words, GLPCCA is CCA

which incorporates the local and global information in order to enrich the feature rep-

resentation, and can be formulated as follows:

max
Wx,Wy

Trace(W T
x (UxHxyU

T
y + βXLxyY

T )Wy)

subject to W T
x (UxHxxU

T
x + βXLxxX

T )Wx = I;

W T
y (UyHyyU

T
y + βY LyyY

T )Wy = I,

(4.9)

where Wx and Wy are the projection matrices for X and Y , and Ux = [ux1 , ..u
x
i , ..u

x
K ]

and Uy = [uy1, ..u
y
i , ..u

y
K ] are the mean class sample spaces for X and Y , respectively.

Lxx = Dxx − Sx ◦ Sx, Lyy = Dyy − Sy ◦ Sy, and Lxy = Dxy − Sx ◦ Sy where the

symbol ◦ indicates element by element multiplication between two matrices, Sx and Sy

are calculated using Eq. (4.3).

Dxx is a diagonal matrix of size n× n and its ith diagonal element is the sum of the

ith row or column in Sx ◦Sx. Similarly, Dyy is a diagonal matrix of size n×n and its ith

diagonal element is the sum of the ith row or column in Sy ◦Sy. Also, Dxy is a diagonal

matrix of size n× n and its ith diagonal element is the sum of the ith row or column in

Sx ◦ Sy.

Hxy, Hxx, and Hyy are calculated in a similar manner to the way Lxy, Lxx, and Lyy

are calculated where Hxx = Gxx−Bx◦Bx, Hyy = Gyy−By◦By, and Hxy = Gxy−Bx◦By

where Bx can be calculated using Eq. (4.4). Gxx is a diagonal matrix of size n× n and

its ith diagonal element is the sum of the ith row or column in Bx ◦Bx. Similarly, Gyy is
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a diagonal matrix of size n× n and its ith diagonal element is the sum of the ith row or

column in By ◦ By. Gxy is a diagonal matrix of size n× n and its ith diagonal element

is the sum of the ith row or column in Bx ◦By.

The first term in the objective function UxHxyU
T
y is the globality preserving term

which preserves the global structure. Additionally, XLxyY
T is the locality preserv-

ing term which preserves the local structure. To obtain the projection matrices W T
x

and W T
y , the optimization problem Eq. (4.9) is converted to a generalized eigenvalue

decomposition problem as follows: Axy

ATxy

Wx

Wy

 = λ

Axx
Ayy

Wx

Wy

, (4.10)

whereAxy = UxHxyU
T
y +βXLxyY

T , Axx = UxHxxU
T
x +βXLxxX

T , andAyy = UyHyyU
T
y +

βY LyyY
T are positive semi definite matrices. Let W T = [WxWy]

T , A =

 Axy

ATxy

,

and E =

Axx
Ayy

 then Eq. (4.10) can be rewritten as:

AW = λEW. (4.11)

The matrix W is computed by finding the eigenvalues of E−1A or more generally

Eq. (4.11). Once the projection matrix W is computed, the pairs Wx and Wy are

computed. Then, projected features are derived easily as W T
x X, and W T

y Y . GLPCCA

attempts to ensure both local and global structure of data samples from the two sets

X and Y are preserved in the subspace.
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4.4 The Proposed MGLPCCA

In order to deal with the situations where three or more sets are available, MGLPCCA is

proposed; in the spirit of MCCA [14]. Given P sets of random variables X1, ...XP , with

dimensions m1, ...mP , the objective of MGLPCCA is to maximize the correlation of data

samples from different heterogeneous sets while maintaining the embedded structure of

data samples locally and globally. Mathematically, MGLPCCA is formalized as follows:

max
W

Trace

(
WAW

)
subject to WEW = P (I),

(4.12)

where W =
(
W1 W2 · · · WP

)
and is the projection matrices of the P sets, A =

01,1 A1,2 · · · A1,P

A2,1 02,2 · · · A2,P

...
...

. . .
...

AP,1 AP,2 · · · 0P,P

 embodies the cross covariances of each two sets, and E =


A1,1 01,2 · · · 01,P

02,1 A2,2 · · · 02,P

...
...

. . .
...

0P,1 0P,2 · · · AP,P

 represents the auto covariances of each set. Aij is of dimension

mi ×mj and is obtained as Aij = UxiHijU
T
xj

+ βXiLijx
T
j , Lij = Dxixj − Sxi ◦ Sxj and

Hij = Gxixj − Bxi ◦ Bxj . Similarly, Aii, Hii, and Lii are computed. Bxi and Sxi are
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obtained using Eq. (4.3) and Eq. (4.4). Eq. (4.12) is further written as follows:

max
W1...WP

Trace

((
W1 W2 · · · WP

)


01,1 A1,2 · · · A1,P

A2,1 02,2 · · · A2,P

...
...

. . .
...

AP,1 AP,2 · · · 0P,P




W1

W2

...

WP


)

subject to
(
W1 W2 · · · WP

)

A1,1 01,2 · · · 01,P

02,1 A2,2 · · · 02,P

...
...

. . .
...

0P,1 0P,2 · · · AP,P




W1

W2

...

WP

 = P (I).

(4.13)

The objective function in Eq. (4.13) considers maximizing the correlation while

maintaining the embedded structure of data samples locally and globally between any

two different sets. To solve this optimization, Eq. (4.13) is formalized as a generalized

eigenvalue problem as follows:
01,1 A1,2 · · · A1,P

A2,1 02,2 · · · A2,P

...
...

. . .
...

AP,1 AP,2 · · · 0P,P




W1

W2

...

WP

 = λ


A1,1 01,2 · · · 01,P

02,1 A2,2 · · · 02,P

...
...

. . .
...

0P,1 0P,2 · · · AP,P




W1

W2

...

WP

 , (4.14)

where (W T
1 ,W

T
2 , ...W

T
P )T is the projection matrix which is associated with the top-k

eigenvalues λ.
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4.5 The Human Action Recognition Framework.

The proposed human action recognition framework as shown in Figure 4.1 consists of

three stages: computation of descriptors, the proposed fusion techniques, and classifi-

cation. At the core of the framework is the proposed MGLPCCA. In this section, each

stage is presented in details.

Figure 4.1: The proposed human action recognition framework using MGLPCCA con-
siders three modalities including RGB video, depth video, and skeleton.

4.5.1 Descriptors

One of the main challenges facing human action recognition is feature extraction. Skele-

ton sequence, depth videos, and RGB videos data are rich sources of human movements

and activities. For depth videos, (HP-DMM-CNN) is investigated. For RGB videos,
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optical flow frames using (TV-L1) is extracted at the beginning, then optical flow pre-

trained ConvNet is used. For skeleton, BoA is used as a feature representation (Refer

to Section 3.3.1).

Depth Video

Figure 4.2: The pipeline of HP-DMM-CNN descriptor.

Depth videos are important in action recognition because of their ability to capture 3D

action structure effectively [108]. Here, the Hierarchical Pyramid DMM Deep Convolu-

tional Neural Network (HP-DMM-CNN) descriptor is proposed as a feature for depth

videos as illustrated in Figure 4.2.

HP-DMM has the ability to capture more detailed information about the actions

and fine changes of human movements, due to its ability to capture the sub-actions

within a video sequence. To construct HP-DMM, the video sequence is divided into

multiple parts or partitions of equal number of frames. Here, we employ a two-level

pyramid with three partitions; which showed good results in [90]. The construction of
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a hierarchical pyramid of two levels is shown in Figure 3.5.

Finally, Deep ConvNet [109] is used to describe the local shape of each DMMF,S,T in

each partition. The architecture of Deep ConvNet is identical to that in [109]. Assume

C(k, n, s) is a ConvNet with kernel size k × k, n filters and stride s, P (k, s) is a max

pooling layer of kernel size k × k and stride s, Nor is a normalized layer, ReLU is a

Rectified Linear Unit (ReLU), FC(n) is a fully connected layer with n filters and D(r)

is a dropout layer with dropout ratio r. The architecture of the network is as follows:

C(7, 96, 2)−ReLU−P (3, 2)−Nor−C(5, 384, 2)−ReLU−P (3, 2)−Nor−C(3, 512, 1)−

ReLU −C(3, 512, 1)−ReLU −C(3, 384, 1)−ReLU − P (3, 2)− FC(4096)−D(0.5)−

FC(4096) −D(0.5) − FC(|A| + 1). The output from the second fully connected layer

is used as a descriptor for each DMMF,S,T in each partition. We used the publicly

available V GG− f pretrained on ImageNet ILSVRC-2012 challenge dataset [109].

RGB Video

An optical flow CNN is used to capture motion. The final descriptor is the fusion of all

time descriptors. For each pair of successive frames, optical flow is computed as in [110].

Then, the optical flow pretrained ConvNet is used to extract the descriptor for each

optical flow frame ft. The architecture of Deep ConvNet is identical to that in [111].

The architecture of the network is as follows: C(7, 96, 2) − ReLU − P (3, 2) − Nor −

C(5, 384, 2) − ReLU − P (3, 2) − Nor − C(3, 512, 1) − ReLU − C(3, 512, 1) − ReLU −

C(3, 384, 1)−ReLU−P (3, 2)−FC(4096)−D(0.5)−FC(4096)−D(0.5)−FC(|A|+1).

Here, we used the publicly available V GG−f pretrained on UCF101 [111]. The output

from the second fully connected layer is used as a descriptor for each optical flow frame.

Finally, the descriptor Des is computed by minimum and maximum pooling as follows:

Des = [ min
1<t≤T

(ft) min
1<t≤T

(ft − ft−1) max
1<t≤T

(ft) max
1<t≤T

(ft − ft−1)]T , (4.15)
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where T is the number of frames per video and ft is the output of second fully connected

layer at time t.

4.5.2 Fusion and Classification

The shared subspace is learned using the proposed MGLPCCA. Following [112], the

final descriptor is obtained as follows

F =
(
α1W

T
1 X1 + α2W

T
2 X2 + ...+ αPW

T
PXP

)
, (4.16)

where Wi is the projection matrix for the ith set Xi and αi is the weight for each

projected feature. In the experiments, values set included αi = 1/P as in [112] which

essentially means average pooling over the projected features. This representation is

adopted because of its simplicity and good performance. Finally, Linear SVM is adopted

for classification [98].

4.6 Experimental Results

In order to evaluate the effectiveness of the proposed framework, comprehensive exper-

iments are conducted on several publicly available multiset human action datasets. In

this section, dataset description, experimental settings, and performance evaluations are

presented. First the datasets and experimental settings are introduced. Then, analytical

evaluations are presented to justify the improvement introduced by the HP-DMM-CNN.

Then, the fused feature representation in MGLPCCA subspace are visualized. Finally,

the recognition performance on MGLPCCA against some state-of-the-art methods are

compared.
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4.6.1 Multiset Action Datasets

We conducted the experiments on five different action datasets: MSR Action3D [94],

UTD Multimodal Human Action Dataset (UTD-MHAD) [95], Multimodal Action Database

(MAD) [113], Kinect Activity Recognition Database [114], and SBU Kinect interaction

dataset [115].

The MSR Action3D Dataset contains 1114 action sequences (557 depth sequence,

and 557 skeleton sequences) for 20 actions performed by 10 subjects. All the sequences

were captured with Kinect sensor. The 20 actions are: high wave, horizontal wave,

hammer, hand catch, forward punch, high throw, draw x, draw tick, draw circle, hand

clap, two hand wave, side boxing, bend, forward kick, side kick, jogging, tennis swing,

tennis serve, golf swing, and pickup throw. Each subject performed every action 2 or 3

times. We followed the same settings in [78], where all the 20 actions were employed.

Half of the subjects were used for training and the rest for testing.

The UTD Multimodal Human Action Dataset (UTD-MHAD) is composed

of 3444 sequences (861 RGB video sequences, 861 depth video sequences, 861 skeleton

sequences, and 861 accelerometer sensor data) for 27 actions performed by 8 subjects.

RGB sequences, depth sequences, and skeleton sequences were captured using Kinect

sensor. Accelerometer data sequences were captured by a wearable inertial sensor. The

27 actions are: right arm swipe to the left, right arm swipe to the right, right hand wave,

two hand front clap, right arm throw, cross arms in the chest, basketball shoot, right

hand draw x, right hand draw circle, right hand draw circle, draw triangle, bowling,

front boxing, baseball swing from right, tennis right hand forehand swing, arm curl,

tennis serve, two hand push, right hand knock on door, right hand catch an object, right

hand pick up and throw, jogging in place, walking in place, sit to stand, stand to sit,

forward lunge, and squat. Every subject performed each action 4 times. We followed

the experimental settings in [95], where the 27 actions were employed. Half of subjects
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were used for training and the other half for testing.

The Multimodal Action Database (MAD) consists of 120 sequences (40 depth

video sequences, 40 RGB video sequences, and 40 skeleton sequences) for 35 actions per-

formed by 20 subjects. Depth sequences and RGB video sequences were both captured

using Kinect sensor. The 35 actions are: running, crouching, jumping, walking, jump

and side-kick, left arm swipe to the left, left arm swipe to the right, left arm wave, left

arm punch, left arm dribble, left arm pointing to the ceiling, left arm throw, swing from

left (baseball swing), left arm receive, left arm back receive, left leg kick to the front,

left leg kick to the left, right arm swipe to the left, right arm swipe to the right, right

arm wave, right arm punch, right arm dribble, right arm pointing to the ceiling, right

arm throw, Swing from right (baseball swing), right arm receive, right arm back receive,

right leg kick to the front, right leg kick to the right, cross arms in the chest, basketball

shooting, both arms pointing to the screen, both arms pointing to both sides, both arms

pointing to right side, and both arms pointing to left side. Every subject performed each

action 2 times. Half of subjects were used for training, and the others for testing.

The Kinect Activity Recognition Dataset (KARD) is composed of 18 actions

performed by 10 subjects. Every subject performed each action 3 times. The dataset

was captured using kinect camera. The 18 actions are: Horizontal arm wave, high arm

wave, two hand wave, catch cap, high throw, draw X, draw tick, toss paper, forward kick,

side kick, take umbrella, bend, hand clap, walk, phone call, drink, sit down, and stand

up. In our experiments, two modalities are used which are RGB camera, and depth

video sequences, followed the same settings in [114], where all the 20 actions were

employed. Half of the subjects were used for training and the rest of subjects were used

for testing.

The SBU Kinect Interaction Dataset (SBU) was presented to recognize the

interaction between two persons. Depth video sequences and RGB video sequences are

captured by kinect camera. SBU is composed of 8 actions performed by 21 subjects.
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Note that in most interactions, one person is acting and the other person is reacting.

The dataset was captured using kinect camera. The 8 actions are: approaching,

departing, pushing, kicking, punching, exchanging objects, hugging, and shaking hands.

In the experiments, two modalities are used which are RGB camera, and depth video

sequences, following the same settings in [115], where 5-fold cross-validation scheme is

employed.

4.6.2 Analytical Evaluation of the Proposed Descriptors

In order to verify the performance achieved by the proposed descriptor, experiments are

conducted on the Action3D dataset, by analyzing the performance of the HP-DMM-

CNNs against other depth descriptors.

Evaluation of HP-DMM-CNN The performance of the proposed HP-DMM-CNN

is compared against different baseline depth descriptors. As shown in Table 4.1, the

recognition accuracy of the HP-DMM-CNN outperforms other baseline descriptors. The

evaluation results indicate that the proposed HP-DMM-CNN is able to model the tem-

poral dynamics, mitigate the speed variations of actions, and gain the discriminatory

power of CNNs as a feature extractor.

Table 4.1: Recognition Accuracy comparison between HP-DMM-CNN against other
baseline depth descriptors on MSR Action3D Dataset.

Depth Descriptor Recognition Accuracy %

DMM-HOG [8] 84.2
HOG3D-SC [116] 87.1
HON4D [65] 88.9
ROP [9] 86.5
HP-DMM-CNN 92.31
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4.6.3 Qualitative Analysis of MGLPCCA

To gain qualitative insight into feature representations learned from MGLPCCA, the

visualization of the subspaces for CCA and MGLPCCA on the MSR Action3D dataset

using t-SNE [97] is constructed. Figure 4.3 visually illustrates the fused feature rep-

resentations in CCA, and MGLPCCA subspaces, respectively. From the figure, it is

observed that the between class distance is small and the classes are smeared in CCA

subspace. Conversely, similar classes are more properly separated in MGLPCCA sub-

space, where the samples in the same class are more compactly clustered, leading to a

more discriminative subspace.

(a) t-SNE embedding of CCA. (b) t-SNE embedding of MGLPCCA.

Figure 4.3: The visualization of the fused feature representation in (a) CCA and (b)
MGLPCCA subspaces. Classes are more compact and less smeared in MGLPCCA than
in CCA.

4.6.4 Recognition Performance Evaluation

The experimental results are reported on the five datasets, MSR Action3D, UTD Mul-

timodal Human Action Dataset (UTD-MHAD), Multimodal Action Database (MAD),

Kinect Action Recognition Dataset (KARD), and SBU Kinect Interaction Dataset.

The effectiveness of MGLPCCA is verified by conducting the same experiments on the
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baseline techniques ( CCA [13], MCCA [14], Locality Preserving Canonical Correla-

tion Analysis (LPCCA) [107], and Multiset Locality Preserving Canonical Correlation

Analysis (MLPCCA) [117]) and reporting the results in terms of the recognition accu-

racy. Since the features of optical flow and depth videos are extracted from the second

fully connected layer of the Deep ConvNet, the dimensionality of the extracted features

is extremely high. In order to overcome this problem, Principal Component Analysis

(PCA) is adopted for dimensionality reductions to only one hundred dimensions.

MSR Action3D dataset

First, the recognition accuracy for each set is studied. As the dataset MSR Action3D

has only depth and skeleton, recognition accuracy experiments on only HP-DMM-CNN

and BoA are conducted and the results tabulated in Table 4.2. These results show

that HP-DMM-CNN and BoA have a recognition accuracies of 92.31 % and 86.92 %,

respectively.

Table 4.2: Recognition Accuracy for each feature set on MSR Action3D dataset.

Feature Set Recognition Accuracy %

HP-DMM-CNN 92.31
BoA 86.92

Table 4.3 illustrates the recognition accuracy of CCA and MGLPCCA by fusing HP-

DMM-CNN and BoA descriptors. It is observed that MGLPCCA outperforms CCA

and LPCCA by around 2.5 % and 1.2 %, respectively, due to preserving both the global

and local structure.
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Table 4.3: Recognition Accuracy Comparison among MGLPCCA,LPCCA, and CCA
on MSR Action3D Dataset.

Fusion Technique Recognition Accuracy %

CCA 94.23
LPCCA 95.77
Proposed MGLPCCA 96.92

Table 4.4: Recognition Accuracy for each feature set on UTD-MHAD Dataset.

Feature Set Recognition Accuracy %

HP-DMM-CNN 82.79
BoA 85.35
Optical flow CNN 82.56

UTD-MHAD dataset

First, the recognition accuracy for each set with the UTD-MHAD dataset is examined.

The recognition performances of each feature set, HP-DMM-CNN, BoA, and optical

flow CNN, are first computed and recorded in Table 4.4. The results show that the

BoA has the highest recognition accuracy with 85.35 %.

To realize the benefits of fusion using MGLPCCA for two or three sets, experiments

on all the possible combinations of the sets (skeleton, depth, optical flow) are conducted

and presented in Table 4.5. It is noted from the table that MGLPCCA has higher

recognition accuracy than CCA and LPCCA. The best combination of sets in terms

of recognition accuracy is the Optical flow-Skeleton combination. Furthermore, from

the Table 4.5, we observe that the fusion of three sets using MGLPCCA results in the

highest recognition accuracy, 95.35 %. This demonstrates that the fusion of three sets

using MGLPCCA leads to superior performance versus the fusion of any two sets.
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Table 4.5: Recognition Accuracy Comparison Among MGLPCCA, LPCCA, MLPCCA,
CCA, and MCCA on UTD-MHAD Dataset.

Fusion Technique Optical
flow-Depth
%

Depth-Skeleton
%

Optical
flow-
Skeleton
%

Optical flow-
Depth-Skeleton
%

CCA 88.84 90.7 93.02 -
MCCA - - - 92.79
LPCCA 90.93 91.16 92.09 -
MLPCCA - - - 93.95
Proposed
MGLPCCA

93.26 92.56 93.49 95.35

Table 4.6: Recognition Accuracy for each feature set on MAD Dataset.

Feature Set Recognition Accuracy %

HP-DMM-CNN 61.78 %
BoA 85.5 %
Optical flow CNN 77.12 %

MAD dataset

First, we look into the recognition accuracy by each of the three feature sets, HP-

DMM-CNN, BoA, and optical flow CNN, in MAD dataset. As shown in Table 4.6, BoA

shows the highest recognition accuracy with 85.5 %. To realize the benefits of fusion

using MGLPCCA for two or three sets, experiments on all the possible combinations

of skeleton, depth, and optical flow are conducted and presented in Table 4.7. The first

thing we notice from Table 4.7 is that the fusion of any two or three sets outperforms

any single set. The proposed MGLPCCA yields recognition accuracy of 91.07 %, 93.77

%, 95.12 % for the combinations of Optical flow-Depth, Depth-Skeleton, and Optical

flow-Skeleton, respectively, beating CCA. Finally, MGLPCCA leads the way with the

best recognition accuracy of 96.63 % among the rest.

62



Table 4.7: Recognition Accuracy Comparison Among MGLPCCA, LPCCA, MLPCCA,
CCA, and MCCA on MAD Dataset.

Fusion Technique Optical flow-
Depth %

Depth-Skeleton
%

Optical
flow-
Skeleton
%

Optical flow-
Depth-Skeleton
%

CCA 86.70 92.09 94.44 -
MCCA - - - 95.79
LPCCA 80.64 93.26 87.71 -
MLPCCA - - - 95.62
Proposed
MGLPCCA

91.07 93.77 95.12 96.63

KARD dataset

Again, the recognition accuracy by an individual feature set is studied, HP-DMM-CNN

and optical flow CNN, and the results are summarized in in Table 4.8. This table shows

that optical flow CNN has the higher recognition accuracy, 92.96 %. To reveal the

benefits of fusion using MLPCCA for two sets, experiments on the fusion of depth and

optical flow are conducted and the results are presented in Table 4.9. It is noted from

Table 4.9 that MGLPCCA has higher recognition accuracy than CCA and LPCCA.

MGLPCCA yields a perfect recognition accuracy of 100 %.

Table 4.8: Recognition Accuracy for each set on KARD Dataset.

Feature Set Recognition Accuracy %

HP-DMM-CNN 87.78
Optical flow CNN 92.96
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Table 4.9: Recognition Accuracy Comparison between the Proposed Fusion Technique
MGLPCCA, LPCCA and CCA on KARD Dataset.

Fusion Technique Optical flow-Depth %

CCA 98.52

LPCCA 97.40

Proposed MGLPCCA 100

SBU Kinect Interaction dataset

Once more, the recognition accuracy of each set is computed for HP-DMM-CNN, and

optical flow CNN, respectively. Table 4.10 reports the recognition results which show

that HP-DMM-CNN achieves the highest recognition accuracy, 84.48 %. Then, depth

and optical flow are fused together using MGLPCCA, CCA and LPCCA. The compar-

ison results are presented in Table 4.11. It is observed from Table that MGLPCCA

provides the highest recognition accuracy of 90.1 %.

Table 4.10: Recognition Accuracy for each Feature set on SBU Kinect Interaction
Dataset.

Feature Set Recognition Accuracy %

HP-DMM-CNN 84.48

Optical flow CNN 82.81
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Table 4.11: Recognition Accuracy Comparison between the Proposed Fusion Technique
MGLPCCA, LPCCA, and CCA on SBU Kinect Interaction Dataset.

Fusion Technique Optical flow-Depth %

CCA 88.43

LPCCA 87.9

Proposed MGLPCCA 90.1

4.7 Conclusion

In this chapter, Multiset Globality Locality Preserving Canonical Correlation Anal-

ysis (MGLPCCA) is proposed for learning the common subspace from two or more

sets. In feature extraction, HP-DMM-CNN for depth is presented. Analytical eval-

uations unveiled the superiority of HP-DMM-CNN over several baselines. Moreover,

the fused MGLPCCA subspace is assessed visually using t-SNE embedding, showing

the discriminative ability of MGLPCCA over CCA. Based on MGLPCCA, a human

action recognition framework with multiset fusion is introduced. The experimental re-

sults showed the effectiveness of the proposed framework; attributed to the ability of

MGLPCCA in preserving the global and local structure of the data samples with the

same time complexity of CCA.
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Chapter 5

Action Recognition via Deep

Learning

The work presented in the previous two chapters improved action recognition in datasets

with a comparably small number of samples. However, for larger datsets, the effective-

ness of such frameworks is limited. For example, it is quite expensive to compute just

the covariance matrix, required for fusion methods. For a whole dataset containing

thousands of videos, given that it has a time complexity of O(Nd2), where N is the

number of samples in a given datasets and d is the dimension of the features, this be-

comes quickly intractable. Therefore in this chapter, we address the aforementioned

drawbacks by migrating from the fusion of handcrafted and deep learning features to

an end-to-end deep learning framework. The problem of video based action recognition

via deep learning is explored for larger datasets compared to the datasets used in the

two previous chapters. Here, action recognition performance is improved by finding

an effective temporal and spatial representation. For capturing the temporal repre-

sentation, two methods are introduced for improving long term temporal information

modelling including Temporal Relational Network (TRN) and Temporal Second Order
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Pooling based Network (T-SOPN). Moreover, the representation is harnessed by using

complementary learning techniques including Global-Local Network (GLN) and Fuse-

Inception Network (FIN). Additionally, a two stream network fusing RGB and optical

flow, is adopted for improving the final performance.

5.1 Introduction

With the success achieved by deep learning in addressing different computer vision

challenges, researchers put forth effort to address video based action recognition using

deep learning. The initial attempts were based on Deep Convolutional Neural Networks

(Deep ConvNets) architectures [36]. These architectures were chosen due to its mag-

nificent capabilities of generalization and capturing discriminative features. However,

at the beginning, video based action recognition using 2D Deep ConvNets did not ob-

tain the level of success gained in image recognition using 2D Deep ConvNets. The

reason is that the nature of videos is different from that of images. In other words,

video based action recognition is hindered by more challenges than image recognition.

For instance, [36] and [37] focus only on short term temporal information, limiting the

performance. Although some researchers proposed 3D Deep ConvNets to capture the

temporal dynamics needed for better representation (i.e 64 frames) [16], such networks

utilize immense large memory which limits the temporal duration to modeling. Wang et

al. [118] introduced good practices dealing with the temporal dynamics for this endeav-

our and won the Activity-Net Challenge 2016 showing the effectiveness of capturing

long term temporal dynamics.

Moreover, huge improvement can be achieved from representing the scene of the ac-

tion by integrating complementary information about the action itself. In [119], comple-

mentary information improves the recognition accuracy. Additionally, the performance

can be boosted by capturing global and local information.

67



The above challenges motivated the study herein of video based action recognition by

improving the long term temporal dynamics modelling which is called Temporal Learn-

ing. Moreover, it also motivated leveraging complementary information as a method of

improving the discriminative ability of the learned representation which is called Com-

plementary Learning. Figure 5.1 illustrates the proposed temporal and complementary

learning framework for video.

Figure 5.1: The proposed temporal and complementary learning framework. The input
video sequence (RGB or Optical flow) is forwarded to two branches. At each branch,
the long term temporal information is modelled by temporal learning. Moreover, the
learned representation of each branch is harnessed by complementary learning.

To improve long term temporal dynamics, two networks are proposed to better

leverage the long term temporal modelling. First, TRN is introduced, which combines

2D Deep ConvNets and CRF in an end-to-end training framework. In TRN, each

video is divided into a fixed number of partitions and CRF layer models the long

term information embedded in the video. Second, T-SOPN is presented to model the

temporal structure of the video (as inspired by[120]). T-SOPN models the long term

temporal dynamic cues through covariance operation.

Moreover, to improve the overall recognition performance of the video, two effective

frameworks are proposed based on the concept of complementary learning. First, GLN

which combines both global information and the local discriminative features, corrob-

orating the discriminative representation, is presented. Second, inspired by [121], the
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idea of Dual Networks was modified and FIN was introduced to leverage the improved

discriminative ability of the learned feature representation through fusion and comple-

mentary learning. The former attempts to learn a distinct representations describing

the action. The latter fuse two representations for a better performance.

5.2 Temporal Learning

For the sake of ameliorating the long term temporal modelling, TRN and T-SOPN are

introduced.

5.2.1 Temporal Relational Network (TRN)

Relationships among sub-actions within the action play a great role in representing

the action itself. The proposed TRN exploits the statistical relationship among the

sub-actions within the whole action video as shown in Figure 5.2. Understanding the

action requires modelling the interactions between partitions within the video. The

proposed TRN utilizes 2D Deep ConvNet and CRF to learn the temporal long term

relationships among the partitions. CRF [122] is a class of undirected graph models

which consolidates statistical relations into a discriminative task.

Assume that video V is divided into N partitions. Each partition Si is representing

the ith sub-action/partition. Specifically: CRF can be formulated as follows:

p(r1, r2...rN |f1, f2, ..fN) =
1

Z
exp(Φ(r1, r2...rN |f1, f2, ..fN ;W )),

(5.1)

where ri and fi represent the class and feature of the ith partition, respectively. The

variable W represents the model parameters, the variable Z denotes the normalizing
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constant, and the variable Φ is the joint potential function and is expressed as follows:

p(ri|(rl)l=1:N,l 6=i, fi;W ) ∝ exp(ψ(ri|fi;Wi)) + ΣN
i,j=1,i 6=jϕij(ri, rj|Wi,j), (5.2)

where the unary potential ψ associates the ith partition with the feature representation

fi. The variable ϕ is the binary potential and captures the statistical relationship

among the N partitions. CRF has been adopted as a solution to many computer vision

Figure 5.2: The proposed TRN. In TRN, the video is divided into partitions where the
temporal information is modelled using CRF.

challenges since it captures the statistical relationships. However, there is the issue of

the intractability of computing the normalizing constant Z, especially when cycles are

present in the graph. Inspired by [123], the problem is reformulated for temporal long

term modelling. The posterior distribution of the ith partition of ri is computed as

follows:

p(ri|r1, r2, ..rN , fi;W ) ∝ exp(ψ(ri|fi;Wi)) + ΣN
i,j=1,i 6=jϕij(ri, rj|Wi,j). (5.3)
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According to [122], ψ(ri|fi) is usually chosen to be a linear function of fi for each

ri. So, qi can be explicitly expressed as follows:

qi = σ(Wifi + ΣN
i,j=1,i 6=jWi,j1j), (5.4)

where σ represents the softmax function. 1j is the one hot vector for the jth partition.

Eq. (5.4) is generalized for the case of rj is not deterministic but is given through the

posterior probability qj as follows:

qi = σ(Wifi + ΣN
i,j=1,i 6=jWi,jqj). (5.5)

In the training phase, qti is the posterior probability at time t for the ith partition and

the posterior probability at time t+ 1 is denoted as follows:

qt+1
i = σ(Wifi + ΣN

i,j=1,i 6=jWi,jq
t
j). (5.6)

The above formula is considered as a building block for the Temporal Relational

Network and is used for iterative training to capture the inter-dependencies among the

sub-actions/partitions. TRN can also be considered as a special form of the Recurrent

Neural Network (RNN) – at each step it takes in a fixed set of inputs, i.e. the observed

features f1, f2, ..fN and refines the estimates of posterior probabilities.

5.2.2 Temporal Second Order Pooling Based Network (T-SOPN)

Temporal Second Order Pooling (TSOP), which is the pillar of T-SOPN, is the temporal

version of Statistically Motivated Second Order (SMSO) pooling [120]. The second order

pooling techniques produce tremendously large representations compared to the first

order pooling techniques [124]. The goal of SMSO pooling is to produce an effective,
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yet compressed second order pooled representation. The video V is divided into N

partitions. The extracted features of each partition are applied to TSOP, capturing an

effective whole video representation. Figure 5.3 shows a network with TSOP pooling.

Let X ∈ <n×c denotes a data matrix with n samples and c channels. The variable X

represents the extracted features from the N partitions and are concatenated across the

depth channel c = ΣN
i=1ci. Effectively, the second order pooling is the covariance matrix

Ycov ∈ <c×c and can be computed as follows:

Ycov =
1

n− 1
Σn
i=1(xi − µ)(xi − µ)T =

1

n− 1
X̃T X̃, (5.7)

where X̃ is the mean subtracted data matrix, xi ∈ <c is the ith sample and µ is the

mean of the data samples.

Figure 5.3: The proposed Temporal Second Order Pooling based Network (T-SOPN)
where TSOP is used to pool features from the partitioned video.

SMSO pooling yields a compressed second order representation during paramet-

ric vectorization. It relies on a parametric vectorization layer with trainable weights

W ∈ <c×p, with p representing the dimensionality of resulting vector. Assume z as an
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output vector of the parametric vectorization layer and zj is the jth dimension which is

computed as follows:

1√
α
zj =

√
wTj Ycovwj, (5.8)

=
√
wTj Σn

i=1(xi − µ)(xi − µ)Twj, (5.9)

=
√

Σn
i=1(w

T
j x̃i)

2. (5.10)

z is computed by a convolutional layer with size of (1, 1, c, p) without bias. The

output is applied to l2 pooling and scaled by the constant
√
α. The network is trained

in an end-to-end manner where the temporal pooling is applied directly after the last

convolutional layer. This version is named TSOP-V1.

The above equation can be simplified slightly to just one convolutional layer with a

size of (1, 1, c, p), TSOP-V2. In the experimental results section, TSOP-V1, TSOP-V2,

and average pooling are studied as candidates for temporal pooling.

5.3 Complementary Learning

For the sake of improving the appearance modelling, two networks: Global-Local Net-

work (GLN) and Fuse-Inception Network (FIN) are introduced.
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5.3.1 Global-Local Network (GLN)

2D Deep ConvNets consist of a stack of convolutional layers interleaved with non-linear

and pooling layers. Each convolutional layer is composed of a set of parameterized ker-

nels capturing the local patterns along the input channels. Early layers of the network

are more sensitive to local stimuli. In other words, earlier layers capture the spatial lo-

cal information, while the later and intermediate layers capture a more global intuition

about the input image. Moreover, the later layers are more invariant to transforma-

tions including translation, occlusion, and truncation of the local stimulus. Recently,

Hu et al. introduced Squeeze and Excitation Networks [125] to exploit the interchannel

interdependencies. Inspired by [125] [126], squeeze and excitation block, the building

block of Squeeze and Excitation Networks, overshadows the more informative local ac-

tivations. In other words, squeeze and excitation block emphasizes important local

features, lending the representation more discriminative power. This observation led to

the idea of a combined architecture to learn the global information about the scene of

action and the local information regarding the action itself resulting in a better effective

representation.

Figure 5.4: The proposed Global-Local Network (GLN). It is a two headed network
consisting of the backbone and two branches (global and local branches).

Figure 5.4 shows the architecture composed of three main components: backbone,
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local branch, and global branch. The backbone is a fully convolutional acting as a

feature extractor and is the common part of the whole architecture. It produces an

intermediate level features capturing the details of the input video frames. The output

activations are fed into the following parallel branches. Both branches have the same

number of convolutional layers. For example, in the case of Inception V1, the backbone

is the first 7 inception modules, and the last two inception modules (5a, 5b) which are

chosen as the basic architecture for the two branches. The global branch is the last two

inception modules. Whereas, the local branch is based on the last two inception modules

and modified squeeze and excitation block. The modified squeeze and excitation block

is shown in Figure 5.5.

Suppose X ∈ <H×W×C is an input to the proposed modified squeeze and excitation

block. First, two channel descriptors are computed by applying AVG and MAX pooling

to capture the channel-wise information. The descriptor of MAX pooling with a kernel

size (H,W ) is applied to X. The cth element of the descriptor Y max is computed as

follows:

Y max
c = max

i=1:H,j=1:W
X(i, j), c = 1, 2...C. (5.11)

Moreover, the descriptor of average Pooling with kernel size (H,W ) is applied to X.

The cth element of the descriptor Y avg is computed as follows:

Y avg
c =

1

H ×W

H,W∑
i,j=1

X(i, j), c = 1, 2...C. (5.12)

Pooling results in vectors, which are highly invariant to translation and occlusion. In

other words, they are a good way of representing the intermediate layers. To satisfy the

properties desired from above, a gating mechanism is adopted by two fully connected
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Figure 5.5: The modified squeeze and excitation block where the local feature maps are
highlighted according their local information power.

layers around a non-linear layer which is mathematically formulated as follows:

S = Sigmoid(W2ReLU(W1Y )), (5.13)

where W1 ∈ <C
′×C , and W2 ∈ <C×C

′
and C ′ is less than C. The variable S is the

channels attention scale which is Smax for MAX pooling and Savg for average pooling.

The input is first dimensionally reduced to C ′, passed through a ReLU layer. Finally, the

dimension is retained by W2. The variable Y is either Y max or Y avg. In the experimental

results section, one fully connected layer for both Y max and Y avg (Shared) and one fully

connected layer for both Y max and Y avg (Separate) are studied.

The final output X̃ is computed by scaling X with the learned channels attention

scale as in the following formula:

X̃ = Smax �X + Savg �X. (5.14)
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In other words, each activation channel is scaled by the weight from Smax or Savg.

If the MAX pooling is removed, the block will be downgraded to the squeeze and

excitation block as in [125]. By applying the modified squeeze and excitation block, the

network is lent a highlighting tool for the important local features.

Two possible architectures shown in Figure 5.6 are proposed. Architecture 1 is

based on training two separate branches, each has its own loss. On the other hand,

architecture 2 has two branches: the global branch and the fusion branch which sums

the global and local branches. In the experimental results section, both architectures

are studied.

Figure 5.6: Possible architectures for Global-Local Network (GLN). In Architecture 1,
the ”global” and ”local” branches are optimized. On the other hand, in Architecture
2, the global and ”global + local” branches are optimized.

In order to train the network, the whole network is first trained on the global branch

only. Then, the whole network is fine-tuned with the following loss function:

L = λGLglobal + λLLLocal, (5.15)

where Lglobal and Llocal are the cross-entropy loss of global and local branches. λG and

λL are the loss weights. Empirically, λG and λL are set to 0.1 and 1 respectively.
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5.3.2 Fuse-Inception Network (FIN)

Inspired by [121], Fuse-Inception Network (FIN) is introduced. FIN discovers the repre-

sentation to improve the recognition accuracy. FIN embodies two twin networks which

are trained to fuse the intermediate feature as demonstrated in Figure 5.7. Our proposed

network is based on Inception network [51], the first 7 inception modules are regarded

as a backbone for both networks having the same structure. The feature representa-

tions are fused to the final representation. The idea of having an auxiliary classifier

is inspired from [121] [60] which allows transfer learning from the auxiliary branch to

improve the discriminative ability of the network. Moreover, complementarity is main-

tained by weighting the loss. The key idea is learning complementary presentation from

video frames and enriching the hidden representation.

Figure 5.7: Fuse-Inception Network (FIN). FIN has two branches which are trained to
capture complementary information regarding the action itself.

The core problem of FIN is the training strategy. Inspired by the training procedure

of [121], a FIN training strategy is introduced which plays a vital role in learning the
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complementary features allowing for further performance improvement. The training

procedure starts with training Inception network on the dataset. Then, the obtained

weights are utilized for the upper branch (Backbone 1 and the auxiliary classifier) weight

initialization. Then, the whole network is fine-tuned with the following loss function:

L = λFLfus + λALaux, (5.16)

where Lfus and Laux are the fusion and auxiliary losses. The variables λF and λA are

the loss weights for the fusion and auxiliary losses, respectively. The loss weights are

chosen to be 1 and 0.1, respectively. The auxiliary loss weights play a vital role in

learning the complementary features. Moreover, they act as a regularizer allowing for

more importance to the Lfus. The final predication is computed as follows:

P = λFPfus + λAPaux, (5.17)

where Pfus and Paux are the prediction of the fusion and auxiliary networks. The

variables λF and λA are the prediction weights.

5.4 Experimental Results

In this section, the datasets and the implementation details are presented. Then, the

detailed analysis of the proposed networks is discussed. Finally, a comparison is made

between the performance of the proposed framework against some of state-of-the-art

techniques.
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5.4.1 Datasets

Experiments were conducted on two open datasets of trimmed videos namely UCF101

[127] and HMDB-51 [128] datasets. The former embodies 101 action classes and 13320

videos. The same experimental settings were followed in [127] where the dataset is split

into three training/testing splits for evaluation. The HMDB-51 dataset contains large

diverse videos collected from different sources including web videos and movies. The

dataset embodies 51 action classes and 6766 videos. As in [128], the dataset is divided

into three training/testing splits for evaluation.

5.4.2 Implementation Settings

Following the guideline set in [15], the hyperparameters were chosen. The mini-batch

Stochastic Gradient Descent (SGD) was chosen to learn the network parameters. The

batch size was set to 32 (due to limited GPU memory) and the momentum to 0.9. The

weights were initialized from a network pretrained on kinetics dataset [16]. Two stream

networks were trained where the first stream was RGB and the other for optical flow.

The training procedure starts with temporal learning training, followed by comple-

mentary learning to enrich the representation. For training TRN-RGB (TRN for RGB

frames), the learning rate was set to 0.001 which decreases every 4000 iterations by 1
10

with a maximum number of iterations of 11000. On the other hand, on TRN-Optical

(TRN for optical flow frames), the learning rate was set to 0.005 which was decreased by

1
10

at 3000, 7500, and 11500 iterations with a maximum number of iterations of 18000.

For T-SOPN-RGB (T-SOPN for RGB frames) and T-SOPN-Optical (T-SOPN for op-

tical flow frames), the learning rate was chosen as 0.001 and 0.005, respectively. It was

then reduced by 1
10

every 10000 iterations and the maximum number of iterations set to

20000 iterations. For GLN, the learned weights from TRN-RGB and TRN-Optical were

set as an initialization for the global branch. Then, the whole network was fine-tuned
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with a learning rate of 0.001 and 0.005, respectively. The learning rate was decreased

by 1
10

after 2000, 3000, and 4000 iterations with a maximum number of iterations of

5000.

Similarly, FIN’s fusion branch was initialized from TRN-RGB and TRN-Optical.

Then, the whole network was fine-tuned. The learning rate was set for RGB and

optical flow to 0.001 and 0.005, respectively. It was decreased it every 1000 iterations

by 1
10

. The maximum number of iterations was set to 3000. It is worth noting that

during training both GLN and FIN, TRN was incorporated. In other words, a CRF

layer was added to GLN and FIN networks for temporal modelling.

Our models were trained using a single GPU nvidia TITAN Xp graphics card. optical

flow was extracted using TVL1 algorithm [129].

5.4.3 Ablation Study

The effect of every choice including the network architecture, the number temporal

partitions, temporal learning technique, and complementary learning technique was

investigated.

The Choice of Number of Partitions and Network Architecture

The choice of the number of partitions in temporal learning is crucial as it governs

how dense the long term temporal information is. In the experiments, the number of

partitions is varied and the results of comparison between the recognition accuracy of

TRN-RGB on UCF101 dataset using two network architectures: Inception V1 [51] and

Inception V3 [130] and summarized the results in Table 5.1. The number of partitions

N is varied from N = 1..9 — N is odd. It is observed that increasing the number of

partitions has a positive influence on the performance. However, N = 7 partitions has

the highest performance of 91.09 %. which is 2 % higher recognition accuracy than
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Table 5.2: Exploration of Pooling Techniques of InceptionV1 on UCF101 dataset
(RGB). TSOP-V1 refers to TSOP based on Eq. 5.10, TSOP-V2 refers to simplified
TSOP and AVG refers to average pooling.

Pooling Recognition Accuracy %

TSOP-V1 90.5 %
TSOP-V2 91.43 %
AVG 89.77 %

Inception V3. Thus, Inception V1 is chosen with TRN (7 partitions).

Table 5.1: Exploration of Changing the Number of Partitions on UCF101 Dataset.

N Inception V1 Inception V3

1 88.5 % 83%

3 90.8 % 84.6%

5 90.54 % 87.96 %

7 91.09% 88.07 %

9 90.8 % 86.5 %

The Choice of Temporal Pooling Technique

One of the crucial parameters of T-SOPN-RGB based network is the choice of temporal

pooling. First, TSOP pooling based on Eq. 5.10 (TSOP-V1), Simplified TSOP (TSOP-

V2) and average pooling are compared on RGB videos. The experiments on UCF101

dataset using Inception V1 are conducted after dividing the video sequence into N =7

partitions and the results tabulated in Table 5.2. It is the results tabulated from the

table that TSOP-V2 achieved the highest recognition accuracy 91.43 % which is around

1 % higher than TSOP-V1. These results highlight TSOP-V2 as a good candidate to

capture temporal information.
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Table 5.3: Comparison Between T-SOPN and TRN of InceptionV1 on UCF101 Dataset
for both RGB and Optical Flow.

Modality TRN T-SOPN

RGB 91.1 % 91.43%
Optical flow 92.57 % 84.45 %

Temporal Learning Technique Vs. The Modality

T-SOPN (Based on TSOP-V2) and TRN for both RGB and optical flow on UCF101

dataset are evaluated. The results are summarized in Table 5.3. From the table, T-

SOPN-RGB has slightly higher recognition accuracy than TRN-RGB achieving 91.43

%. However, TRN-Optical achieved recognition accuracy of about 8 % over T-SOPN-

Optical. These results imply the effectiveness of TRN and performance consistency

against different modalities.

Complementary Learning via GLN

To check the improvement introduced by GLN along with TRN-RGB with N = 7

partitions, several candidates for squeeze and excitation block are evaluated: including

AVG pooling only [125], combined MAX and AVG pooling with the same fully connected

layers (Shared), and combined MAX and AVG pooling with two separate fully connected

layers (Separate). The experimental results are summarized in Table 5.4 on UCF101

dataset. The results show the effectiveness of applying MAX-AVG pooling instead of

solely applying AVG. Additionally, MAX-AVG (Separate) has the highest accuracy of

92 % which is higher than AVG pooling only by around 0.7 %.

Furthermore, two architectures shown in Figure 5.6 are investigated. The results are

summarized in Table 5.5 on UCF101 dataset. From the table, it is observed that archi-

tecture 1 outperforms architecture 2, implying the effectiveness of having two separate

branches.
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Table 5.4: Exploration of different Pooling techniques for the local branch on UCF101
Dataset (RGB). ”MAX-AVG (Shared)” refers to sharing the same fully connected layers
between MAX and AVG pooling. ”MAX-AVG (Separate)” refers to having two different
fully connected layers for MAX and AVG pooling.

Squeeze Pooling Recognition Accuracy

AVG 91.35%
MAX-AVG (Shared) 91.62 %
MAX-AVG (Separate) 92.0 %

Table 5.5: Exploration of Different Architectures of GLNs on UCF101 dataset (RGB).

Network Recognition Accuracy

Architecture 1 92.0%

Architecture 2 91.93 %

Complementary Learning Via Fuse-Inception Network (FIN)

The learned representation from backbone 1 is summed with the representation from

backbone 2. However, it is crucial to locate the fusion point in the network. Here, three

possible locations for the case of Inception V1 are evaluated. Table 5.6 summarizes the

results of the experiments conducted on UCF101 dataset. It is observed that after the

inception module (4e), the highest performance compared to the rest. Therefore, the

decision was made to fuse the output of branch 1 after inception module (4e) shown in

Figure 5.7 with the output of branch 2 after inception module (4e).
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Table 5.6: Exploration of Fusion point at different points on UCF101 Dataset (RGB).

Fusion Point Recognition Accuracy

After Inception module

(5b)

91.25%

After Inception module

(5a)

91.77%

After Inception module

(4e)

92.12%

5.4.4 Comparison Against State-of-The-Art

After analyzing the effect of the complementary and temporal learning techniques,

we compare our action recognition accuracy against state-of-the-art techniques. The

experiments were conducted on two publicly available datasets including UCF101 and

HMDB-51 datasets. The comparison is summarized in Table 5.7. Our best result

outperforms other methods by approximately 4 % for HMDB-51 and 0.3 % for UCF101

datasets. The superior performance demonstrates the ability of the proposed framework

to capture long term temporal information and importance of complementary learning.

We notice that fusing RGB and optical streams (Two streams) improves the results. We

can also notice from the table that complementary learning techniques (GLN and FIN)

improves the performance of TRN, as the network trained on TRN and complementary

learning technique (GLN/FIN) achieves higher performance than solely trained using

TRN. Furthermore, it is observed from the results that the performance is improved

by fusing FIN and GLN. Additionally, the results show that T-SOPN has information

complementary to the representation learned by TRN. The proposed method achieves

competitive results against 3D Deep ConvNets based methods as illustrated in Table
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5.8. It outperforms all 3D Deep ConvNets based methods except I3D which requires 64

frames from each video in training, a computationally intensive process. Experimental

results show that the performance of I3D is highly sensitive to the number of the

training frames. When the number of frames is reduced, the performance of I3D drops.

For example, when the number of frames is set to 16, the performance of I3D is reduced

by around 4 %. On the other hand, TRN-RGB achieved nearly the same recognition

accuracy for 7 frames only as shown in Table 5.1. An example of Run action video

and the top four classified actions by the proposed framework from HMDB-51 dataset

is shown in Figure 5.8. From the figure, the second, third and forth highest classified

actions are either similar to Run (walk) or have Run as a sub-action dibbling.

Figure 5.8: An example of ”Run” action video and the top action classes classified by
the proposed framework from HMDB-51 dataset.
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Table 5.7: Accuracy performance comparison of the proposed method against with
state-of-the-art methods based on 2D CNNs.

Technique UCF101 HMDB-51

Two stream [37] 88.0% 59.4%

IDT [131] 86.4% 61.7%

Dynamic Image Networks [46] 89.1% 65.2%

TDD+IDT [41] 91.5% 65.9%

Two stream Fusion + IDT [38] 93.5% 69.2%

Two stream (TSN) [15] 94.0% 68.5%

Conv Fusion [38] 92.5% 65.4%

Two stream ST-ResNet [39] 93.4% 66.4%

Two stream Spatio Temporal Multiplier [40] 94.2% 68.9%

Deep Temporal Encoding [43] 95.6% 71.1%

Four stream Optical Guided [45] 96.0% 74.2%

Two stream (TRN) Ours 95.34% 72.59%

Two stream (GLN) Ours 95.42% 73.8%

Two stream (FIN) Ours 95.63% 71.8%

Two stream (FIN) + Two stream (GLN) Ours 95.69% 75.14 %

Two stream (FIN) + Two stream (GLN) + T-

SOPN Ours

96.3% 76.07%
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Table 5.8: Accuracy performance comparison of proposed method against with state-
of-the-art methods based on 3D CNNs.

Technique UCF101 HMDB-51

C3D[49] 82.3% 56.8%

LTC-RGB-Optical flow [50] 91.7% 64.8%

T3D [59] 93.2% 63.5%

Res3D [52] 85.8% 61.7%

Resnet34 3D [52] 87.7% 59.1%

ResNeXt-101 3D [52] 90.7% 63.8%

Multi Fiber Network [61] 96% 74.6%

I3D-RGB-Optical flow-reported

[16]

98.0% 80.7%

I3D-RGB-reported [16] 95.1% 74.3%

I3D-RGB∗ 91.09% -

Ours 96.3 % 76.07 %

5.5 Conclusion

In this chapter, a video based action recognition framework is presented that improved

the long term information and harnesses the representation. Temporal learning us-

ing Temporal Relational Network (TRN) and Temporal Second Order Pooling based

Network (T-SOPN) is proposed. Moreover, complementary learning is introduced via

Global-Local Network (GLN) and Fuse-Inception-Net (FIN). The effectiveness of each

part is demonstrated through an ablation study. Additionally, the results are com-

pared to other state-of-the-art methods and demonstrate that the proposed technique

outperforms all 2D Deep ConvNet based action recognition models.
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Chapter 6

Conclusion and Future Work

6.1 Summary

In this dissertation, the problem of human action recognition is investigated. Guided by

the goal of improving action recognition performance, three frameworks are proposed.

The presented frameworks share the goal of improving the action recognition perfor-

mance embodying, to some extent, the concept of fusing different sets or modalities.

The first two frameworks are based on the fusion of features representing heterogeneous

sets or modalities. Moreover, in the second framework, the fusion of deep and hand-

crafted features is exploited, giving the representation better resilience against error.

The second framework is a transitional framework which combines the merits of deep

learning and fusion. However, it is not an end-to-end trained framework which limits

the performance. In the third framework, in addition to exploring fusion for enhancing

the performance, deep learning is explored specifically for RGB videos which fits the

large scale datasets.

First, a human action recognition framework is introduced based on the proposed

Multimodal Hybrid Centroid Canonical Correlation Analysis (MHCCCA) which is in-
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troduced for two or more sets or modalities. Additionally, a new skeleton representation

is proposed to represent the key poses of a subject performing an action. As proof of

performance, evaluation is conducted on four publicly available datasets which comprise

different modalities, specifically: RGB, depth, skeleton and accelerometer data. The

proposed framework showed an improved performance over single handcrafted features,

and other fusion methods including Canonical Correlation Analysis (CCA) and Multi-

set Canonical Correlation Analysis (MCCA). The visualization of the learned features

indicates the ability to handle smeared classes in an effective manner.

Second, another human action recognition framework is presented which explores

the idea of fusing heterogeneous features, such as handcrafted and deep learning features

from different modalities including RGB, depth, and skeleton. For RGB videos, optical

flow CNN is adopted as a feature representation capturing the temporal information.

Also, HP-DMM-CNN, based on Deep ConvNets is employed as a depth feature repre-

sentation. At the heart of the proposed framework are the proposed fusion techniques:

Multiset Globality Locality Preserving Canonical Correlation Analysis (MGLPCCA)

two or more sets or modalities. To showcase the effectiveness of each component of

the proposed framework, five datasets are used for testing. The experiments show the

robustness of the proposed deep features over their counterparts. Moreover, the pro-

posed fusion techniques achieved better performance over other similar methods. The

visualization of the learned features shows the discriminative power of MGLPCCA over

CCA.

Third, deep learning based action recognition is explored for large scale datasets.

The proposed framework is based on improving the long term temporal information

and improve the action representation through temporal and complementary learning.

For temporal learning, two possible techniques are introduced, Temporal Relational

Network (TRN) and Temporal Second Order Pooling based Network (T-SOPN). The

former combines Conditional Random Field (CRF) and 2D Deep ConvNets in order to
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model different snippets from the video. The latter learns the complementary learn-

ing based on pooling feature representation over time using TSOP pooling. Moreover,

complementary learning is introduced by introducing Global-Local Network (GLN) and

Fuse-Inception Network (FIN). The former learns the complementary information of the

global and local representations. The latter encourages the network to learn the com-

plementary information through the learning procedure and loss function. In general,

complementary learning improves the final representation through fusion. The effec-

tiveness of each part through an ablation study is demonstrated. The obtained results

showed the boosting introduced by the proposed technique to be of high calibre, com-

pared to state-of-the-art methods on large scale datasets.

6.2 Potential Future Work

This dissertation presents three frameworks for human action recognition. The proposed

frameworks have room for future improvements.

The first two frameworks, which are based on the fusion of different modalities or

sets, can be generalized to other applications. For example, it can be used in fusing

features describing the body motions, visual features representing the facial features,

and audio features capturing the speech characteristics. Moreover, they can be used

for different action recognition problems. For instance, they can be used in cross-view

action recognition. In cross-view action recognition, only one view is present at testing

and called the target view. On the other hand, two views are present at training. In

such case, the algorithm learns to map the representation from source view to target

view. Both of the first two frameworks can be adapted for such application.

The first two frameworks can be further improved by introducing neural network

based version. Following the recent trend of transformation to a gradient based form

of any traditional machine learning technique, two neural network layers can be in-
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troduced including MGLPCCA and MHCCCA. In this case, the whole network can be

further improved by end-to-end training. Also, these can also leverage the idea of fusing

information from different layers within the same Deep ConvNets.

For the third framework, several possible future directions are possible:

1. In this thesis, the temporal learning is applied to 2D Deep ConvNet which can be

further improved by applying it to 3D Deep ConvNets. In this case, the temporal

long term modelling for the 3D ConvNets is improved by capturing more local

and global temporal information regarding the action itself.

2. Moreover, Hidden Conditional Random Field (HCRF) can be adopted instead of

Conditional Random Field (CRF) to further enhance the interaction modelling

among the sub-actions.

3. Another important future work is to study LSTMs combined with the proposed

models which would likely improves the long term temporal modelling especially

for action prediction. As attention models introduced by LSTMs showed great

performance in other computer vision tasks [132] and have the potential to be

applied in temporal modelling in action recognition.

4. CCA can be used as a fusion layer in a ConvNet architecture fusing different

possible modalities including RGB, optical flow, and human body poses.

5. The proposed technique can be applied to other similar applications including

action anticipation which is the ability of predicting the upcoming action as the

proposed method has a better ability of long term temporal modelling.

6. It can be applied as action proposal network which is a core part of action detec-

tion, where the main role of the network is to represent the amount of action in

a set of frames.
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7. Another important future direction is to test the time cost for the proposed tech-

niques and its ability to execute in real-time, a key consideration for deploying

any human action recognition system in potential industrial products.
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