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Abstract

Synthetic Aperture Focusing Techniques for

Imaging with Single-Element Focused Transducers

Elyas Shaswary

Doctor of Philosophy, Biomedical Physics

Ryerson University, 2019

Synthetic aperture focusing techniques (SAFT) make the lateral spatial

resolution of the conventional ultrasound imaging from a single-element fo-

cused transducer more uniform. In this work, two new frequency-domain

SAFT (FD-SAFT) algorithms are proposed, which are based on 2D matched

filtering techniques. The first algorithm is the FD-SAFT virtual disk source

(FD-VDS) that treats the focus of a focused transducer as a finite sized vir-

tual source and the diffraction effect in the far-field is accounted for in the

image reconstruction. The second algorithm is the FD-SAFT deconvolu-

tion (FD-DC) that uses the simulated point spread function of the imaging

system as a matched filter kernel in the image reconstruction. These algo-

rithms were implemented for pulsed and linear frequency modulated chirp

excitations. The performance of these algorithms was studied using a series

of simulations and experiments, and it was compared with the conventional

B-mode and time-domain virtual point source SAFT (TD-VPS) imaging

techniques. The image quality was analyzed in terms of spatial resolution,
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sidelobe level, signal-to-noise ratio (SNR), contrast resolution, contrast-to-

speckle ratio, and ex vivo tissue image quality. The results showed that

the FD-VDS had the highest spatial resolution and FD-DC had the second

highest spatial resolution. In addition, FD-DC had generally the highest

SNR. The computation run time of the proposed methods was significantly

lower than the TD-VPS. Furthermore, chirp excitation improves the SNR

of all methods by about 8 dB without significantly affecting the spatial res-

olution and sidelobe level. Thus, the FD-VDS and FD-DC methods offer

efficient solutions to make the spatial resolution of conventional B-mode

imaging more uniform.
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Chapter 1

Introduction

Ultrasound is an extensively used imaging modality, second only to conven-

tional x-ray imaging [1]. Besides a wide range of industrial imaging appli-

cations in areas such as nondestructive testing and evaluation (NDT/NDE)

[2], [3], it is commonly used in clinical diagnosis to obtain both anatomical

and functional images of the body. A few notable examples of clinical ap-

plications of ultrasound imaging are cardiology, obstetrics and gynaecology,

urology, general abdominal imaging, vascular imaging, and guidance of sur-

gical procedures [4]. In addition to its use in clinical diagnosis, ultrasound

has many therapeutic applications. For example, it is used in cancer ther-

apy, physiotherapy, histotripsy, immunotherapy, lithotripsy, and targeted

drug delivery [5], [6].

Ultrasound imaging not only complements other medical imaging modali-

ties, such as x-ray and magnetic resonance imaging (MRI), but it also pos-

sesses unique characteristics that are advantageous compared to other imag-

ing modalities [7]. Ultrasound is able to image the anatomy, the dynamic

movement of organs and blood flow in real-time. Ultrasound is considered

safe because it is non-ionising radiation and the induced bioeffects (e.g.,

tissue heating and acoustic cavitation) are relatively well understood and

controllable. In addition, ultrasound is relatively inexpensive and portable.

1



Chapter 1: Introduction 2

1.1 Ultrasound Transducers

The ultrasound transducer is one of the most critical component of an ul-

trasound imaging system. The transducers elements are typically made of

a piezoelectric material, which converts electric energy into mechanical mo-

tion of the element and vice versa [3]. Fig. 1.1 outlines the role of the

transducer in ultrasound imaging. When the transducer is excited by an

electrical pulse, a travelling pulse of ultrasound in the form of an acoustic

wave will be generated in the water and if this wave strikes an object, such

as a spherical reflector, then the waves will get scattered in all directions

where some of the waves will return to the transducer. The returned wave,

which is also referred to as the backscattered wave, will be converted back

into an electrical signal by the transducer and recorded as a voltage versus

time pulse after amplification.

Fig. 1.1. An element of ultrasound transducer generating a travelling
wave and receiving the wave scattered from a spherical object. Adopted

from [3].

Ultrasound transducers are available in various sizes, shapes, and operating



Chapter 1: Introduction 3

frequencies. Each one is optimized for specific clinical applications [1]. Com-

mon transducer geometries include focused and unfocused single-elements

and linear, curvilinear and annular arrays. Single-element transducers are

primarily used in high-frequency (i.e., 20-100 MHz) imaging [8] and in most

therapeutic applications. Two-dimensional images are formed by mechan-

ical translation or rotation of the single-element transducer. Linear and

phased array transducers are more widely used for clinical imaging. Ar-

ray transducers offer electronic scanning, which is faster than mechanical

scanning resulting in an increased temporal resolution [9]. Linear array

transducers mimic mechanical translation of the transducer by firing el-

ements sequentially in a linear fashion to move the ultrasound beam [10].

They are typically used when the acoustic window (i.e., imaging region that

is not obstructed by bone or gas-filled structures) is large (e.g., in vascular

and obstetrics imaging). Phased array transducers mimic mechanical tilting

of the transducer by tuning the phases of the pulses fired by its elements

to steer the direction of the ultrasound beam. They are typically used in

applications where the acoustic window is small, for example in cardiology

to image the heart through a small space in between the ribs. An example

of a pressure field of a linear array transducer is shown in Fig. 1.2. A

general shortcoming of array transducers over single-element transducers is

the generation of higher levels of grating lobes [11]. Grating lobes are weak

replicas of the main beam, which appears at angles of up to 90◦on each

side of the main beam. Grating lobes are generated in an array transducer

having regularly spaced elements, where the element-to-element spacing is

greater than half a wavelength. Grating lobes widen the beam and generate

spurious echoes, which degrade lateral and contrast resolutions [11]. Side-

lobes also produce spurious echoes that reduce contrast resolution (i.e., a

measure of how well the differences in the mean amplitude of the received

ultrasound signal from different scattering media can be differentiated [12]).

The number and magnitude of the sidelobes relative to the main lobe de-

pend on the shape of the transducer and the ratio of transducer aperture

size to wavelength [7].

The performance of the transducer is one of the bottlenecks preventing cur-

rent ultrasound imaging systems from reaching its theoretical resolution
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Fig. 1.2. Pressure field of a typical linear array transducer. In (a) a
subset of the elements was used to focus the beam a point. In (b) the
normalized far-field magnitude of the transmit pressure versus observa-

tion angle shown.

limit [7]. The main reason for this is that the design and fabrication of

medical ultrasound transducers are broad interdisciplinary processes which

require expertise from various disciplines, such as acoustic, electrical engi-

neering, material sciences, and medical imaging. The design of transducers

is still predominantly empirical and it is often based on a trial and er-

ror. The ideal transducers would have a characteristic acoustic impedance

perfectly matched to the object being imaged, have a high efficiency as a

transmitter and high sensitivity as a receiver, a wide dynamic range (i.e.,
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range of minimum to maximum detectable pressures) and a wide frequency

response (i.e., a wide bandwidth) [13].

1.2 Ultrasound Image Quality

Improvements in the design and the fabrication of ultrasound transducers

make the most significant difference in enhancing ultrasound imaging. In ad-

dition, ultrasound image quality can be improved through non-conventional

signal generation and acquisition, and advanced signal processing methods

[4]. Examples include, but not limited to, spatial and frequency compound-

ing [14]–[18], coded excitation [19]–[21], tissue harmonic imaging [22]–[24],

pulse inversion [25]–[27], filtering [28], [29], and synthetic aperture imag-

ing [30]–[33]. Ultrasound images are affected by various artifacts, such as

speckle, clutter and noise. Speckle refers to a granular texture in ultra-

sound images, which arises from constructive and destructive interference

of ultrasound waves that are scattered from multiple scatterers with vary-

ing positions and scattering strengths within the beam [7], [11]. Speckle

reduces image contrast and blurs tissue boundaries [1]. Clutter (or acoustic

noise) refers to spurious echoes, which typically arises from the distortion

of an ultrasound beam as it propagates in tissue [4], [34]. Examples of clut-

ter include sidelobes, grating lobes, reverberation, and acoustic shadowing

[34]. Noise refers to artifacts which are initiated by the ultrasound imaging

system due to electronic, quantization and image reconstruction artifacts.

1.2.1 Spatial Compounding

Spatial compounding is a technique that combines images taken from vari-

ous angles using an array transducer [34]. The ultrasound beam is electron-

ically steered to predetermined angles, typically within 20◦from the perpen-

dicular direction, to acquire several frames (typically three to nine). The

acquired frames are then aligned (e.g., using a cross-correlation method)

and averaged to form a compound image that is updated in real-time with
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each subsequent scan. Spatial compounding has also been done by phys-

ically translation of the array transducer in the lateral direction [35] and

the combination of angular and lateral displacements [36]. An example of

spatial compounding in ultrasound imaging is shown in Fig. 1.3. It has

been reported that spatial compounding improves contrast resolution and

signal-to-noise ratio (SNR), without compromising spatial resolution, by re-

ducing artifacts such as speckle, clutter and noise [4], [34]–[36]. The main

drawbacks of spatial compounding techniques are a reduction in temporal

resolution, and blurredness of moving objects [4], [34].

Fig. 1.3. In vivo images of a scar (shown by the arrows) inside the
dermis layer of the skin using a high-frequency (20 MHz) single-element
focused transducer. In (a) the conventional B-mode and in (b) the spatial

compounded image are shown. Adopted from [36].

1.2.2 Frequency Compounding

Frequency compounding is a technique, which combines images acquired

using multiple frequencies. Since the appearance of speckle depends on the

frequency of the ultrasound wave combining images with different frequen-

cies leads to a reduction of speckle [1], [37]. It can be done either during

transmit mode by transmitting pulses at different centre frequencies or dur-

ing receive mode by subdividing the frequency spectrum of the received

signal into sub-bands to make separate images [4]. This method requires

transducers with large enough bandwidth to be able to cover a sufficient fre-

quency range [37]. It has been shown that frequency compounding, using

the frequency spectrum subdivision method, enhances SNR and contrast
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resolution without compromising spatial resolution [29]. An example of a

frequency compounded ultrasound image is shown in Fig. 1.4.

Fig. 1.4. In vivo images of a breast lesion surrounded by the fatty back-
ground acquired by a linear array transducer. In (a) the conventional
B-mode (at 14 MHz) and in (b) the frequency compounded images (at

10 MHz and 14 MHz) are shown. Adopted and modified from [38].

1.2.3 Coded Excitation

Coded excitation techniques digitally encode the transmitted pulses before

the transmission and digitally decode the received echo signals after the

reception. High frequency transmit pulses forms a narrow beam which pro-

vides good lateral resolution and short transmit pulses provides good axial

resolution [11]. However, high frequency and short ultrasound transmit

pulses are attenuated more rapidly, which reduces the SNR and the pene-

tration depth. Although increasing the amplitude of the transmitted pulses

increases the SNR of the received signals which also increases penetration

depth, this is not a viable solution due to potential bioeffects and regulatory

limits. Transmitting longer pulses increases the SNR of the received signal,

however, it reduces the axial resolution [20]. Coded excitation has been pro-

posed to increase SNR without significantly reducing the axial resolution or

increasing the amplitude of the transmitted pulses [20], [39]. Coded excita-

tion techniques generate longer duration and lower amplitude transmitted

pulses, compared to the conventional method. Coded excitation can be

done by sweeping the frequency within the pulse (from low to high within

the bandwidth of the transducer), known as a chirp signal. In addition,
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coded excitation can be done by modulating the pulses with binary code

(e.g., orthogonal Golay or Barker codes) [13], [20]. The received signals

are correlated with the time-reversed version of the transmitted pulses by a

matched filter to obtain compressed received signals [13]. The main draw-

backs of this technique are system complexity and cost [11]. An example

of an ultrasound image generated by the chirp coded excitation is shown

in Fig. 1.5 where coded excitation shows improved SNR and penetration

depth.

Fig. 1.5. In vivo images of a liver acquired by a 4 MHz single-element
focused transducer. In (a) the linear frequency-modulated coded exci-
tation and in (b) the conventional B-mode (pulsed) images are shown.

Adopted from [40].

1.2.4 Tissue Harmonic Imaging

Tissue harmonic imaging makes use of the harmonic frequencies that are

generated by nonlinear propagation of ultrasound waves in a medium to

form B-mode images. Ultrasound waves become progressively distorted as

they propagate in a medium; however, the degree of distortion is more

prominent with the transmission of high amplitude (also known as finite

amplitude) waves [11], [41]. In addition, the degree of distortion depends

on the medium properties [41].
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There are two competing mechanisms that change the shape of a wave as

it propagates in a medium [9]. The first one is the frequency-dependent at-

tenuation, which down-shifts the central frequency of the transmitted wave.

The second mechanism is the combined effects of the changes in the speed

of sound and the effect of convection. The speed at which the transmitted

wave propagates in a medium depends on the density of the medium. The

wave propagates faster during the compression phase and slower during the

rarefaction phase, which causes portions of the wave to become steeper as

the wave propagates further into the medium, resulting in the production of

higher harmonics. In addition, the propagating wave is convected because

during the compression phase the medium moves in the direction of wave

propagation and in the opposite direction during rarefaction phase, which

leads to distortion of the wave similar to the speed of sound variation [9].

The amount of nonlinearity of a medium is quantified by either the ratio

B/A or the coefficient of nonlinearity, β. B/A is the ratio of coefficients of

the quadratic and linear terms in the Taylor series expansion which relates

variations in acoustic pressure to variations in density of the medium [42].

β is defined as β = 1 +B/2A. For soft tissues, the range of β is between 3

and 7 [1].

As a finite amplitude wave propagates in a nonlinear medium, the energy

from the fundamental frequency is partially transferred to the harmonic fre-

quencies, which are multiples of the fundamental frequency. The harmonics

frequencies are produced cumulatively with increasing depth up to a point

where tissue attenuation overcomes the harmonic buildup and causes them

to decrease again [43]. The amplitude of the harmonics is always lower

compared to the fundamental at all depths. For a focused beam, there

will be minimal distortion close to the transducer, because the amplitude

is relatively small, and the transmitted pulse has not propagated through

sufficient tissue to produce much distortion. Most of the distortion occurs

close to the focal zone, where the amplitude of the pulse is the largest. Be-

yond the focal zone, the distortion decreases since attenuation reduces the

amplitude of the pulse [41].

In tissue harmonic imaging, the received signal is filtered so that the sec-

ond harmonic frequency band is utilized to form the image [41]. Although
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theoretically, it is possible to use higher harmonics, they are rarely utilized

because they are low in amplitude and require wide bandwidth and large

dynamic range transducers [1], [41].

Tissue harmonic imaging improves the spatial and contrast resolution of B-

mode images compared to conventional ultrasound imaging [1], [4], [13]. The

second harmonic has a beam profile with a narrower central lobe and lower

sidelobes compared to the profile at the fundamental frequency [4], [44]. An

example of tissue harmonic imaging is shown in Fig. 1.6. In addition, tissue

harmonic imaging is particularly beneficial to examine ”clinically difficult”

subjects (e.g., patients with obesity or dense muscle structure) [13], [43],

[44]. Harmonics can penetrate more deeply into the tissue because they

are generated cumulatively until they are offset by the tissue attenuation

and low frequency transmitted waves suffer little distortion when passing

through superficial tissues [7], [13].

Fig. 1.6. In vivo images of a kidney from dorsal direction using a 3.4-7.2
MHz convex array transducer. In (a) the second harmonic at 6.6 MHz, in
(b) fundamental at 6.5 MHz and in (c) fundamental at 3.4 MHz images

are shown. Adopted from [45].

Tissue harmonic imaging requires a wide bandwidth transducer so that the

frequency spectrum of both the transmitted and received second harmonic

signals are within the bandwidth of the transducer [13], [41]. As shown in

Fig. 1.7, if the transmit and receive bandwidths overlap with each other,

then linear echo signal from the tissue will be detected in the harmonic

signal. This can mask the nonlinear echoes from weak scatterers resulting

in a reduction of contrast in harmonic signal [46]. One way to alleviate

this issue is to transmit longer pulses so that the frequency spectrum of the

transmitted pulse is narrower to reduce the degree of overlapping. However,
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this will come at the cost of reducing the axial resolution. Two other well-

known methods to overcome this issue, at the cost of frame rate, are pulse

inversion and amplitude modulation [1], [7], [13], [41].

Fig. 1.7. A schematic illustration of the transmitted and received fre-
quency spectra of the signal in tissue harmonic imaging. The bandwidth
of the transducer must be wide enough to accommodate both transmit

and receive bandwidths. Adopted from [11].

The pulse inversion method transmits two pulses sequentially, where one

pulse is inverse (i.e., 180◦out of phase) of the previous one [41]. When the

received signals are summed up the linear echoes will cancel since they have

the same amplitude and a phase difference of 180◦. However, the nonlinear

echoes will not cancel in the summed signal because the phase difference will

not differ by 180◦. This results in the omission of the fundamental frequency

component while keeping the harmonic frequencies. In this method, even

harmonics are emphasized and odd harmonics (including the fundamental)

are suppressed [26], [46].

Amplitude modulation method transmits two pulses of different amplitudes

sequentially in the same direction [41]. The lower amplitude pulse propa-

gates linearly (without producing significant harmonics), while the higher

amplitude pulse propagates nonlinearly and will give rise to harmonics. The

received signals are normalized (so that they have the same amplitude) be-

fore the lower amplitude pulse is subtracted from the higher amplitude pulse,

which results in a signal with only harmonic frequencies. Unlike the pulse

inversion method which cancels odd harmonics and keeps even harmonics,
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this method cancels only the fundamental and keeps all higher harmonics

[1].

In addition, tissue harmonic imaging requires a system with a large dynamic

range because the amplitudes of the second harmonics are typically at least

20 dB lower than the fundamental [1], [41]. Moreover, tissue harmonic

imaging has limited depth of penetration because of low SNR and high

tissue attenuation at higher frequencies.

Even though tissue harmonic imaging has been shown in numerous studies

to improve spatial and contrast resolution, under some circumstances it does

not perform better than conventional (fundamental) ultrasound imaging [1].

For example, in some high-frequency imaging applications or in imaging of

normally easy-to-image subjects, tissue harmonic imaging may not provide

additional diagnostic benefits. Thus, tissue harmonic imaging is still in its

infancy and more work needs to be done to study its benefits and limita-

tions. Some current ultrasound imaging systems combine fundamental and

harmonic images (i.e., frequency compound) to reduce speckle and improve

image quality [1].

1.2.5 Synthetic Aperture Imaging

Synthetic aperture imaging techniques have been used in synthetic aperture

radar (SAR) since the early 1950s [47], [48]. SAR is considered to be one of

the most advanced engineering innovations of the 20th century [48]. SAR

has been used to obtain high-resolution images of remote objects on a terrain

or a planet. SAR uses signal-processing methods to generate an effective

long antenna instead of actually using a physically long antenna [49]. Typi-

cally, an antenna is mounted on an airplane or satellite, which travels along

a flight trajectory while transmitting electromagnetic pulses (in the fre-

quency range of 2 MHz to 220 GHz [50]) and recording the scattered pulses

[47]. Mathematical techniques are applied to the received signal to form

high-resolution images. Synthetic aperture imaging techniques have been

subsequently implemented in sonar (i.e., synthetic aperture sonar [SAS])

[51], non-destructive evaluation (NDE) [52] and medical imaging [53].
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1.3 Synthetic Aperture Focusing Technique

Synthetic aperture imaging techniques are also commonly referred to as syn-

thetic aperture focusing techniques (SAFT). Numerous SAFT algorithms

have been proposed in both frequency and time domains. SAFT algorithms

for SAR and SAS are mainly implemented in the frequency-domain, which

are computationally more efficient since they are based on the fast Fourier

transform [48], [54]–[56]. On the other hand, SAFT algorithms for NDE and

ultrasound medical imaging are mainly implemented in the time-domain

[30], [31], [52], [56]–[59]. In ultrasound medical imaging, SAFT with linear

arrays and high-frequency single-element focused transducers are commonly

used for a wide range of applications.

1.3.1 SAFT for High-Frequency Single-Element Trans-

ducers

The acquisition of data with a single-element transducer is done in the same

way as conventional pulse-echo imaging, where the transducer is mechan-

ically scanned over the region-of-interest (ROI). At each scan position, a

scan of data (known as the analytical signal) is acquired to form a 2D data

set of the ultrasonic reflectivity map from the insonified ROI. Then, SAFT

is applied off-line to the acquired data so that each point in the image

is in focus [60]. Generally, the SAFT algorithms in the literature can be

categorized into time-domain SAFT and frequency-domain SAFT.

Time-domain SAFT (TD-SAFT) is based on a delay-and-sum (DAS) beam-

forming method. For focused transducers, the concept of a virtual point

source is typically used, where the focal point of the transducer is treated

as a virtual source of spherical waves. A schematic of the virtual point

source concept is shown in Fig. 1.8. The virtual point source concept was

initially introduced by Passmann and Ermert [61], where it was implemented

in high-frequency ultrasound imaging (100 MHz) for dermatologic and oph-

thalmologic applications. It was shown that virtual point source TD-SAFT

(TD-VPS) increases imaging depth and extends the depth of focus when
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using a high-frequency and strongly focused transducer. Subsequently, Fra-

zier and O’Brien [62] examined the performance of the virtual point source

in terms of lateral resolution, sidelobe levels, sampling frequency, and SNR.

The spatial resolution and SNR of conventional B-mode at the focus of

the transducer was 157 µm and 39 dB, respectively. The average spatial

resolution and SNR at various depths of the TD-VPS was 195 µm and 35

dB, respectively. Apodization was applied to improve contrast resolution

since the sidelobe levels were high in SAFT compared to conventional B-

mode. Li et al. [63] implemented TD-VPS in high-frequency ultrasound

imaging, where it was combined with an adaptive weighting technique to

suppress sidelobes. Opretzka et al. [64] implemented TD-VPS in high-

frequency ultrasound imaging for small animal imaging, where it was based

on time-domain 2D cross-correlation of measured data with a simulated

depth-dependent point spread function (PSF) of the imaging system. For

the conventional B-mode, the axial and lateral resolutions at the focus of

the transducer were 52 µm and 150 µm, respectively. While for the TD-

VPS the axial and lateral resolutions outside the focal region were 59±14

µm and 196±41 µm, respectively. In addition, Opretzka et al. [65] com-

bined their proposed method in [64] with spatial compounding to improve

contrast and reduce speckle noise and other image artifacts, as shown in

Fig. 1.9. However, the computational time was significantly higher (by a

factor of approximately 500) compared to conventional TD-VPS method.

Fig. 1.8. Virtual point source at the focus of a single-element focused
transducer.

Frequency-domain SAFT (FD-SAFT) based on spatial-temporal matched

filtering was introduced in ultrasound imaging by Ermert and Karg [66].

For a single-element focused transducer, several FD-SAFT implementations

have been proposed [56], [60], [67]. Stepinski [56] proposed a FD-SAFT al-

gorithm based on the wavenumber algorithm in SAR [48], [54] for industrial
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Fig. 1.9. Postmortem images of a rat pup’s abdominal region (sagit-
tal plane). In (a) conventional B-mode image, in (b) spatial compound
image, in (c) TD-SAFT image, and in (d) TD-SAFT with spatial com-
pounding image are shown. Images were acquired by a 20 MHz single-

element focused transducer. Adopted from [65].

applications using a flat circular piston transducer. The algorithm took into

consideration the far-field diffraction effects and the electromechanical im-

pulse response of the transducer. It was reported that FD-SAFT improves

axial and lateral resolutions by about 40% and 30%, respectively, compared

to TD-SAFT. Vos et al. [68] presented a virtual point source FD-SAFT

(FD-VPS) algorithm, based on the Stolt transformation, for medical imag-

ing using a low frequency (1 MHz) single-element focused transducer and a

linear array transducer. Its performance was compared to TD-VPS in terms

of spatial resolution, SNR and computationally efficiency. As shown in Fig.

1.10, the size of the point targets was similar between FD-VPS and TD-

VPS. The SNR of FD-VPS was lower by about 9 dB compared to TD-VPS.

However, FD-VPS was computationally more efficient than TD-VPS.

1.3.2 SAFT for Linear Array Transducers

For a linear array, SAFT algorithms mathematically synthesize an effective

long aperture (assuming the size of the aperture is the element size) by trans-

mitting with one element of the array and receiving with all the elements
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Fig. 1.10. Reconstructed images of point targets at various axial dis-
tances using (a) simulated and (b) experimental data. The transducer
was 1 MHz single-element focused transducer with a focal distance of 76

mm and a diameter of 38 mm. Adopted from [68].

and iterating with the rest of the array elements while always receiving with

all the elements [31]. The process illustrated in Fig. 1.11. The approach

is also referred to as synthetic transmit aperture (STA) imaging [69]. The

received data from each transmission is stored for off-line processing, where

delay-and-sum (DAS) beamforming is applied to construct a low resolution

image that is only focused in receive because of unfocused transmission [31].

The low resolution images are combined to form a high resolution image,

which is dynamically focused in both transmit and receive. The transmit

focusing is synthesized by combining low resolution images and focusing

calculation (i.e., DAS) for all the transmit and receive element pairs mak-

ing the transmit focus dynamic for all the points in the image resulting

in improved spatial resolution compared to conventional B-mode. Several

simulations, phantom and in vivo studies have confirmed the improvement

in overall image quality (including spatial resolution) [70]–[73].

The limitations of TD-SAFT for array transducer are: (1) poor SNR and

limited penetration depth because of weak and unfocused transmission from

a single element, (2) low frame rate and high sensitivity to motion because of

the required long acquisition time to form a single high resolution image, and

(3) large number of receiving channels required for processing, transferring

and storage of the data [31], [74]. Several methods have been proposed in

the literature to address some of these limitations.
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Fig. 1.11. Data acquisition in SAFT using an array transducer. Adopted
from [32].

To overcome the issue of poor SNR and limited penetration depth, O’Donnell

and Thomas [58] proposed the use of multi-element subaperture for intravas-

cular imaging using a circular array transducer. In this method, multiple

adjacent elements were excited simultaneously by applying defocusing de-

lays to each element to emulate an extended single-element producing a

spherical wave. Subsequently, this method was investigated by Karaman et

al. [70] for small scale systems (i.e., a system with low channel counts), by

Lockwood et al. [75] for sparse synthetic aperture systems (i.e., a system

which utilizes fewer transmit subapertures compared to STA for each im-

age) for 3D imaging, by Nikolov et al. [76] for recursive ultrasound imaging

(i.e., a system which updates the high resolution image with each transmis-

sion), and by Tasinkevych et al. [77] for taking into account the angular

directivity function of the transmit and receive subapertures.

In addition, the concept of virtual point source was also implemented for

array transducer by several investigators following its introduction by Pass-

mann and Ermert [61] to increase SNR and penetration depth. Subse-

quently, virtual point source using time-domain SAFT has been studied by

Bae and Jeong [78], Nikolov and Jensen [79], [80], and Kortbek et al. [74],

where all have concluded that images with depth-independent spatial res-

olution can be obtained. A subset of elements is used to focus the beam

at a point by applying appropriate time delays to each element during the

transmission, as shown in Fig. 1.12. During the reception, the location of

the transmit focus is treated as the (virtual) source of spherical waves and
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delay-and-sum (DAS) beamforming is used, which applies appropriate time

delays to each element before summing the received signals to generate a

scan line. Subsequently, the next set of elements is used to transmit and

receive another scan line at the next scan position. Once all the scan lines

are acquired then SAFT image reconstruction, based on DAS, is applied to

dynamically focus the image at all locations in the ROI.

Fig. 1.12. Virtual point source for linear array transducer during trans-
mission and reception.

Nikolov et al. [76] have suggested a recursive method to address the is-

sue of low frame rate in synthetic aperture imaging, in which the high-

resolution image is updated with each pulse transmission by replacing the

low-resolution image of each transmit aperture. The is done recursively re-

sulting in a new image with each transmission. The issue of high motion

sensitivity during data acquisition has been investigated by several inves-

tigators and techniques to compensate tissue motion have been proposed,

which are typically based on time-delay estimation using cross-correlation

methods [31], [81], [82].



Chapter 1: Introduction 19

1.3.3 SAFT with Coded Excitation

Several studies have examined performing coded excitation prior to SAFT

to increase SNR by around 15 dB. Passmann and Ermert [61] combined

chirp coded excitation with TD-VPS for imaging with a 100 MHz single-

element focused transducer. It was reported that coded excitation resulted

in about a 14 dB increase in SNR and TD-VPS resulted in improved lateral

resolution. Chiao and Thomas [83] combined orthogonal Golay coded exci-

tation with STA for imaging with linear array transducer to increase SNR

by about 18 dB. Misaridis and Jensen [84] combined chirp coded excitation

with Hadamard spatial encoding with a linear array transducer to increase

the frame rate 12-fold while maintaining SNR. O’Donnell and Wang [85]

combined synthetic aperture imaging with Golay coded excitation for lin-

ear array transducer to increase SNR by 14.5 dB in intravascular imaging.

These methods used two independent techniques sequentially to improve

SNR and lateral resolution. This made the implementation complicated

and the reconstruction inefficient.

1.4 Thesis Hypothesis and Specific Aims

The hypothesis of this thesis was:

The use of FD-VDS and FD-DC improve the image quality and the com-

putational efficiency compared to TD-VPS in high-frequency ultrasound

imaging using single-element focused transducer.

The specific aims of this work were to:

1. Develop two new SAFT image reconstruction methods for imaging

with high-frequency single-element focused transducers.

2. Compare the spatial resolution, sidelobe level, SNR, CSR and com-

putational efficiency of the proposed algorithms to TD-VPS using a

series of simulated and experimental data.
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3. Incorporate coded excitation to further improve the SNR of the de-

veloped algorithms without affecting the computational efficiency.

1.5 Thesis Organization

The organization of the thesis is as follows:

In Chapter 2, the wavenumber algorithm is derived for a piston transducer.

In addition, image quality analysis metrics that are used in Chapter 3 and

4 are explained in details.

In Chapter 3, two new frequency-domain SAFT methods for image recon-

struction based on the synthetic aperture radar’s wavenumber algorithm

and 2D matched filtering techniques are introduced. The image quality and

the computational efficiency of the proposed algorithms are compared to

the conventional B-mode and TD-VPS imaging techniques using a series of

simulations and experiments. This chapter is a journal article published in

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control.

In Chapter 4, a linear frequency modulated chirp coded excitation was used

with the proposed frequency-domain SAFT algorithms. The image quality

of the proposed methods was compared for both chirp and pulsed excita-

tions using a series of simulations. In addition, the image quality of the

proposed algorithms was compared to the conventional B-mode and TD-

VPS methods. This chapter is a manuscript submitted for publication in

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control

and currently is under review.

In Chapter 5, the discussion and conclusion of the thesis, and future work

is presented.
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Theory

2.1 Wavenumber Algorithm

The wavenumber algorithm was first developed in seismic imaging, where it

is known as ”range migration” or ”omega-k” (or ”Ω-K” or ”ω-k”) algorithm

since its key operation takes place in 2D frequency-domain. It was subse-

quently adopted in synthetic aperture radar (SAR) [86]. The derivation of

the wavenumber image reconstruction algorithm for SAR can be found in

[48], [54], [87]. In this section, a similar derivation by Stepinski [56] for

circular piston transducer is summarized.

2.1.1 Forward Model

The incident pressure wave for a circular piston transducer in the far-field

at a general off-axis point Q(~R) in polar coordinate, as shown in Fig. 2.1,

can be expressed as,

Pinc(~R, ω) = −jωρv0a
2
exp

(
−jk|~R|

)
|~R|

J1(ka sin θ)

ka sin θ
, (2.1)

where ω is the angular frequency, ρ is the density of the medium, v0 is the

normal particle velocity at the surface of the transducer, k is the wavenum-

ber, a is the radius of the transducer, J1 is the Bessel function of order one

21
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[56]. The first term represents a frequency-dependent coefficient, the second

term represents a spherical spreading wave and the third term represents

the angular dependence of the spherical wave. The angular term is also

referred to as jinc function, which is characterized by a main central lobe

and a number of side lobes, as shown in Fig. 2.2.

Fig. 2.1. Geometry for calculating the off-axis far-field response of circu-
lar transducer. Adopted from [88].
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Fig. 2.2. Angular diffraction pattern of a circular plane piston transducer
in the far-field.

The incident pressure wave would be scattered back by a point target with

elementary surface se at Q(~R) position. The point target is assumed to

be an ideal (broadband) reflector. The pressure integrated over the surface

of the transducer 〈Pr〉(~R, ω) is the convolution (or product in frequency-

domain) of the incident pressure Pinc(~R, ω) and the reflected pressure from
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the point target Prefl(~R, ω),

〈Pr〉(~R, ω) = Pinc(~R, ω)Prefl(~R, ω)

= −se
2
ω2(ρv0a

2)2
exp

(
−j2k|~R|

)
|~R|2

jinc2(ka sin θ).
(2.2)

Equation (2.2) is valid for a monostatic configuration where the same trans-

ducer is used for the transmission and reception of pressure wave in an

isotropic medium. The received signal, assuming that the transducer is a

linear time-shift invariant (LTI) system, can be expressed as,

S(~R, ω) = 〈Pr〉(~R, ω)He(ω)P (ω), (2.3)

where He(ω) is the combined transmit and receive electromechanical re-

sponse of the transducer and P (ω) is the excitation signal. By inserting

(2.2) into (2.3), the received signal can be expressed as,

S(~R, ω) =
se
2

(ρv0a
2)2

exp
(
−j2k|~R|

)
|~R|2

jinc2(ka sin θ)ω2He(ω)P (ω). (2.4)

Equation (2.4) has five terms. The first term is a constant, the second term

represents spherical wave that has travelled to the target and returned,

the third term represents the directivity of the transducer, the fourth term

represents the electromechanical impulse response of the transducer, and

the fifth term represents the excitation signal of the transducer.

If the ROI is confined in the xz-plane, where x is the scan (lateral) direction

and z is the axial direction, and assuming 1/R distance compensation is

done in the receiver and R =
√
x2 + z2, then the response of the transducer

at position xk to a single point scatterer at Q(x, 0, z) can be expressed as,

S( ~R,ω) = S(xk, ω) =
se
2

(
ρv0a

2
)2

exp
(
−j2k

√
z2 + (x− xk)2

)
jinc2(ka sin θ)ω2He(ω)P (ω), (2.5)
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The received signal from an object function f(x, z) in front of the transducer

is obtained by integrating the transducer’s response over the whole area,

S(xk, ω) = αA(kx)ω
2He(ω)P (ω)

∫∫
xz

f(x, z)

exp
(
−j2k

√
z2 + (x− xk)2

)
dxdz, (2.6)

where α is a constant, kx = k sin θ, and A(kx) = jinc2(ka sin θ) = jinc2(kxa).

Using the principle of stationary phase [48], [87], the 1D Fourier transform

of (2.6) along the x-direction can be expressed as,

S(kx, ω) = αA(kx)ω
2He(ω)P (ω)

∫∫
xz

f(x, z) exp
(
−j
√

4k2 − k2
xz
)

exp (−jkxx)dxdz. (2.7)

If a new set of coordinates is defined such that,

kz(kx, ω) ≡
√

4k2 − k2
x, (2.8)

then S(kx, ω) can be expressed as,

S(kx, ω) = αA(kx)ω
2He(ω)P (ω)F (kx, kz). (2.9)

As shown in the above equation, the coordinates of S(kx, ω), A(kx), He(ω)

and P (ω) are different from F (kx, kz). Fig. 2.3 shows the distribution of

data in (kx, ω) and (kx, kz) coordinates. The coordinate transformation de-

fined in (2.8) is known as the Stolt transformation (or Stolt migration in

seismology [89], [90]), which transforms the data from (kx, ω) into (kx, kz)

domains, and it is denoted by S{·}. The above convolution model assumes

a LTI system. However, ultrasound imaging systems are spatially variant.

Stolt transformation compensates the spatially variant nature of ultrasound

imaging [91]. Stolt transformation improves focusing by performing ampli-

tude and phase adjustments to correct for the effects of spreading of ray

paths as the waves propagate [90]. This is similar to the time-domain delay-

and-sum beamforming which is extensively used in ultrasound imaging.
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In general, the forward model is complicated and several assumptions have

been made to simplify the model. The ROI is assumed to be in the far-field

of the transducer. Total scattered field is assumed to be the superposition

of individual scattered field by each point and multiple scattering and shad-

owing effects are ignored. Speed of sound is assumed to be constant in the

medium and shear wave modes are ignored. In addition, the transducer is

assumed to be stationary between transmission and reception.

Fig. 2.3. Distribution of the data (a) in (kx, ω) and (b) (kx, kz) coordi-
nates. Adopted from [87].

2.1.2 Image Reconstruction

The wavenumber algorithm starts by applying 2D Fourier transform to re-

ceived data s(xk, t) to transform the data into spatio-temporal frequency-

domain S(kx, ω). Image reconstruction is performed by using matched filter
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and Stolt transformation as follows,

F̂ (kx, kz) = S
{

exp
[
j(
√

4k2 − k2
x − 2k)zc

]
A∗(kx)ω

2H∗e (ω)P ∗(ω)S(kx, ω)
}
,

(2.10)

where zc is the perpendicular distance from the transducer to the midpoint

of the ROI and asterisk (∗) denotes complex conjugate. The factor exp [·]
is a phase shift for adjusting the origin of the data to be centred at zc.

The final step of the wavenumber algorithm is to apply inverse 2D Fourier

transform to the reconstructed image to transform the image into spatial-

domain f̂(x, z).

Equation (2.10) is considered elegant [54] since it compensates the diffrac-

tion effect of the transducer in the far-field, the electromechanical impulse-

response of the transducer and the excitation signal of the transducer. In

addition, Stolt transformation improves focusing by compensating space-

variance nature of the received data [90], [91].

2.1.3 Stolt Transformation

As shown in Fig. 2.3(a), the received data S(kx, ω) is evenly spaced samples

on a rectangular grid in (kx, ω) domain. The wavenumber image reconstruc-

tion maps the received data from (kx, ω) domain into (kx, kz) domain using

(2.8). Due to the nonlinear nature of the mapping into the (kx, kz) domain,

the resultant data is unevenly spaced in the kz domain, as shown in Fig.

2.3(b). In order to generate the reconstructed image in spatial-domain, in-

verse FFT requires the data to be on a rectangular grid. The data can be

mapped into a rectangular grid by 1D interpolation in the kz domain. Fig.

2.4 illustrates the distribution of data before and after interpolation. The

use of an interpolator to map the data on a rectangular grid is the essence

of Stolt transformation.
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Fig. 2.4. Distribution of discrete data before and after interpolation.
Adopted from [48].

The interpolation can be carried out via a windowed (tapered) sinc as fol-

lowing [48],

F (kz, kxmn) ≈
∑

|kz−kzmn|≤Ns∆kz

F (kzmn, kxmn)hw(kz − kzmn), (2.11)

where

hw(kz) =

h(kz)w(kz) for |kz| ≤ Ns∆kz,

0 otherwise.
(2.12)

The parameter Ns is a constant chosen by the user which denotes the half-

number of sinc side lobes used for interpolation, h(kz) is a sinc interpolating

function, and w(kz) is a Hamming window function (it can be any window

function). h(kz) and w(kz) are defined as,

h(kz) = sinc

(
kz

∆kz

)
, (2.13)
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w(kz) =

0.54 + 0.46 cos
(

πkz
Ns∆kz

)
for |kz| ≤ Ns∆kz,

0 otherwise.
(2.14)

The support of hw(kz) or w(kz) in the kz domain is kz ∈ [−Ns∆kz, Ns∆kz].

2.2 Image Quality Analysis

The performance of ultrasound image quality is usually characterized by

the spatial resolution, the contrast, and the signal-to-noise ratio.

2.2.1 Spatial Resolution

Spatial resolution is typically measured from the images of point targets

[i.e., point spread function (PSF)]. The size of the PSF is measured by

full-width-at-half-maximum (FWHM) in the axial and lateral directions for

the quantification of axial and lateral resolutions, respectively. However, as

shown in Fig. 2.5, PSF usually have asymmetrical shapes and the values of

FWHM measurement varies depending on where the measurement is taken.

Moreover, PSF could be affected by multiple peaks due to strong sidelobes,

edge wave (i.e., a wave that originates at the edge of the transducer’s face

and spreads out toroidally as it propagates [92]) or reverberation. Thus,

FWHM measurement could be ambiguous and subjective.

A more objective way to measure the overall spatial resolution is to measure

the size of the PSF by the area enclosed within the contour area. The spatial

resolution can be measured by −6 dB contour area and sidelobe level can

be measured by −24 dB contour area, as shown in Fig. 2.5.
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Fig. 2.5. Point spread function (PSF) with −6 dB and −24 contour areas
for the measurement of spatial resolution and sidelobe level, respectively.

2.2.2 Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) can be measured by the ratio of signal root-

mean-square (RMS) and noise RMS, as following [70],

SNR = 10 log10

(
signal RMS

noise RMS

)
, (2.15)

where the signal can be the image data (without logarithmic compression)

inside the −6 dB contour area of a PSF and noise can be the image data

in a rectangular window in the background at the same axial distance that

does not include sidelobes, as shown in Fig. 2.6.

Fig. 2.6. Measurement of the signal-to-noise ratio. The signal is the
image data inside the −6 dB contour area and the noise is image data

inside a rectangular window in the background.
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2.2.3 Contrast-to-Speckle Ratio

Tissue contrast can be measured by the contrast-to-speckle ratio (CSR) as

following [93],

CSR =
|Sout − Sin|√
σ2

out + σ2
in

, (2.16)

where Sin and σin are the mean and standard deviation of the image data

(magnitude of the reconstructed image prior to logarithmic compression)

inside a region of the cyst, respectively, and Sout and σout are the mean

and standard deviation of the image data the same-sized region outside the

cysts at the same axial distance, respectively. An example is shown in Fig.

2.7. The above equation shows that detectability increases with increasing

cyst contrast while it decreases with speckle variance.

Fig. 2.7. Measurement of the contrast-to-speckle ratio for quantifying
tissue contrast between a region inside of a cyst and a region outside the

cyst.

2.2.4 Clutter Energy to Total Energy Ratio

The contrast resolution of an anechoic object, which describes the ability of

the imaging system to detect an anechoic object in a homogeneous scattering
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medium, can be measured by clutter energy to total energy ratio (CTR) [94],

[95]. CTR is measured by the ratio of the energy of the signal outside a

circular region R with 5λ diameter centred on a PSF at (x0, z0) to the total

energy of the signal as following,

CTR(x0, z0) = 10 log10

(∫
x,z /∈R f

2(x0, z0, x, z)dxdz∫
f 2(x0, z0, x, z)dxdz

)
. (2.17)

Fig. 2.8. Measurement of the clutter energy to total energy ratio, that
is the ratio of the energy of the signal outside a circle of 5λ diameter to

the total energy of the signal.
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3.1 Abstract

Synthetic aperture focusing techniques (SAFT) make the spatial resolu-

tion of the conventional ultrasound imaging from a single-element focused

transducer more uniform in the lateral direction. In this work, two new

frequency-domain (FD-SAFT) algorithms are proposed, which are based

on the synthetic aperture radars wavenumber algorithm, and 2-D matched

filtering technique for the image reconstruction. The first algorithm is the

FD-SAFT virtual source (FD-VDS) that treats the focus of a focused trans-

ducer as a virtual source having a finite size and the diffraction effect in the

far-field is taken into consideration in the image reconstruction. The second

algorithm is the FD-SAFT deconvolution (FD-DC) that uses the simulated

point spread function of the imaging system as a matched filter kernel in

the image reconstruction. The performance of the proposed algorithms was

studied using a series of simulations and experiments, and it was compared

with the conventional B-mode and time-domain SAFT (TD-VPS) imaging

techniques. The image quality was analyzed in terms of spatial resolution,

sidelobe level, signal-to-noise ratio (SNR), contrast resolution, contrast-to-

speckle ratio, and ex vivo image quality. The results showed that the FD-

VDS had the smallest spatial resolution and FD-DC had the second smallest

spatial resolution. In addition, FD-DC had generally the largest SNR. The

computation run time of FD-VDS and FD-DC, depending on the image

size, was lower by 4 to 174 times and 4 to 189 times, respectively, compared

to the TD-SAFT-virtual point source.

3.2 Introduction

High Frequency ultrasound imaging, which typically operates 20-100 MHz

[8], is used on skin [36], [96], [97], eye [98]–[100], vascular [99], [101], [102],

and small animals [103]–[105]. It provides high spatial resolution to the

expense of limited depth of penetration. Conventional ultrasound imag-

ing, in the frequency range of 2-15 MHz, almost entirely relies on array

transducers, which offer high frame rates and larger depth of field than
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single-element focused transducers [8], [65]. However, fabrication of high-

frequency arrays is very challenging since the element pitch (i.e., the dis-

tance between the centre of two adjacent elements) must be smaller than

1 wavelength for linear arrays and 0.5 wavelengths for phased arrays, in

order to avoid grating lobes [8]. Even though linear array transducers up

to 50 MHz have recently become available from FUJIFILM Visualsonics

(Toronto, ON, Canada), their pitch is greater than 1 wavelength [8], [106].

The vast majority of high-frequency ultrasound imaging is still carried out

using single-element focused transducers since they are technically simple

and affordable, and high frame rates [up to 240 frames/s from VEVO 770

scanner (FUJIFILM VisualSonics Inc.)] have been achieved using fast me-

chanical scanning [8], [65], [104]. A few notable examples of high-frequency

clinical scanners that use single-element focused transducers are: Quantel

Medical Inc. (Cournon dAuvergne, France), ArcScan Inc. (Golden, CO,

USA), Sonomed Escalon (New Hyde Park, NY, USA), Ellex Medical Lasers

Ltd. (Adelaide, Australia), Tomey Corp. (Aichi, Japan) and DGH Technol-

ogy Inc. (Exton, PA, USA) for imaging of the eye, and Cortex Technology

ApS (Hadsund, Denmark), Longport Inc. (Chadds Ford, PA, USA), and

Atys Medical (Soucieu-en-Jarrest, France) for imaging of the skin.

A major issue associated with using single-element focused transducer is the

short depth of field which leads to invariant and anisotropic spatial resolu-

tion. The spatial resolution of ultrasound depends on several parameters

including the central frequency, bandwidth, and the size of the active aper-

ture of the transducer [1]. The spatial resolution in the lateral direction is

optimal at the focal distance, and it decreases away from the focal distance

due to the diffraction effects of the beam. The drawback of short depth of

field can be solved using synthetic aperture imaging techniques.

Synthetic aperture imaging techniques can be used to make the spatial res-

olution of the ultrasound imaging less spatially variant [48]. In synthetic

aperture imaging, the effect of a long aperture is mathematically synthe-

sized by moving a smaller aperture. A longer aperture provides images

with improved lateral resolution. Numerous synthetic aperture image re-

construction algorithms, which are also referred to as synthetic aperture
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focusing techniques (SAFT), have been proposed in both time and fre-

quency domains. Synthetic aperture radar (SAR) and synthetic aperture

sonar reconstruction algorithms have been mainly implemented in the fre-

quency domain [48], [54]–[56], which are computationally more efficient as

they are based on the fast Fourier transform (FFT). On the other hand, in-

dustrial and medical ultrasound imaging fields have generally relied on the

time-domain (TD) methods [30], [31], [52], [56]–[59], which are based on

well-known delay-and-sum (DAS) beamforming method. The SAFT using

DAS is computationally intensive since it involves a large number of oper-

ations [68]. As computational power has increased, SAFT using DAS for

ultrasound imaging has received renewed attention and several techniques

have been proposed for various applications and transducer geometries. In

particular, SAFT for linear array and high-frequency single element focused

transducers are more common than other type of transducers as they are

used in a wide range of biomedical applications.

Although SAFT for array transducers have been extensively studied and

several implementations have been reported, such as synthetic transmit

aperture [30], [31], [107], multi element synthetic transmit aperture [58],

[70], [75]–[77], virtual source [30], [62], [78], [80], and sequential beamform-

ing for synthetic aperture imaging [68], [74], this paper focuses on single-

element focused transducers. For single-element focused transducers, SAFT

is typically implemented using virtual source techniques. Passmann and Er-

mert [61] were the first ones who introduced the concept of virtual source

SAFT in ultrasound imaging, where the focal point of the transducer was

considered as a virtual transducer [also known as a virtual point source

(VPS)]. It is assumed that the virtual point source emits a spherical wave

propagating toward and away from the transducer. In this technique, the

SAFT algorithm is implemented in the time domain, and it was found to

increase the penetration depth and depth of focus from a high-frequency

(100 MHz) strongly focused single-element transducer [36]. Subsequently,

Frazier and O’Brien [62] examined the performance of virtual point source

SAFT in terms of lateral resolution, sidelobe level, and signal-to-noise ratio

(SNR). It was reported that improved lateral resolution beyond the focal

region of the transducer with acceptable SNR can be achieved and that
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the sidelobes can be reduced by using source apodization. Nikolov [30] also

examined the application of virtual point source SAFT in 3-D ultrasound

imaging using a linear array transducer. Li et al. [63] and Opretzka et

al. [64] also implemented virtual point source SAFT in the time domain

for imaging with a high-frequency single-element focused transducer. They

found that improved lateral and axial resolutions beyond the focus of the

transducer with increased SNR can be achieved. In addition, Opretzka et

al. [65] combined their method with spatial compounding improved con-

trast and reduced speckle and acoustic noises. However, the computational

time of their algorithm was significantly higher (by a factor of about 513)

compared to conventional time-domain SAFT (TD-SAFT).

Frequency-domain SAFT (FD-SAFT) based on spatial-temporal matched

filtering was first introduced in ultrasound imaging by Ermert and Karg

[66]. For single-element transducers, several FD-SAFT implementations

have been proposed [56], [60], [67]. Stepinski [56] proposed an FD-SAFT

algorithm for industrial applications using a physical circular flat piston

transducer. This was a modified version of the well-known wavenumber

algorithm in SAR [48], [54], and it was based on the convolution model of

an imaging system. The algorithm took into account the electromechani-

cal impulse response and the diffraction effects of the transducers using a

far-field approximation. Moreover, Stepinski compared the performance of

FD-SAFT and TD-SAFT algorithms, where it was reported that FD-SAFT

outperforms TD-SAFT in terms of axial and lateral resolutions, and sidelobe

levels. Vos et al. [68] presented a virtual point source FD-SAFT algorithm

for low-frequency (1 MHz) single-element focused and linear array transduc-

ers, which was based on the Stolt transformation. The performance of the

algorithm was compared with a virtual point source TD-SAFT algorithm

(known as sequential beamforming [74]), and it was reported that it yields

similar lateral resolution while being computationally more efficient. How-

ever, the effects of the electromechanical impulse response, the excitation

pulse, and the transducer diffraction were not taken into account, which

would reduce its image quality. Thus, even though virtual point source FD-

SAFT method has been shown to be more efficient compared to the virtual
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point source TD-SAFT method, its image quality has not better than the

virtual point source TD-SAFT.

For focused transducer, virtual point source TD-SAFT has provided im-

proved image quality over conventional B-mode (CONV), but its perfor-

mance has been much slower, resulting in not being used in clinical ap-

plications due to the lack of real-time capability. Even though the use of

graphics processing units have been suggested to address the high com-

putation demand of TD-SAFT [68], [108]–[110], the use of efficient SAFT

algorithms is still preferred since they can provide higher frame rates and

they can be implemented in portable scanners and 3-D scanning methods.

To this end, Vos et al. [68] have improved the performance while pro-

viding similar image quality compared to virtual point source TD-SAFT.

For unfocused single-element transducer, Stepinski [56] has improved the

image quality over TD-SAFT. Thus, for the single-element focused trans-

ducer, SAFT with improved performance and image quality over virtual

point source TD-SAFT has not been presented.

In this work, we propose two new FD-SAFT algorithms that are based on

a 2-D matched filtering technique. The first algorithm is based on a virtual

source (FD-VDS) method and the second algorithm is based on a FD decon-

volution (FD-DC) method. FD-VDS is similar to the algorithm presented

by Stepinski [56], which was implemented for flat circular transducers, but

the FD-VDS approach treats the focal point of a focused transducer as a

virtual flat circular source. Since the finite size of the focal zone is con-

sidered, the directivity pattern (also known as radiation or beam pattern)

of the transducer is taken into account in the image reconstruction. The

directivity pattern is a far-field characterization of a transducer, which con-

sists of a central mainlobe and several sidelobes [111]. The diffraction effect

of the single-element focused transducers significantly affects the quality of

SAFT image if it is not properly taken into the account. FD-DC uses the

simulated point spread function (PSF) of the imaging system, which fully

characterizes the imaging system, as a filter kernel in matched filtering. It

is demonstrated in this work that the proposed algorithms improve image

quality and reduce computational time compared to the virtual point source

TD-SAFT algorithm.
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3.3 Theory

3.3.1 Frequency-Domain Virtual Source SAFT

The origin of FD-SAFT algorithms can be found in the wavefront recon-

struction theory or holography [48]. The wavefront reconstruction is based

on the Fourier decomposition of a Green’s function, which represents the

impulse response of an imaging system.

In SAFT, the data acquisition using a single-element transducer is done

in the same way as conventional pulse-echo imaging, where the transducer

mechanically scans the region of interest (ROI). At each scan position, a 1-

D signal is acquired, which are stacked to form a 2-D ultrasonic reflectivity

map of the insonified ROI, s(x, t). The recorded echo signal is expressed in

FD as a convolution model as [56],

S(kx, ω) = αA(kx)ω
2He(ω)F (kx, kz), (3.1)

where kx and kz are the wavenumbers in the x-direction (the lateral or scan

direction) and z-direction (the axial direction), respectively, ω are the tem-

poral frequencies of the signal, α is a constant, A(kx) is the far-field directiv-

ity function, He(ω) is the combined transmit and receive electromechanical

impulse response of the transducer, and F (kx, kz) is the objects reflectivity

function. FD-SAFT image reconstruction solves the inverse problem using

matched filtering to represent F (kx, kz). The wavenumber algorithm, which

was initially introduced in SAR [48], [54], was derived by Stepinski [56] for

ultrasound imaging where the reconstructed image F̂ (kx, kz) is expressed

as,

F̂ (kx, kz) = S
{

exp
[
j(
√

4k2 − k2
x − 2k)zc

]
A∗(kx)ω

2H∗e (ω)S(kx, ω)
}
,

(3.2)

where zc is the perpendicular distance from the transducer to the midpoint

of the ROI, k = ω/c and asterisk represents complex conjugate. S{·} is the

Stolt transformation, which transforms (kx, ω) into (kx, kz) coordinates de-

fined by: kz(kx, ω) =
√

4k2 − k2
x (for details, see [48][16]). Equation (2.2),
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takes into account the far-field diffraction effects and the electro-mechanical

impulse response of the transducer. The initial step of the process is to

split the recorded data, s(xn, t), at the focal distance, zf , into two regions,

namely, the prefocal, spre(xn, t) = s(xn, tpre), tpre ∈ {0 · · · (2zf/c0)}, and

postfocal, spost(xn, t) = s(xn, tpost), tpost ∈ {(2zf/c0) · · · (2z/c0)}, regions.

The idea of distinguishing the prefocal and postfocal regions was initially

introduced by Nayebi [112] and subsequently by Vos et al. [68] and Ameri

[113]. The prefocal data, spre(xn, t) → spre(xn,−t), the electromechanical

impulse response, hpre(t) → he(−t), and the excitation pulse, ppre(t) →
p(−t), are reversed in the axial direction. A 2-D FFT is used to trans-

form spre(xn,−t), spost(xn, t), hpre(−t), hpost(t), ppre(−t), and ppost(t) from

the spatial-temporal domain to Spre(kx, ω), Spost(kx, ω), Hpre(ω), Hpost(ω),

Ppre(ω), and Ppost(ω), respectively, in the frequency domain. The far-

field directivity pattern of the virtual source was assumed to be A(kx) =

jinc2(kxa), where a is the radius of the flat circular virtual source that can be

determined from the simulated beam profile. A schematic of the FD-VDS

is shown in Fig. 3.1, which shows the finite size of the virtual source. The

image reconstruction is carried out in the prefocal and postfocal regions as

follows:

Fpre(kx, kz) = S
{

exp
[
j
√

(4k2 − k2
x)− 2k)zc

]
A∗(kx)ω

2H∗pre(ω)P ∗pre(ω)Spre(kx, ω)
}
, (3.3)

Fpost(kx, kz) = S
{

exp
[
j
√

(4k2 − k2
x)− 2k)zc

]
A∗(kx)ω

2H∗post(ω)P ∗post(ω)Spost(kx, ω)
}
, (3.4)

where Fpre(kx, kz) and Fpost(kx, kz) are the spatial frequency domain image

functions in the prefocal and postfocal regions, respectively. The inverse

2-D FFT is used to transforms Fpre(kx, kz) and Fpost(kx, kz) from frequency

domain to spatial domain, fpre(x, z) and fpost(x, z), respectively. Then, the

prefocal region is flipped in the axial direction to its original orientation,

fpre(x, z), before stitching it with fpost(x, z) to get the resultant, fvs(x, z) as

the reconstructed FD-VDS image.
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Fig. 3.1. Schematic FD-VDS.

3.3.2 Frequency-Domain Deconvolution SAFT

An image, S(kx, ω), can be modelled as a convolution of the systems PSF(kx, ω),

and objects reflectivity function, F (kx, kz) in FD as,

S(kx, ω) = F (kx, kz(kx, ω))PSF(kx, ω). (3.5)

The PSF represents the response of the system to a point scatterer, and it

takes into account all the characteristics of the imaging system, including

the diffraction effects, electromechanical impulse response, and the excita-

tion pulse of the system. However, the PSF depends on the relative position

between the transducer and point scatterer. As it is shown in the results

section, for a single-element focused transducer, the PSF at the focal point

of the transducer is distorted the least because the diffraction effect at that

position is minimal. Thus, for a focused transducer, the PSF at the fo-

cal point is more appropriate. In this work, we propose a PSF function

expressed as,

PSF(kx, ω) = P (ω)He(ω)D(kx, ω), (3.6)

where P (ω) is the excitation pulse, He(ω) is the electromechanical impulse

response, and D(kx, ω) is the diffraction effects of the transducer.

In this work, the wavenumber algorithm is implemented by using the PSF

of the system as a filter kernel in the matched filtering operation. The PSF

of the system can be either simulated or determined experimentally. The

former is preferred since it is not corrupted by noise. A simulated PSF

can be determined by using a simulation software, such as Field II [114], to

acquire RF data from a region with a point scatterer at the focal distance of
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the transducer using the transducer’s parameters and response (see Section

2.4 for how a transducer response can be determined experimentally). The

image reconstruction is performed by deconvolving the simulated PSF of

the system from the recorded RF echo data via matched filtering, and then

applying the Stolt transformation as,

F (kx, kz) = S {PSF∗(kx, ω)S(kx, ω)} . (3.7)

We refer to this algorithm as the FD deconvolution SAFT (FD-DC). In

the initial step, the experimentally recorded echo signal and the simulated

PSF are transformed into FD via 2-D FFT. FD-DC is a simple and efficient

image reconstruction technique. The simulated PSF can be calculated once

for a specific transducer and excitation source, and then reused each time

the image reconstruction is performed. It should be noted that the FD-DC

method is different from established conventional and blind deconvolution

methods, such as those introduced in [4], [115], [116]. It is based on the

wavenumber algorithm, which performs the Stolt transformation following

the inversion operation.

3.3.3 Time-Domain SAFT

TD-SAFT is based on DAS beamforming methods. TD-SAFT assumes that

the transducer is a point source, which emits spherical waves. The image

reconstruction is done by delaying the recorded echo signals according to

the relative positions of the image pixel and the transducer, which is then

followed by a coherent summation. Each point (x, z) in the image is brought

into focus by applying appropriate time delays to the recorded echo data

s(xn, t) for all the transducer positions xn(n ∈ {0 · · ·L−1}) in the synthetic

aperture and then performing summation, as follows [64],

fTD(x, z) =
L−1∑
n=0

s

(
xn,

2

c0

√
(x− xn)2 + z2

)
, (3.8)

where c0 is the speed of sound and fTD(x, z) is the reconstructed TD-SAFT

image.
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The TD virtual point source SAFT (TD-VPS) treats the focus of the trans-

ducer as a point source where (3.8) is applied in the prefocal and postfocal

regions separately. In the prefocal region, the recorded echo data are flipped

in the axial direction and (3.8) is applied. In the postfocal region, (3.8) is

applied to the recorded echo data without changing the orientation of the

data. After applying (3.8), the prefocal region is flipped back to its original

orientation before joining it with the postfocal region. In addition, the im-

age intensity of each point can be normalized by dividing the square root

of the number of scanlines used at each point (for details, see [78], [117]).

3.4 Methods

The image quality of the proposed FD-VDS and FD-DC methods was eval-

uated using a series of simulated and experimental radio frequency (RF)

data. The image quality was measured quantitatively in terms of spatial

resolution (measured by contour area above −6 dB), sidelobe level (mea-

sured by contour area above −24 dB), SNR, contrast resolution [measured

by clutter energy to total energy ratio (CTR)] and contrast-to-speckle ra-

tio (CSR), and qualitatively in terms of the appearance of boundaries and

structures. Spatial resolution and sidelobe level were also measured by mea-

suring the width of the point scatterers at −6 and −24 dB, respectively, (for

results refer to the supplementary content in Appendix A). A high-frequency

commercial ultrasound scanner VEVO 770 (FUJIFILM VisualSonics Inc.,

Toronto, ON, Canada) with a 25-MHz central frequency, 7-mm diameter,

15-mm focal length,and 2.7-mm depth-of-field probe (Model# RMV-710B)

was used to acquire RF data. The transducer had a bandwidth of 12-38

MHz, and it was capable of performing fast mechanical sector scanning.

All simulated data were generated using Field II simulation software [114],

[118] with an experimentally measured transducer response. The response

of the transducer was determined by placing a flat plexiglass reflector at

the focal distance of the transducer and the reflected signal was recorded

when the transducer was excited by a single cycle pulse. The response

of the transducer represented the electromechanical impulse response of

the transducer during emission and reception of an excitation pulse [119].
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The sampling frequency of the RF signal for SAFT image reconstruction

must satisfy the Nyquist sampling criterion to avoid aliasing. The sampling

frequency(fs) in the axial direction must satisfy, fs ≥ 2fmax, where fmax

is the maximum frequency in the bandwidth of the transducer [48]. The

sampling criterion in the lateral (scan) direction for a focused transducer is,

∆x ≥ c0/(4fmax sin (φd), where c0 is the speed of sound in water and φd is the

divergence angle of the transducer that is defined as, φd = tan−1 (D/2zf ),

where D and zf are the diameter and focal length of the transducer, respec-

tively. For a fmax of 38 MHz, ∆x ≥ 0.043 mm. All image characterization

was carried out in MATLAB version 8.5 (The MathWorks Inc., Natick, MA,

USA). The performance of the new algorithms was compared to CONV and

TD-VPS reconstructions. The CONV reconstruction was done by taking

the Hilbert transform of the acquired RF data and then taking its absolute

value. The dynamic range of the reconstructed images was adjusted by a

logarithmic compression function as,

fdb(x, z) = 20 log10

(
10(−R

20 ) +
(

1− 10(−R
20 )
)

(
f(x, z)−min(f(x, z))

max(f(x, z))−min(f(x, z))

))
, (3.9)

where f(x, z) was the original image and R was the range of compression

(in dB).

3.4.1 Simulations

Two different virtual phantoms were used to analyze the image quality in

this study. The first virtual phantom with point scatterers placed in water

was used for the quantification of spatial resolution. The values of the simu-

lation parameters are shown in Table 3.1. White Gaussian noise mimicking

electronic noise was added to the generated RF data prior to image recon-

struction, where its magnitude and spectrum of the noise was matched to

the RF data that was recorded experimentally. The point scatterers were

distributed from 2 to 29.5 mm from the top surface of the phantom in in-

crements of 2.5 mm in the axial direction. The generated RF data were
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then used to reconstruct CONV, TD-VPS, FD-VDS, and FD-DC images.

The area enclosed by the −6 dB contour of each point scatterer in the

reconstructed images was measured for the quantification of the spatial res-

olution. The area enclosed by the −24-dB contour was measured for the

quantification of the sidelobes. In the literature, the size of the point scat-

terer is typically measured by the full-width-at-half-maximum (FWHM) in

the axial and lateral directions. However, the images of point scatterer

typically have asymmetrical shapes and magnitude of the FWHM measure-

ments varies depending on where it is measured. In addition, they could

occasionally have multiple peaks (due to strong sidelobes, edge wave or re-

verberation), which could make the FWHM measurement ambiguous and

subjective. Thus, in this work, the overall spatial resolution was measured

by the contour area, which is a more objective way to measure the size of

the point scatterer. For comparison purposes, measurements of FWHM are

included in the supplementary content in Appendix A.

Table 3.1: Simulation parameters for the point scatterer and tissue-
mimicking phantoms.

Parameter
Point Scatterer
Virtual Phantom

Tissue-Mimicking
Virtual Phantom

Scan type Sector Sector
Speed of sound 1500 m/s 1540 m/s
Attenuation coefficient 0.0022 dB/(cm MHz) 0.5 dB/(cm MHz)
Sampling frequency 420 MHz 420 MHz
Scan step size 0.03 mm 0.03 mm
Excitation pulse 1 cycle pulse 1 cycle pulse
SNR 22 dB 22 dB

The SNR of each point scatterer was also calculated from the reconstructed

images similar to [70], where the signal was the root-mean-square (RMS) of

image data within the −6-dB contour of the point scatterer and noise was

the RMS of the image data in a 1.8 × 1.4 mm2 rectangular window located

in the background at the same axial distance that did not include sidelobes.

The rectangular window size was chosen based on the size of the image and

location of the point scatterer. The SNR was expressed in a logarithmic

scale as,

SNR = 10 log10

(
Signal RMS

Noise RMS

)
. (3.10)
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The contrast resolution of an anechoic object, which describes the ability

to detect an anechoic object in a homogeneous scattering medium, was

measured by the CTR similar to [94], [95]. CTR was calculated as the

energy of the signal outside the circular region, R, with 5λ diameter centred

on the point scatterer at (x0, z0) to the total energy of the signal,

CTR(x0, z0) = 10 log10

(∫
x,z /∈R f

2(x0, z0, x, z)dxdz∫
f 2(x0, z0, x, z)dxdz

)
. (3.11)

Virtual tissue-mimicking phantoms with cylindrical inclusions of varying

contrast were used for the quantification of image contrast. The simulation

parameters are tabulated in Table 3.1. The dimension of the phantom was

30×27.5×3 mm3 (axial × lateral × elevation) and the scatterer density was

160 scatterer/mm3. The point scatterers were distributed uniformly in the

ROI and their scattering strength was distributed normally. The contrasts

of the inclusions were −15, −5, +5, and +15 dB relative to the background,

where the contrast was defined as,

C = 20 log10

(
Inclusion scatterer strength

Background scatterer strength

)
. (3.12)

The diameter of the inclusions was 3 mm. The inclusions were placed at

five different axial distances and the CSR was defined as [93],

CSR =
|Sout − Sin|√
σ2

out + σ2
in

, (3.13)

where Sin and σin were the mean and standard deviation of the image data

(magnitude of the reconstructed signal prior to log compression), respec-

tively, in a region inside the inclusion and Sout and σout are the mean and

standard deviation of the image data, respectively, in a region outside the

inclusion at the same axial distance. The selected regions were circles with

the same diameter as the inclusions. A total of five virtual phantoms with a

different scatterer distribution and strength were scanned and the measured

CSR values were averaged. Time gain compensation (TGC) was applied to

the RF data prior to the image reconstruction to make their magnitude

uniform in the axial direction.
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For the analysis of the computation time, images of various dimensions, in

the range of 1023× 63 (samples × lines) to 8182× 1000, were reconstructed

by changing the sampling rate of the data. To this end, 10 different data

sets were processed and the average computation time was measured using

the stopwatch timer function in MATLAB. A PC workstation, equipped

with Intel Core i7-920 CPU (Intel Corp., Santa Clara, CA) running at 3.6

GHz, and 12-GB RAM, was used for processing the data and all computa-

tions were done using MATLAB (version 8.5). The theoretical order of the

computation complexity of each reconstruction algorithm was also analyzed.

3.4.2 Experiments

A phantom made of nylon threads of 0.1-mm diameter immersed in water

was used for the quantification of the spatial resolution. The threads were

arranged diagonally with the increments of 3.2 and 2.8 mm in the axial and

lateral directions, respectively, as shown in the schematic in Fig. 3.2(a).

The ROI was divided into the prefocal and postfocal regions due to the

limitation in the axial dimension of the ultrasound scanner and two separate

scans were performed. The transducer performed a sector scan of the ROI

with a scan angle of about 15◦ and each frame consisted of 301 scanlines,

where each line was an average of 20 consecutive acquisitions. The data

were acquired with a sampling frequency of 420 MHz. Scan conversion was

performed on the data prior to the image reconstructions.

In addition, an ex vivo chicken heart [as shown in Fig. 3.2(b)] was scanned

and the reconstructed image quality was analyzed qualitatively. The fresh

chicken heart was obtained from the local market, and it was kept in water

for about 24 h prior to scanning in order to reduce the amount of air within

the tissue. The scans were performed in the transverse (cross-sectional)

plane through the left ventricle near the apex of the heart [as shown by the

drawn line and an arrow in Fig. 3.2(b)] at three different axial distances (i.e.,

prefocal, focal, and postfocal regions) from the transducer. The transducer

was excited with a single-cycle pulse, and the RF data were acquired with a

sampling frequency of 420 MHz. Each scan consisted of 251 scanlines, where

each line was an average of 20 consecutive acquisitions. Prior to the image
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Fig. 3.2. Schematic diagrams of the phantom and image of the ex vivo
tissue sample. (a) Custom-built nylon thread phantom. (b) Image of the

ex vivo chicken heart.

reconstruction, scan conversion and TGC were applied to the acquired RF

data.

3.5 Results and Discussion

3.5.1 Spatial Resolution and Sidelobe

The reconstructed images of the CONV, TD-VPS, FD-VDS, and FD-DC

of the virtual point scatterer phantom and the nylon thread phantom in

water are shown in Figs. 3.3 and 3.4, respectively. In the CONV, the size

of the scatterer was the smallest at the focus of the transducer (i.e., 15-mm

axial distance) and the size of the scatterer increased away from the focus.

This was expected from a focused transducer since it generates focused

wavefronts that converge and result in a narrower beamwidth at the focus.

The narrower the beamwidth, the better is the lateral resolution. In Fig.

3.4 (a)-(d), the horizontal lines at axial distances of 2.9 and 4.3 mm were

due to the reverberation from the membrane of the plastic enclosure of the

transducer that was about 1.4 mm in front of the transducer. In addition,

there were other artifacts which appeared as weaker replicas of the point

scatterers below each point scatterer possibly due to vibration of the nylon
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threads or coincidence of the incident waves frequency with one of the nylon

threads resonant mode, which was also observed in [120].

Fig. 3.3. Reconstructed images of the virtual point scatterer phantom in
water. The focal distance of the transducer was 15 mm.

Fig. 3.4. Reconstructed images of the nylon thread in a water phantom.
The focal distance of the transducer was 15 mm. The prefocal region of
(a) CONV, (b) TD-VPS, (c) FD-VDS, and (d) FD-DC. The postfocal

region of the (e) CONV, (f) TD-VPS, (g) FD-VDS, and (h) FD-DC.
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In TD-VPS, the size of the scatterer was the smallest at the focus and

it became slightly wider away from the focus but still, they were smaller

than the CONV. FD-VDS and FD-DC had smaller scatterer size at all axial

distances compared to the CONV and TD-VPS. In addition, in FD-VDS

and FD-DC, the size of the scatterers remained relatively constant at all

axial distances.

The contour area of above −6- and −24-dB levels are shown in Fig. 3.5.

The CONV (shown by asterisk) had the largest contour areas at both −6

and −24 dB and the contour areas decreased around the focal distance of

15 mm. This confirms the short depth of field of 2.7 mm reported by the

manufacturer of the transducer. TD-VPS (shown by the circle) had smaller

contour areas compared to the CONV, which confirms previous studies [56],

[63], [65]. FD-DC (shown by the star) had generally smaller contour areas

compared to the CONV and TD-VPS. In addition, FD-VDS (shown by the

diamond) had generally the smallest contour areas.
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Fig. 3.5. Contour area of the simulated data above (a) −6 and (b) −24
dB, and the contour area of the experimental data above (c) −6 and (d)
−24 dB as a function of depth. The focal distance of the transducer was

at 15 mm.

A statistical test was also carried out (for results refer to the supplementary

content in Appendix A), using permutation test based on paired t-statistic,

to determine if the average differences between each method are statistically
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significant in a 95% confidence interval. For both the simulated and exper-

imental data in the prefocal and postfocal regions, the −6- and −24-dB

contour areas of TD-VPS, FD-VDS, and FD-DC were significantly smaller

compared to the CONV. In addition, for the simulated data in the pre-

focal and postfocal regions, the contour area above −24 dB of FD-VDS

and FD-DC was significantly smaller compared to TD-VPS. For the experi-

mental data, FD-VDS had significantly smaller contour area above −24 dB

compared to TD-VPS in the prefocal region.

These results show that all SAFT algorithms were able to extend the depth

of field beyond the CONV. Moreover,FD-VDS and FD-DC had smaller spa-

tial resolutions and sidelobes compared to CONV and TD-VPS. The reason

for these improvements is that the FD-VDS and FD-DC compensate for the

transducers diffraction effects, the electromechanical impulse response and

the excitation pulse of the transducer. FD-VDS compensates the diffraction

effect of the transducer in the far-field by assuming the finite-sized virtual

source has a flat circular shape. On the other hand, FD-DC compensates

the diffraction effect by filtering the simulated PSF of the imaging system

from the acquired RF data. The spatial resolution and sidelobe level of

FD-DC were not smaller than FD-VDS. This could be attributed to the

fact that the simulated PSF in FD-DC is an approximation to a spatially

variant PSF of the imaging system and thus it might not have effectively

compensated the diffraction effects.

3.5.2 Signal-to-Noise Ratio and Contrast Resolution

The SNR measurements are shown in Fig. 3.6, and the axial beam profiles

obtained from Figs. 3.3 and 3.4 are shown in Fig. 3.7.

As it was expected, the SNR of all methods was highest at the focal distance

(since the intensity of the ultrasound beam is highest at the focal distance)

and they decreased with increasing distance from the focal distance. The

CONV had relatively the lowest SNR at all axial distances. All SAFT meth-

ods had higher SNR compared to the CONV. A statistical test was carried

out to determine if the average difference in SNR between each method is
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Fig. 3.6. SNR of the (a) simulated and (b) experimental data as a func-
tion of depth.
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Fig. 3.7. Axial beam profiles for the simulated (left) and experimental
(right) data.

statistically significant in a 95% confidence interval (for results refer to the

supplementary content in Appendix A), TD-VPS, FD-VDS, and FD-DC

had significantly higher SNR for both simulated and experimental data in

the prefocal and postfocal regions. In addition, FD-DC had significantly

higher SNR compared to TD-VPS in the prefocal and postfocal regions of

the simulated and experimental data (except in the prefocal region of the
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simulated data). TD-VPS, FD-VDS, and FD-DC had higher SNR com-

pared to the CONV, in the prefocal and postfocal regions, by an average of

1.1 to 5.3 dB, 3.2 to 4.5 dB and 3.8 to 6 dB, respectively. It was expected

that both FD-VDS and FD-DC would yield higher SNRs compared to the

CONV and the TD-VPS since they both use matched filtering which is ef-

fective at filtering out additive white noise [48]. However, only the FD-DC

had higher SNR, by an average of 0.8 to 2.7 dB, compared to TD-VPS.

FD-VDS had higher SNR compared to TD-VPS in the prefocal and focal

region of the experimental data. A possible reason for which the FD-VDS

had lower SNR compared to the FD-DC could be due to the use of experi-

mentally measured transducer response in the FD-VDS that is affected by

the electronic noise and artifacts of the imaging system.

The measurement of CTR for the simulated and experimental data is shown

in Fig. 3.8. The CTR of all methods was lowest at the focal distance, and

it degraded outside the focal zone. This trend was expected from a focused

transducer since at the focal distance the SNR is highest and spatial resolu-

tion is smallest. Generally, all SAFT methods had lower CTR compared to

the CONV, except at the focal distance. The CTR of the proposed methods

were generally the same and they were smaller the then TD-VPS.
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Fig. 3.8. Contrast resolution, measured by the CTR, of the (a) simulated
and (b) experimental data as a function of depth.
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3.5.3 Contrast-to-Speckle Ratio

The reconstructed images of the virtual tissue-mimicking contrast phantom

are shown in Fig. 3.9. In the CONV image, the circular shape of the

inclusions became deformed at increasing distance from the focal distance

of the transducer, due to the short depth of field of the CONV imaging.

On the other hand, in TD-VPS, FD-VDS, and FD-DC, the shape of the

inclusions was not deformed, due to the improvement of spatial resolution

and extension of the depth of field. At the furthest axial distance (i.e.,

25.5 mm), the inclusions with the contrast of −15, −5, and +5 dB were

not clearly visible due to the high overall attenuation of the medium. The

measurements of the contrast of the inclusions, in terms of CSR, are shown

in Fig. 3.10, where the average CSR of each inclusion at various axial

distances was calculated. In general, the average CSR values of the CONV

were the lowest, except for the −5-dB inclusions. This could be due to

the high sidelobe levels and the low SNR of the CONV as shown in Figs.

3.5(b) and 3.6(a). For the −15-, +5-, and +15-dB inclusions, the average

CSR values of all SAFT methods were significantly higher compared to the

CONV. The CSR of all SAFT methods was similar. The average CSR values

of all contrast inclusion of TD-VPS, FD-VDS, and FD-DC were higher by

12%, 13%, and 13%, respectively, compared to the CONV.

3.5.4 Ex vivo Tissue Image Quality

In Fig. 3.11, the reconstructed images of the ex vivo chicken heart tissue

in the prefocal, focal, and postfocal regions are shown. In Fig. 3.11(a), a

cross-sectional image of the chicken heart slice at approximately the location

where the scans were performed is shown. The left ventricle of the heart

was at the center of the tissue where the scans were performed. It should

be noted that the cross-sectional image [i.e., Fig. 3.11(a)] is not meant

to be used for one-on-one comparison with reconstructed images but for a

qualitative comparison. Also, the scanning was performed when the chicken

heart was in the water while the cross-sectional image was captured when it

was in the air after it was cut at the approximate location where the scanning
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Fig. 3.9. Reconstructed images of the virtual tissue-mimicking contrast
phantom. The diameter of the inclusions was 3 mm. The contrast of the
inclusions (from left to right) were −15, −5, +5, and +15 dB relative to
the background. (a) CONV, (b) TD-VPS, (c) FD-VDS, and (d) FD-DC

are shown. The focal distance of the transducer was at 15 mm.
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Fig. 3.10. Measurement of the CSR of the inclusion contrast. Five dif-
ferent virtual tissue-mimicking contrast phantoms were scanned and the
average contrast was calculated for each inclusion at various depths. The
error bars represent the standard deviation. ∗ represents p-value < 0.05

compared to CONV.

was performed. It should also be noted that the lateral extent of the tissue

in the B-mode images increased slightly from prefocal to postfocal scans,
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which could be due to scanning a slightly different slice when the position

of the transducer was changed. This issue could also be augmented due to

a slight angle in the transducer positioning system or slight movement of

the transducer along the tissue.

Fig. 3.11. Reconstructed images of the ex vivo chicken heart tissue in
water in the prefocal, focal, and postfocal regions of the transducer. (a)
Cross-sectional image of the approximate scan region. The CONV images
are shown in (b), (f), and (j), the TD-VPS images are shown in (c), (g),
and (k), FD-VDS images are shown in (d), (h), and (l), and the FD-DC

images are shown in (e), (i), and (m).

In CONV images in the prefocal and postfocal regions of the transducer, as

shown in Fig. 3.11(b) and (j), the boundary of the tissue and the shape of

the ventricle were not clearly visible due to poor lateral spatial resolution.

In the prefocal region, the horizontal lines close to the transducer were

due to the reverberation of the wave from the membrane of the transducers

enclosure, as it was the case in Fig. 3.4. In the focal region, as shown in Fig.

3.11(f), the boundaries of the tissue and the shape of the ventricle were clear

and distinct. Thus, if the ROI lays in the prefocal or postfocal regions of the
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transducer, then visualization of even high contrast structures becomes quite

challenging and the need for improving the lateral resolution in those regions

becomes apparent. In all the SAFT reconstructed images, the boundaries

of the tissue and ventricle were more clearly visible in the prefocal and

postfocal regions compared to the CONV images. Also, the background

noises of FD-VDS and FD-DC in the prefocal region were marginally less

than TD-VPS.

The measurement of CSR between the left ventricle (at the center of tissue

as shown in Fig. 3.11) and background (at the same axial distance) is shown

in Fig. 3.12. The CSR of the proposed methods was higher compared to

the CONV and TD-VPS, especially in the prefocal and postfocal regions.

This could be due to the combined effect of low sidelobe levels and high

SNR of the proposed methods compared to the CONV and TD-VPS. All

the SAFT reconstruction methods extended the depth of field of the focused

transducer which improved visualization of structures in the prefocal and

postfocal regions of the transducers. In addition, the proposed methods

yielded higher CSR compared to the CONV and TD-VPS.
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Fig. 3.12. CSR measurement of the left ventricle of the heart (center of
the tissue) at various depths.

The speckle pattern of the FD-VDS and FD-DC appears coarser and smoother

compared to the CONV and TD-VPS due to matched filtering. The aver-

age speckle size, using second-order statistic [121], was measured at −6-dB

contour area. For the experimental data (as shown in Fig. 3.11), the aver-

age speckle size of the CONV, TD-VPS, FD-VDS, and FD-DC was 0.010,

0.019, 0.016, and 0.016 mm2, respectively. For the simulated data shown

in Fig. 3.9, the average speckle size of the CONV, TD-VPS, FD-VDS, and
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FD-DC was 0.013, 0.038, 0.038, and 0.041 mm2, respectively. The speckle

size is typically associated with the spatial resolution of the imaging sys-

tem [121]. SAFT image reconstruction changes the speckle pattern of the

image, and therefore for SAFT image reconstructions, there seems to be a

discrepancy in the measurement of spatial resolution using point scatterers

and scattering medium.

3.5.5 Reconstruction Performance

The average computation time as a function of pixel numbers in an image

is shown in Fig. 3.13. The computation time of the CONV was also mea-

sured as a baseline, which included loading into memory (RAM), time-gain

compensation, Hilbert transformation, and logarithmic compression of the

RF data, and displaying the image on the screen. As expected, the compu-

tation time of all algorithms increased as the number of pixels in an image

increased. The computation time of the TD-VPS was the highest and it

was significantly higher than FD-VDS and FD-DC. The computation time

of the proposed algorithms, i.e., FD-VDS and FD-DC, was similar. The ra-

tios of the computation time between CONV and the SAFT algorithms are

shown in Fig. 3.14. It showed that the computation run times of TD-VPS,

FD-VDS, and FD-DC were higher by 5.7 to 870.7 times, 1.5 to 5 times,

and 1.4 to 4.6 times, respectively, compared to CONV. In comparison with

the TD-VPS, the computation run times of the FD-VDS and FD-DC were

lower by 3.8 to 174.1 times and 4.1 to 189.3 times, respectively. For a typical

image size of 500 × 500, the computation run times of TD-VPS, FD-VDS,

and FD-DC were higher by 25.7, 2.1, and 2 times, respectively, compared

to the CONV. In addition, the computation runtime ratios of proposed al-

gorithms did not increase as rapidly as TD-VPS as the number of pixels

increased, which indicated that the proposed algorithms have lower order

of computation complexity compared to TD-VPS. It should be noted that

the computation time is dependent on the performance of MATLAB and

the efficiency of the program.

In terms of theoretical order of computation complexities, TD-VPS has an

order of O(MN2) [122], where M and N are the number of sample and
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Fig. 3.13. Average computation time to reconstruct and display an image
as a function of image size. For each image size. (The 10 data set was

processed and all calculations were carried out in MATLAB.)
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Fig. 3.14. Average computation time ratios between SAFT algorithms
and the CONV as a function of image size.

number of lines, respectively. The proposed algorithms, transform the RF

data into the Fourier domain using 2-D FFT, O(MN log2 (MN)), perform

matched filtering, O(MN), remap and interpolate the data by a factor of

I using Stolt transformation, O(MNI), and transform the data back to

the spatial domain using 2-D inverse FFT, O(MN log2 (MN)). Note that

the fast Fourier transformation and complex conjugation of the impulse

response, directivity function, excitation pulse of the transducer, and PSF

of the system have not been taken into account since they can be done

prior to image reconstruction. Thus, the total complexity of the proposed

algorithms is O(MN log2 (MN)).
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3.6 Conclusion

In this work, two FD-SAFT algorithms, namely, FD-VDS and FD-DC, were

proposed based on the well-known SARs wavenumber algorithm. FD-VDS

treats the focus of the transducer as a virtual source of finite size in which

the diffraction effect of the transducer in the far-field was taken into account

in the image reconstruction. FD-DC filters out the simulated PSF of the

imaging system from the recorded echo signal.

Among the four image reconstruction algorithms studied in this work, FD-

VDS had the smallest spatial resolution and FD-DC had the second smallest

spatial resolution. In addition, FD-DC had the highest SNR, while FD-VDS

had higher SNR compared to the CONV but lower than the TD-VPS. More-

over, FD-DC and FD-VDS had generally lower CTR compared to CONV

and TD-VPS. However, the CSR of FD-VDS and FD-DC was similar to

the TD-VPS. Furthermore, the proposed algorithms are significantly more

efficient compared to the TD-VPS without sacrificing the image quality.

Thus, the proposed algorithms offer efficient and robust solutions to make

the lateral spatial resolution of ultrasound more uniform and extend the

depth of field of the CONV imaging.

As a possible next-step study, the proposed algorithms can be implemented

for harmonic imaging, where harmonics are generated due to nonlinear ul-

trasound wave propagation in tissue, and for imaging with array transduc-

ers. In addition, the proposed algorithms can be implemented with coded

excitations, which is currently an ongoing research in our group.
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4.1 Abstract

Synthetic aperture focusing techniques (SAFT) make the spatial resolu-

tion of the conventional ultrasound imaging from a single-element focused

transducer more uniform in the lateral direction. Previously, two new

frequency-domain SAFT algorithms referred to as frequency-domain SAFT

virtual source (FD-VDS) and frequency-domain SAFT deconvolution (FD-

DC) were proposed for high-frequency single-element focused transducers

[123]. These algorithms used the conventional pulsed excitation. Here we

present the use of linear frequency modulated chirp excitation for the two

previously presented frequency-domain SAFT algorithms. The performance

of these methods was studied using a series of simulations and it was com-

pared with the conventional B-mode and time-domain SAFT methods for

both pulsed and coded excitations. Image quality was analyzed in terms of

signal-to-noise ratio (SNR), spatial resolution, sidelobe level and contrast-

to-speckle ratio (CSR). The results showed that coded excitation improves

the SNR of all methods by about 8 dB. For both pulsed and coded ex-

citations, the SNR of FD-DC was higher than the conventional B-mode,

time-domain virtual point source and FD-VDS by an average of 5.2 dB, 1.3

dB and 1.2 dB, respectively. For all the methods, the spatial resolution,

sidelobe level and CSR were the same between the pulsed and coded exci-

tations. In addition, the CSR of all SAFT methods were higher than the

conventional B-mode.

4.2 Introduction

Synthetic aperture focusing techniques (SAFT) have been originally used

in synthetic aperture radar, to improve the lateral spatial resolution of the

images of remote objects on terrains or planets [48]. SAFT uses signal-

processing techniques to synthesizes an effective long aperture instead of

using a physically long aperture. The size of the aperture and lateral spatial

resolution are inversely propositional. Subsequently, SAFT has been used

in synthetic aperture sonar [51], non-destructive evaluation [52] and ultra-

sound imaging [53]. In ultrasound imaging, SAFT has been used to make
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the lateral spatial resolution of the conventional B-mode imaging from a

single-element focused transducer more uniform. Unlike synthetic aperture

radar where chirp coded excitations are typically used, ultrasound imag-

ing typically relies on pulsed excitation. For ultrasound imaging, numerous

SAFT algorithms have been proposed in the literature in both time [61]–[64]

and frequency [56], [60], [66]–[68], [124] domains. For a single-element fo-

cused transducer with pulsed excitation, the virtual point source technique

is typically used. This technique treats the geometric focus of the transducer

as a virtual point source in the image reconstruction process. Virtual point

source techniques are simple since the diffraction effect of focused transduc-

ers is neglected. Time-domain virtual point source SAFT (TD-VPS-PLSD)

is based on delay-and-sum (DAS) beamforming methods. It assumes that

the geometric focus of the transducer emits a spherical wave which prop-

agates both towards and away from the transducer. Hence, the geometric

focus is called the virtual source. The image reconstruction is done sepa-

rately in the pre-focal and post-focal regions by delaying the recorded echo

signals according to the relative image position and the virtual source. This

is then followed by summation (see [64] for more details). Frequency-domain

SAFT is based on the wavenumber algorithm from synthetic aperture radar

(SAR) [48], [54], [91], [125]. The algorithm performs a 2D Fourier transfor-

mation on the echo data, followed by a 2D matched filtering, a coordinate

transformation (known as Stolt migration is seismic imaging [89]) and an

inverse Fourier transformation.

Attenuation of the ultrasound wave in tissue deteriorates the ultrasound

SNR and image quality with depth, which limits the imaging depth. The

imaging depth can be increased either by increasing the amplitude or the

duration of the excitation pulse of the transducer. The amplitude of the ex-

citation pulse has safety regulatory limits to avoid potential harmful effects

(e.g., acoustic cavitation and thermal heating) [9] and increasing the exci-

tation pulse duration decreases axial resolution. Thus, there is a trade-off

between the SNR/penetration depth and axial resolution. Coded excitation

can be used to increase SNR without decreasing the axial resolution. Coded

excitation uses long duration, but broadband, excitation signals. They are

typically encoded by a frequency-modulated chirp [21], [126], [127] or binary
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codes, such as Golay [128], Barker [129] and M-sequence [130] codes. The

reflected signal is typically decoded by matched filtering in the time-domain

by convolving the reflected signal with the time-reversed excitation signal

[20].

Coded excitation has been used to increase the SNR by around 15 dB in

synthetic aperture ultrasound imaging. In these cases, a coded pulse was

transmitted and the received signal was decoded to increase the SNR before

time-domain synthetic aperture reconstruction techniques were used. Pass-

mann and Ermert used chirp coded excitation for a 100 MHz single-element

focused transducer [61]. Thomas and Chiao [83], ODonnell and Wang [85]

and Lashkiari et al. [131], [132] used Golay encoding with a linear array [83].

Misaridis and Jensen used chirp coded excitation and Hadamard spatial en-

coding with a linear array to increase frame rates 12-fold while maintaining

SNR [84]. All these methods used a two-step process, which limits the

computation efficiency of the imaging and complicates its implementation.

Recently, in [123] we presented two frequency-domain SAFT algorithms for

pulsed excitation based on 2D matched filtering for single-element focused

transducers. The first algorithm was a frequency-domain SAFT with a vir-

tual source that treated the focal point of the transducer as a virtual flat

disk source (FD-VDS-PLSD). In the image reconstruction, it compensated

for the diffraction effects in the far-field, the electromechanical impulse re-

sponse and the shape of the excitation signal. The second algorithm was

a frequency-domain SAFT deconvolution with a simulated point-spread-

function (PSF) of the imaging system as a filter kernel for the matched

filter used in the image reconstruction (FD-DC-PLSD). The performance

of both algorithms was compared with the conventional B-mode (CONV-

PLSD) and TD-VPS-PLSD in terms of spatial resolution, electronic signal-

to-noise ratio (SNR), contrast to speckle ratio (CSR) and computational

efficiency. The results showed that compared to CONV-PLSD all tested

SAFT algorithms had better spatial resolution and higher SNR and CSR.

The frequency-domain SAFT generally had better spatial resolution and

higher SNR and CSR compared to TD-VPS-PLSD. In addition, the com-

putational efficiency of both algorithms was between 4 and 190 times higher

than TD-VPS-PLSD (depending on image dimension).
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In this work, the results from using a linear frequency modulated (FM) chirp

excitation signal is presented with frequency-domain virtual disc source

(FD-VDS-CHRP) and with frequency-domain deconvolution (FD-DC-CHRP)

methods for a high-frequency single-element focused transducer. Since both

algorithms account for the excitation signal, the two-step process used in

previous studies can be reduced to a one-step process where the decoding of

the coded signal is done during image reconstruction. The computational

efficiency of FD-VDS-CHRP and FD-DC-CHRP are the same as FD-VDS-

PLSD and FD-DC-PLSD, respectively, since in the image reconstruction

the pulsed excitation signal is simply replaced with the chirp excitation sig-

nal. The additional computational requirement to generate and transmit a

chirp excitation signal is small compared to the total computational require-

ment. In addition, the use of coded excitation is expected to improve the

SNR beyond conventional B-mode with coded excitation (CONV-CHRP)

and TD-VPS-CHRP.

4.3 Methods

A series of simulations were performed to evaluate the performance of the

proposed algorithms. Since the results of simulated data were very similar

to the experimental data in our previous study [123], in this study only sim-

ulated data was used. In addition, commercial high-frequency ultrasound

scanners that are available to us do not currently offer coded excitation

capabilities. All radio-frequency (RF) data was generated using the Field

II simulation software [114], [118] that simulated a commercially-available

single-element spherically focused transducer with a 25 MHz central fre-

quency, a 7 mm diameter and a 15 mm focal length (RMV-710B, FUJIFILM

Visualsonics, Toronto, Canada). The electromechanical impulse response of

the transducer was determined experimentally and was used in all the sim-

ulations. The excitation signal was a linear FM chirp, where the frequency

was swept within the bandwidth of the transducer, from 5 MHz to 35 MHz,

as shown in Fig. 4.1. A Tukey window [21], [127] with 75% tapering was

also applied to the excitation signal to reduce the sidelobes. White Gaus-

sian noise, mimicking electronic noise, equivalent to −21 dB was added to
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the generated RF data. The performance of the proposed algorithms was

compared to conventional B-mode and TD-VPS reconstructions and im-

age quality was measured in terms of spatial resolution, SNR and CSR. All

calculations were carried out in Matlab (The MathWorks Inc., Natick, MA).
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Fig. 4.1. Excitation signal (a) and its frequency spectrum (b).

A virtual phantom with point scatterers in water was sector scanned for

the quantification of the spatial resolution and SNR. The spatial resolution

and sidelobe size were defined as the area inside the −6 dB and −24 dB

contours around each point scatterer, respectively. SNR was measured sim-

ilar to [70], where the signal was the root-mean-square (RMS) of the image

data (without logarithmic compression) inside the −6 dB contour around

each point scatterer and noise was the RMS of the image data in a rectan-

gular region located in the background of the image, where no scatterers or

sidelobes were present, at same axial distance. The point scatterers were

distributed along the transducer axis, between 2 mm and 29 mm from the

transducer surface in increments of 2 mm. The parameters used for this

phantom are in Table 4.1. The phantom was scanned with various chirp

excitation lengths ranging from 0.1 µs to 18 µs in order to determine the

optimal excitation length by measuring the contour area above −6 dB and

SNR at 4 mm, 16 mm and 26 mm axial distances.
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Table 4.1: The values of the simulation parameters for the point scat-
terer phantom.

Parameter Values

Speed of sound 1500 m/s
Attenuation coefficient 2.17×10−3 dB/(cm MHz)
Fast time sampling frequency 420 MHz
Lateral scan step size 0.02◦

A second type of virtual tissue-mimicking phantom containing cylindrical

inclusions of various contrast was used for the quantification of the CSR.

Point scatterers were distributed randomly in the inclusions and surround-

ing regions at the same spatial density The magnitude of the scattering

coefficient of each point scatterer was normally distributed, with a mean,

µ, and standard deviation, σ. The sign (phase) of the scattering coefficient

of each scatterer was randomly distributed between positive and negative

with equal probability. The macroscopic scattering strength of the inclu-

sions relative to the background was set to −15 dB, −5 dB, +5 dB and +15

dB by scaling and accordingly. The diameter of the inclusions was 3 mm

and the inclusions of each contrast were placed at 5 different depths. The

values of the simulation parameters are shown in Table 4.2.

The CSR was measured as [93]:

CSR =
|Sout − Sin|√
σ2

out + σ2
in

, (4.1)

where Sin and σin were the mean and standard deviation, respectively, of

the magnitude of the reconstructed signal prior to log compression in a

region inside the inclusion and Sout and σout are the mean and standard

deviation, respectively, in a region outside the inclusion at the same axial

distance. An entire inclusion was used for calculating the CSR of that inclu-

sion. The CSR was averaged over 5 independent realizations of the virtual

phantom (5 phantoms with randomized scattering strength and position

distributions were used, each with a different random number seed). Time

gain compensation (TGC) was also applied to the RF data, prior to image

reconstruction.
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Table 4.2: The values of the simulation parameter for tissue-mimicking
contrast phantom.

Parameter Values

Speed of sound 1540 m/s
Attenuation coefficient 0.5 dB/(cm MHz)
Fast time sampling frequency 420 MHz
Lateral scan step size 0.06◦

Scatterer density 160 mm−3
µ 4.7
σ 1.0

Dimensions of the phantom
30×27.5×3 mm3

(axial×lateral×elevation)

A statistical test using permutation test based on paired t-statistics was

carried out to determine if the average differences between each method are

statistically significant in a 95% confidence interval.

4.4 Results and Discussion

4.4.1 Chirp Excitation Length

The −6 dB contour area and SNR at 3 different depths for various chirp

excitation lengths are shown in Fig. 4.2. The −6 dB contour area varied by

at most 16% for all methods at all depths except for the CONV-CHRP at 4

mm depths, the FD-VDS-CHRP at 16 mm depth and FD-DC-CHRP at 16

mm depth, where the variation was at most 21%, 29% and 20%, respectively.

The SNR increased by about 7.5 dB for all reconstruction algorithms when

the length of the chirp excitation increased from 0.1 µs to 6 µs after which

it plateaued.

4.4.2 Spatial Resolution and Sidelobe Level

Fig. 4.3 shows the reconstructed images of the virtual point scatterer phan-

tom and Fig. 4.4 shows the measurements of the area inside the −6 dB and

−24 dB contours for all the method with both pulsed and chirp excitations.
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Fig. 4.2. Dependence of image quality parameters on chirp length.

The ratio of the contour areas of chirp to pulsed excitations is shown in Fig.

4.5.

The −6 dB and −24 contour areas for the chirp excitation were larger

than the pulsed excitation by an average of 13%, −1%, 16% and 1% for

the CONV, TD-VPS, FD-VDS and FD-DC, respectively. However, these

differences were statistically insignificant. Thus, the difference in contour

areas between chirp and pulsed excitations were the same for all the methods

showing that chirp excitation does not affect the spatial resolution and

sidelobe level.

In the CONV-PLSD and CONV-CHRP (as shown in Fig. 4.3), the size

of the PSFs was smallest at the focal distance (15 mm) and it increased

away from the focal distance, which was expected for a focused transducer.

The measurement of the contour areas (as shown in Fig. 4.4) confirms

that the contour areas are smallest at the focal distance. A comparison

between each method for both pulsed and chirp excitations are shown in

Fig. 4.6. The −6 dB and −24 dB contour areas of the CONV-PLSD and
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Fig. 4.3. The reconstructed images of the virtual point scatterer phantom
in water for the pulsed (top row) and coded (bottom row) excitations.

The focal distance of the transducer was 15 mm.

CONV-CHRP were significantly higher than the SAFT methods in the pre-

focal and post-focal regions. In TD-VPS-PLSD [Fig. 4.3 (b)], the bright

background in the pre-focal region was possibly due to artifacts in the RF

data that was generated by the simulation software caused by edge waves.

The bright background in TD-VPS-PLSD seems to be more pronounced due

to the image reconstruction method. The −6 dB contour area for FD-VDS

and FD-DC was smaller by an average of 1.6 and 1.3 times, respectively,

compared TD-VPS for both pulsed and chirp excitations at all the depths.

However, these differences were not statistically significant. The −24 dB

contour area of FD-VDS and FD-DC was smaller by an average of 2.0 and

1.7 times, respectively, compared with TD-VPS for both pulsed and chirp

excitations at all the depths. These differences were statistically significant

in the pre-focal region of both FD-VDS and FD-DC and only in the post-

focal region of FD-VDS.
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Fig. 4.4. The contour area of the pulsed excitation above −6 dB (a) and
−24 dB (c), and the contour area of the coded excitation above −6 dB

(b) and −24 dB (d) as a function of depth.
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Fig. 4.5. The ratio of the contour areas of chirp to pulsed excitations.

4.4.3 Signal-to-Noise Ratio

The measurement of the SNR for both the pulsed and coded excitations is

shown in Fig. 4.7. The SNR of all methods was higher in the focal region

since the intensity of the ultrasound beam is higher in the focal region. Fig.
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Fig. 4.6. The average ratio of −6 dB and −24 dB contour areas between
various methods and the average difference in SNR between the various
methods in the pre-focal, focal and post-focal regions for the pulsed (left
column) and chirp (right column) data. The error bars represent the
standard deviation of the ratios and difference and ∗ represents a p-value

< 0.05.

4.6 (c) and (f) shows the average difference in SNR between each method

for pulsed and chirp excitations, respectively.

For both pulsed and coded excitations, TD-VPS, FD-VDS and FD-DC had

higher SNR compared to CONV by an average of 3.9 dB, 4.0 dB and 5.2

dB, respectively. In the pre- and post-focal regions these differences were

statistically significant. The SNR of FD-VDS and TD-VPS was about the

same. In was expected that both FD-VDS and FD-DC would yield in higher

SNR compared to TD-VPS since they both use matched filtering, which is

effective at filtering out additive white noise [48]. This could have been due

to the use of experimentally measured transducer response in the FD-VDS

that was affected by the electronic noise and artifacts of the imaging system.

The SNRs of the chirp excitation of all methods were higher by about 8

dB compared to pulsed excitation, as shown in Fig. 4.8. The difference

between chirp and pulsed excitations is statistically significant for all the
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Fig. 4.7. The signal-to-noise ratio (SNR) of the pulsed (a) and chirp (b)
excitations as a function of depth.

methods showing that chirp excitation significantly improves the SNR of

the reconstructed images.
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4.4.4 Contrast-to-Speckle Ratio

The reconstructed images of the virtual tissue-mimicking phantom are shown

in Fig. 4.9. In contrast to the CONV method, the shape of circular inclu-

sions was not deformed with increasing distance from the focal region of

the transducer in the TD-VPS, FD-VDS and FD-DC methods due to the

extension of the depth of field and improvement of the spatial resolution.

Fig. 4.9. The reconstructed images of the virtual tissue-mimicking con-
trast phantom for the pulsed (top row) and coded (bottom row) excita-
tions. The diameter of the inclusions was 3 mm. The contrast of the
inclusions (from left to right) was −15 dB, −5 dB, +5 dB, and +15 dB
relative to the background. The focal distance of the transducer was at

15 mm.

The measurement of the average CSR for each contrast inclusion at various

depths for both pulsed and chirp excitations are shown in Fig. 4.10. Gen-

erally, the CONV method had lower CSR compared to the SAFT methods

for both pulsed and chirp excitations. The CSR of the TD-VPS-PLSD,

FD-VS-PLSD and FD-DC-PLSD was higher than the CONV by an average

of 12%, 13% and 13%, respectively. The average CSR of the TD-VPS-

CHRP, FD-VS-CHRP and FD-DC-CHRP was higher than the CONV by

12%, 17% and 20%, respectively. These differences were in general statisti-

cally significant for both pulsed and chirp excitations. FD-VDS had higher

CSR compared TD-VPS by an average of 3% for both pulsed and chirp

excitations. FD-DC had higher CSR compared to TD-VPS by an average
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of 4% for pulsed and chirp excitations. In general, the CSR of all methods

was the same between the pulsed and chirp excitations. It was expected

that chirp excitation would yield higher CSR compared pulsed excitation

since the SNR of all methods was higher by an average of 8 dB in chirp

excitation.
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Fig. 4.10. The measurement of the CSR of the inclusion contrast. 5
different virtual tissue-mimicking contrast phantoms were scanned and
the average contrast was calculated for each inclusion at various depths
for both (a) pulsed and (b) coded excitations. The error bars represent
the standard deviation of CSR and ∗ represents p-value < 0.05 compared

to conventional B-mode.

4.5 Conclusion

In this paper, the FD-VDS and FD-DC methods were used with chirp coded

excitation. Since both of these algorithms compensates the excitation sig-

nal and they simplify the use of coded excitation without affecting their
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efficiency.

Chirp excitation improved the SNR of all methods by about 8 dB. FD-DC-

PLSD and FD-DC-CHRP had the highest SNR. For both pulsed and chirp

excitation, the SNR of FD-DC was higher than CONV, TD-VPS and FD-

VDS by an average of 5.2 dB, 1.3 dB and 1.2 dB, respectively. FD-VDS and

TD-VPS had higher SNR compared to the CONV by an average of 4.0 dB

and 3.9 dB, respectively for both pulsed and chirp excitations. The SNR of

FD-VDS and TD-VPS was about the same.

The spatial resolution (measured by the −6 dB contour area) and the side-

lobe level (measured by the −24 dB contour area) were the same between

pulsed and chirp excitations for all the methods. All SAFT methods had

significantly smaller spatial resolution and sidelobe level compared to the

CONV for both pulsed and chirp excitations. In addition, the sidelobe level

of FD-VDS was significantly smaller compared to TD-VPS outside the fo-

cal regions. FD-DC had significantly smaller sidelobe level compared to

TD-VPS in the pre-focal region. The CSR of the SAFT methods for both

pulsed and chirp excitations were generally the same, but they were higher

than the CONV.

Chirp excitation significantly improved SNR of pulsed excitation of all meth-

ods without significantly affecting the spatial resolution and sidelobe levels.

FD-VDS-CHRP and FD-DC-CHRP offer an efficient solution to improve

SNR and improve the spatial resolution of the CONV method.
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Chapter 5

Discussion, Conclusions, and

Future Work

5.1 Discussion

The work in this dissertation describes two new frequency-domain (FD)

synthetic aperture focusing technique (SAFT) algorithms for imaging with

single-element focused transducers.

The two new FD-SAFT algorithms were both based on the wavenumber

algorithm from synthetic aperture radar, and 2D matched filtering. The

first was a FD SAFT virtual source algorithm which treated the focus of

transducer as a virtual disk source (FD-VDS) having a finite size and the

diffraction effect in the far-field was taken into account in the image recon-

struction. The rationale for treating the focus of the transducer as a virtual

disk source is that the field variation at the focal plane of a focused trans-

ducer is the same as the far-field region of a plane piston transducer [133].

Previously, the focus of the transducer was assumed to be a virtual point

source (VPS) [30], [61]–[64], [68], however, as shown in Fig. 5.1, the pressure

field of a point source is quite different from a focused source. The pressure

field of a disk source is also shown in Fig. 5.1, which more resembles the

pressure field of a focused source compared to a point source. Therefore, a

disk source is a better assumption to a focused source compared to a point

76
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source. The second algorithm was a FD SAFT deconvolution (FD-DC),

which used the simulated point spread function of the imaging system as a

filter kernel in the image reconstruction.

Fig. 5.1. Simulated pressure field for pulsed excitation of (a) a focused
source, (b) a point source, and (c) a disk source.

The susceptibility of the proposed methods to tissue motion is the same as

conventional B-mode since the data acquisition is done in the same exact

way and only the applied image reconstruction on the received data is differ-

ent. In this work, the data was acquired by sector scanning a single-element

transducer, however, the proposed method can be applied to linear or curvi-

linear scan trajectories. For curvilinear scan trajectory, scan conversion has

to be applied to the received data prior to the image reconstruction. In

addition, the proposed methods can be applied to transducers with differ-

ent f-numbers. The improvement of the spatial resolution will be greater for

the transducer with smaller f-number since the angle of the wave divergence

from the focal point is larger and the proposed methods take into account

the diffraction effects.
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Linear frequency modulated (FM) chirp excitation was also used for FD-

VDS and FD-DC. Unlike other SAFT methods that are combined with

coded excitation, FD-VDS and FD-DC incorporated decoding of the coded

signal into the image reconstruction and do not require additional compu-

tational resources. Typically, when linear FM chirp is decoded it results

in time or (range) sidelobes which can have comparable amplitudes to the

main lobe degrading axial resolution and masking weaker echoes [9], [127].

There are a number of devising schemes for reducing the range sidelobes.

In this work, the transmitted linear FM chirp was tapered by a Tukey win-

dow to avoid the sharp edges associated with a rectangular shape waveform.

However, it causes some reduction in SNR.

5.2 Conclusion

In conclusion, FD-VDS had the highest spatial resolution and FD-DC had

the second highest spatial resolution. FD-DC had the highest SNR and

FD-VDS had higher SNR compared to the CONV but lower than TD-

VPS. In addition, FD-VDS and FD-DC had generally lower CTR compared

to CONV and TD-VPS. The CSR of FD-VDS, FD-DC and TD-VPS was

generally higher than CONV. However, the CSR of FD-VDS and FD-DC

was similar to the TD-VPS. Furthermore, the computational run time of

FD-VDS and FD-DC (depending on image size) was lower by 4 to 174

times and 4 to 189 times, respectively, compared to the TD-VPS. Since

the proposed methods are computationally more efficient than TD-VPS,

they can accelerate the implementation of synthetic aperture imaging for

real-time imaging and they can provide images with higher frame rates.

Linear FM chirp excitation improved the SNR of all methods by about 8 dB

(it should be noted this improvement is depended on the imaging transducer

and not on the image reconstruction methods). The SNR of FD-DC was

higher than CONV, TD-VPS and FD-VDS by an average of 5.2 dB, 1.3 dB

and 1.2 dB, respectively, for both pulsed and chirp excitations. The SNR of

FD-VDS and TD-VPS was about the same but compared to CONV their

SNR was higher by an average of 4.0 dB and 3.9 dB, respectively, for both
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pulsed and chirp excitations. The spatial resolution and the sidelobe level

were the same between pulsed and chirp excitations for all the methods.

The CSR of all the SAFT methods was generally the same among each

other and between the pulsed and chirp excitations. In general, the CSR of

CONV for both pulsed and chirp excitations was significantly smaller than

the SAFT methods.

Thus, FD-VDS and FD-DC methods offer efficient solutions to improve the

image quality compared to TD-VPS in high-frequency ultrasound imaging

using single-element focused transducer.

5.3 Future Work

This work in this dissertation can be extended for imaging with array trans-

ducers, for tissue harmonic imaging and to be used with other coded exci-

tation methods.

FD-VDS and FD-DC can be implemented for array transducers by using a

subset of elements to focus the beam at the same point in both transmit and

receive, mimicking a single-element focused transducer. FD-VDS and FD-

DC image reconstruction can be applied to the acquired data to improve the

lateral spatial resolution at all depths. For FD-VDS the electromechanical

impulse response, the excitation signal and the far-field diffraction effect of

the transducer have to be determined, and for the FD-DC the simulated

point spread function of the imaging system has to be determined. Since

FD-VDS takes into account the electromechanical impulse response, the

excitation signal and the far-field diffraction effect of the transducer and FD-

DC takes into account the simulated point spread function of the transducer,

it is expected that they would improve the spatial resolution, sidelobe level

and SNR of the TD-VPS. In addition, FD-VDS and FD-DC are expected

to be significantly more efficient compared to TD-VPS since they are based

on fast Fourier transform.
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The proposed algorithms can also be implemented for tissue harmonic imag-

ing, where harmonics are generated due to nonlinear ultrasound wave prop-

agation in tissue, for both high-frequency single-element and array trans-

ducers. FD-VDS and FD-DC can be applied to the acquired data after

extracting the second harmonic signal (e.g., using pulse inversion or band-

pass filtering techniques).

In addition, the proposed algorithms can be implemented for other excita-

tion techniques, such as Golay and Barker codes and m-sequences. Compen-

sating the effect of frequency-domain attenuation can also be incorporated

in the image reconstruction.

Since the proposed algorithms compensate the electromechanical impulse

response of the transducer in the image reconstruction, the proposed meth-

ods can be used for imaging with a narrow band therapeutic transducer.

This will enable the use of the same transducer (in dual-mode) for both

therapy and imaging.

Furthermore, the implementation of the proposed algorithms can be inves-

tigated in a commercial scanner to determine their feasibility and perfor-

mance. The performance of the proposed algorithms can be tested in vivo

for pre-clinical and clinical applications. The feasibility of the proposed al-

gorithms can also be investigated in optical coherence tomography (OCT).



Appendix A

Supplementary materials for

Chapter 3

A.1 Lateral Width of the Point Scatterer

An alternative metric was also used to quantify spatial resolution and side

lobe level by measuring the lateral width of the point scatterer (i.e., full-

width-at-half-maximum [FWHM]) at −6 dB and −24 dB, respectively.

Since the shape of point scatterers is asymmetrical, the measurement of

lateral width depends on the location where the measurement is taken. In

this study, the lateral widths were measured at the location of the maxi-

mum intensity of each point scatterer. The result of the lateral widths for

both the simulated and experimental data is shown in Fig. A.1. The lateral

widths had a similar trend to the contour areas. The lateral width of the

conventional B-mode was larger compared to the SAFT methods outside

the focal zone. FD-VDS and FD-DC had generally smaller lateral width

compared to the conventional B-mode and TD-VPS.
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Fig. A.1. The scatterer lateral width of the simulated data at −6 dB (a)
and −24 dB (b), and experimental data at −6 dB (c) and −24 dB (d) as
a function of depth. The focal distance of the transducer was at 15 mm

A.2 Statistical Analysis

The average ratio differences in contour area above −6 dB and −24 dB,

the average ratio differences in lateral width of point scatterer at −6 dB

and −24 dB, and the average difference in SNR between each method for

the simulated and experimental data are shown in Fig. A.2. The p-values

were also calculated, using permutation test based on paired t-statistic, to

determine if the average differences are statistically significant in a 95%

confidence interval. In Fig. A.2, p-value < 0.05 are shown by the asterisk.
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Fig. A.2. The average ratio difference in the contour areas above −6
dB and −24 dB, the average ratio difference in the lateral width of the
point scatterers at −6 dB and −24 dB, and the average difference in
SNR between the conventional B-mode, TD-VPS, FD-VDS, and FD-DC
in the pre-focal, focal and post-focal regions. For the simulated (left
column) and experimental (right column) data. The error bars represent

standard deviation and ∗ represents p-value < 0.05.
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