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Abstract 

Novel Ultrasound Transmission and Reconstruction Techniques for Synthetic Transmit 

Aperture Imaging 

Ping Gong 

Doctor of Philosophy, Biomedical Physics 

Ryerson University, 2016 

 

This dissertation describes ultrasound algorithms developed for synthetic transmit 

aperture (STA) imaging during the transmission and the image reconstruction stages. Images 

generated using these algorithms demonstrate image quality enhancement both theoretically 

and experimentally. The advanced algorithms also improve the application of STA imaging.  

Due to the single element transmission pattern, the low signal-to-noise ratio is a major 

limitation for STA imaging. A delay-encoded transmission scheme (DE-STA) was designed 

in this dissertation to encode all the transmissions. The decoded RF signals were equivalent 

to the standard STA signals, but with a higher SNR. Improved image qualities were observed 

under DE-STA transmission in terms of lateral resolution (+28%), peak-signal-to-noise ratio 

(PSNR, +7 dB) and target contrast-to-noise ratio (CNR, +360%) compared to those acquired 

with the standard STA mode. 

The stability of DE-STA was analyzed and verified under various noise levels by the 
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special distribution of the singular values of the encoding matrix through singular value 

decomposition (SVD) (i.e. all the singular values were the same except for the first one and 

the last one). A more efficient decoding process was also derived based on pseudo-inversion 

(PI) and the computation complexity was reduced by 2/3. 

Speckle and undesired sidelobe signals can reduce the lesion CNR and detectability in 

ultrasound images. Typically, the CNR can be increased by spatial compounding (SC) or 

frequency compounding (FC) during reconstruction. We proposed methods to implement a 2-

dimentional (2-D) aperture domain filter in the SC/FC processes, referred to as filtered 

spatial compounding (FSC) and filtered frequency compounding (FFC), for synthetic 

transmit aperture (STA) imaging. Both techniques reduced the sidelobe interference and 

provided improved lesion CNR. Consequently, the lesion signal-to-noise ratio (lSNR) in FSC 

and FFC increased (up to +130%), compared to that in the standard delay-and-sum (DAS) 

method. 

  This dissertation investigates all these proposed advanced ultrasound algorithms, 

with the end goal of implementing these methods in STA imaging to extend its application in 

clinic. 
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Chapter 1 Introduction 

1.1 Motivation 

Ultrasound imaging has been proven to be a safe, relatively simple and inexpensive, 

real-time medical imaging modality for soft tissues [1]. It has good spatial resolution (on the 

order of hundreds of microns) and imaging depth (on the order of 10 cm) depending on the 

frequency range used. The conventional ultrasound imaging (B-mode) is one of the most 

commonly used modes, in which the radiofrequency (RF) signals are acquired after sending 

focused beams along various A-lines sequentially in time. A disadvantage of B-mode 

imaging is that the images are only optimally focused at one depth because of the single 

transmission focus [2]. Therefore, the spatial resolution of B-mode ultrasound images still 

needs improvement at locations outside the transmission focus. Synthetic transmit aperture 

(STA) imaging is an approach to solve this problem associated with B-mode ultrasound 

imaging. It is based on a software beamforming process, and focusing can be obtained at 

every point in the image in both transmit and receive [2-6]. Synthetic transmit aperture 

imaging has been widely used in different fields such as radar and sonar systems [7], non-

destructive testing (NDT) [8, 9], seismic monitoring [10], and medical ultrasound imaging 

such as breast micro-calcifications detection [11] and flow estimation [12] since it provides 
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images with high resolution and detectability.  

However, because of the single element transmission scheme, the low signal-to-noise 

ratio (SNR) of the channel RF data is a major limitation in the STA approach compared to 

the conventional B-mode imaging approach, leading to poor image quality and penetration 

depth. Detailed background about technologies for transmission power improvement in STA 

imaging will be introduced in Chapter 2 and 3. Moreover, the reconstructed images have 

large speckle variations which also results in low target detectability in STA images. Detailed 

speckle reduction methods will be introduced in Chapter 4 and 5. 

This dissertation is devoted to exploring novel ultrasound algorithms for STA 

imaging in the transmission (encoded transmission for higher signal-to-noise ratio) and the 

image reconstruction stages (spatial or frequency compounding) to improve the image 

quality.  

1.2 Principle of Synthetic Transmit Aperture (STA) Imaging 

1.2.1 Single Element Transmission pattern 

In STA imaging as shown in Figure 1-1, an array of transmitters and receivers are 

typically used. An array element can serve as both a transmitter and then a receiver. 

Typically, each element is excited consecutively. In each transmission, the active element 

emits a semi-spherical wave that propagates through a large image region and then all the 

receiving elements are used to acquire the RF backscatter signals, which can then be used to 

reconstruct a low-resolution image. Afterwards, all the low resolution STA images can be 
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combined coherently or incoherently to form a high-resolution image (see Fig. 1 in Reference 

[2] for a detailed description of STA) [2]. In the following text of this dissertation, the data 

obtained in this transmission scheme are referred to as the traditional/standard STA data. 

 
Figure 1-1. Synthetic aperture ultrasound imaging transmission scheme. TX#1 to TX#N are N consecutive 

transmissions. In each transmission only one element is excited with the same signal pulse P(t). Each square 

represents an element in the array and the solid square in the figure denotes the active transmitting element. 

1.2.2 Delay-and-Sum Reconstruction 

In STA image reconstruction, a dynamic focus can be attained in both transmit and 

receive processes [2]. Focusing in receive is obtained by first calculating the total geometric 

distance from certain transmitter to the scatter point in the image region and then back to a 

receiver as shown in Figure 1-2.  

),(),(),,( kdidkid rrr                                                       1-1 

where ),( rid  denotes the distance from the i -th transmitter to the image point r  and ),( kd r  

denotes the distance from point r  to the k -th receiver. The travel time can be calculated by 

dividing this geometric distance with the speed of sound c in order to calculate the proper 

signal value.   
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Therefore, the contribution of the RF signal from the transmit-receive ( i , k ) pair to 

the image value at r  is: 

),(),),,,((),,( kiAkikitpkiI prr                         1-3 

where ),),,,(( kikitp r  is the RF signal value acquired by the k -th receiver at time ),,( kit r  

after the transmission of the i -th element in the traditional STA; ),( kiAp  is the 

corresponding apodization value. The signal value at point r  in a low resolution image ( lowI ) 

corresponding to the transmission at the i -th element is a summation from all the K receivers 

which contributes to the dynamic focusing in receive:  


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After generating all the low resolution images, dynamic focusing in the transmission 

can be applied to produce a high resolution image. The image value at point r  of the high-

resolution image is then calculated by summing all the low resolution images and dynamic 

focusing in transmit is accomplished at this step: 


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This process is repeated for all the image pixels and is referred to as delay-and-sum 

(DAS) beamforming. Hence, the image is focused at every point on both transmit and receive 

due to the dynamic focusing in STA imaging. 
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Figure 1-2. Reconstruction geometry for the traditional STA imaging. it  is the i -th transmitter and kr  is the 

k -th receiver. r  is the scatter point. 

1.2.3 Dynamic Apodization 

Standard dynamic apodization is used during DAS beamforming which controls the 

weights applied on each transmit or receive element to reduce sidelobe and grating lobe 

artifacts in the reconstructed images [13]. Figure 1-3 shows a diagram illustrating the process 

of dynamic apodization. The size of the active sub-aperture increases with imaging depth. A 

constant f-number is kept in order to achieve a relatively uniform resolution during 

beamforming. 

 
Figure 1-3. Diagram for dynamic transmit/receive apodization. The black bar stands for the active sub-apertures 

increasing with depth. 
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The apodization value ),( kiAp in Eq. 1-3 is the multiplication of the values applied on 

transmit and receive elements as 

)()(),( kAiAkiA ppp                                                    1-6 

Typically, a Hanning window function is used for both )(iAp  and )(kAp . Figure 1-4 

displays the Hanning window design: it reaches a maximum weight 1 at 0° beam angle and 

decreases to zero at 30°. 

 
Figure 1-4. The design of Hanning window function applied on both transmit and receive as apodization 

functions. 

The cut-off angle 30° is selected for two reasons. One is to avoid the grating lobes 

using [1] 

pitch

1sinsin





 gm

                                                 1-7 

where m and g are the main lobe and grating lobe angles, respectively.   is the wavelength 

of transmitted pulse and pitch is the distance between the centers of two adjacent elements 
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(which typically is one   for a linear transducer array). Assuming gm   , then we have 

30g . Such apodization will eliminate the interference from grating lobes in the image by 

applying a zero weight to all the beam angles larger than 30  (Figure 1-4). 

 Another reason is to match the directivity of a single rectangle element inside the 

transducer array as [1]. 

)/6.0(sin2 1 WFWHM                                                1-8 

where FWHM is the angle subtended at the transducer element corresponding to the full width 

at half maximum (FWHM) of the pressure field. W is the width of the element which is 

around one  . Then FWHM is calculated as 372 . 

 Combining the above two factors, the cut-off angle 30  is selected for the Hanning 

apodization function to process the signals acquired from a linear array with one   pitch in 

both simulations and experiments in this dissertation. 

1.3 Image Assessment (Quality metrics) 

To evaluate the quality of ultrasound images under different transmission or 

reconstruction modes, several image quality metrics will be introduced [14-18]. These are 

described below. 

1.3.1 Signal-to-Noise Ratio of Backscattered RF signals ( dBSNR ) 

The signal-to-noise ratio of the backscattered RF signals is quantified as the energy 



 

  8

ratio between the signal and noise  

)(
2210dB noise/signallog20SNR                                         1-9 

This was used for simulated signals only. The noise was obtained by calculating the 

difference between the simulated signals with additive noise and the noiseless STA signals 

(used as reference). 

1.3.2 Peak Signal-to-Noise Ratio (PSNR) 

The image PSNR measures difference between the maximum value in the image and 

the background. It is usually quantified using the point targets and defined as [15].  

]}/σS[max{log20PSNR backgroundtarget10dB                                       1-10 

where max{Starget} is the point target peak signal and background  is the standard deviation of the 

envelope detected noise/background at the same depth as the point target.  

1.3.3 Speckle Signal-to-Noise Ratio (sSNR) 

 Speckle SNR measures the fluctuations of the speckle pattern in the background 

which is calculated as  

backgroundbackground /SNR s                                                      1-11 

where background  and background are the mean and standard deviation of the envelope-detected 

speckles in the background. The theoretical value of SNRs for fully-developed speckle is 

1.91 which will increase with compounding [19]. 
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1.3.4 Lateral and Axial resolutions 

 The lateral and axial resolutions are the minimum distances at which two identical 

point targets can be distinguished. They are determined from the full width at half maximum 

(FWHM) of the point spread function (PSF) obtained from a point target in the simulated and 

experimental phantoms. In this dissertation, other than the FWHM, the lateral resolutions at -

20 and -40 dB were also measured for a more thorough comparison. 

1.3.5 Contrast-to-Noise Ratio (CNR) 

 CNR describes the ability to distinguish a region of interest (ROI) from the 

background which is defined as 

2
background

2
ROI

backgroundROI
CNR

 




SS
                                                          1-12 

where ROIS  and backgroundS  denote the mean values of log-enveloped ROI and background 

at the same depth, respectively. ROI  and background are the standard deviation of log-

enveloped ROI and background region, respectively. The numerator of Eq. 1-12 is also 

defined as contrast ratio (CR). 

1.3.6 Lesion Signal-to-Noise Ratio (lSNR) 

lSNR is one metric to measure the detectability of an isolated target from the 

background which measures the trade-off between CNR and resolution changes [16-18]. 

axiallat

0

FWHMFWHM

CNR
SNR






d
l                                        1-13 
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where 0d  is the diameter of the target. 

1.3.7 Clutter-energy-to-total-energy ratio (CTR) 

 CTR is a quality metric for contrast resolution and describes the ability to detect 

anechoic objects in the presence of strongly scattering off-axis objects. CTR is a measure of 

the interference levels from the beam sidelobes and is defined as the ratio of the energy 

outside the region centered at the point target with a radius R  to the total PSF energy [15]. 
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),( 00 zx  is the location of the point target and is also the center of the image region within 

radius R  which was chosen as 5 wavelengths [20].  

1.4 Goals and Specific Aims 

 Synthetic transmit aperture imaging has been investigated since 1960-1970 for 

ultrasound imaging which offers a variety of advantages compared to the conventional B-

mode ultrasound imaging. However, it hasn’t been widely translated to clinical imaging due 

to some limitations such as low transmitting power of a single element, limited penetration 

depth and long computational time associated with the signal processing [2]. 

 The goal of this dissertation is to develop novel ultrasound algorithms based on 

Synthetic Transmit Aperture (STA) imaging to improve the image quality and accelerate the 

application of STA imaging in the clinic. 
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Specific Aims: 

1) Develop a unique encoded transmission pattern to increase the transmitting power in 

STA imaging, leading to improved SNR in the decoded RF signals. 

2) Validate the stability of the encoding and decoding pattern under different noise 

levels and develop a more efficient decoding process. 

3)  Reduce background speckle variations to improve target detectability through spatial 

compounding and frequency compounding 

1.5 Overview of the Dissertation 

In Chapter 2, I proposed a delay-encoded synthetic transmit aperture technique (DE-

STA) in ultrasound imaging. A unique coding matrix has been designed to encode the 

transmission scheme which can be implemented in commercial ultrasound scanners. The 

algorithm was tested in both Field II simulations and in experiments. Both simulated and 

experimental results demonstrated increased SNR of the pre-beamformed RF signals 

compared with traditional STA. This led to enhanced image qualities such as spatial 

resolution, PSNR and contrast in the DE-STA reconstructed images.  

In Chapter 3, I demonstrated the stability of the DE-STA method by testing the 

decoding process at various SNR levels using both a complete pseudo inverse (CPI) and a 

truncated pseudo inverse (TPI) algorithm. In this Chapter, we studied the property of 

encoding matrix A  with the singular value decomposition (SVD) technique and found that 

all the singular values were the same except for the first one and the last one. The last 
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singular value had very minor effect on the overall image quality in both the simulation and 

experimental results. We also derived a more efficient decoding process by replacing the 

calculation of inverse of the coding matrix ( 1A ) by the complex conjugate transpose ( *A ) 

with some modifications. The computational complexity was reduced by 2/3. 

In Chapter 4, a filtered spatial compounding (FSC) reconstruction technique for 

synthetic transmit aperture imaging data has been developed. The design of a 2-D aperture 

domain filter was introduced and FSC method was tested with data from numerical 

simulations and experiments. FSC offered increased image quality in terms of target CNR, 

and lSNR. The effects of the aperture domain filter bandwidth, additive noise, and 

apodization on the performance of FSC were also investigated. Other image reconstruction 

methods, such as delay-and-sum (DAS), conventional spatial compounding (CSC), and sub-

aperture compounding, were shown to be special cases of FSC with different choices of 

filters.  

In Chapter 5, I developed a filtered frequency compounding (FFC) reconstruction 

technique for synthetic transmit aperture imaging data. The same design of the 2-D aperture 

domain filter was used as in the FSC technique. Then the frequency compounding was 

applied to acquire multiple sub-images from different sub-bands and sub-apertures. The FFC 

method was also tested with data from numerical simulations and experiments which 

demonstrated increased image quality in terms of target CNR, and lSNR as a combination of 

both spatial and frequency compounding. The effects of the filter bandwidth, RF window 

length on the performance of FFC were also investigated.  
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Chapter 6 summarized all the results and future work. Appendix A is a summary of 

the all the contributions resulting from research performed during my PhD studies that both 

directly and indirectly contributed to this dissertation. 
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Chapter 2 Delay-encoded Transmission and 
Image Reconstruction Method in Synthetic 
Transmit Aperture Imaging  

 

Authors: Ping Gong, Michael C. Kolios, Yuan Xu 

P. Gong, M. C. Kolios, and Y. Xu, "Delay-encoded transmission and image reconstruction 

method in synthetic transmit aperture imaging," IEEE transactions on ultrasonics, 

ferroelectrics, and frequency control, vol. 62, pp. 1745-56, Oct, 2015. 

2.1 Abstract 

Synthetic transmit aperture (STA) imaging systems usually have a lower signal-to-

noise ratio (SNR) compared with conventional B-mode ultrasound systems because only one 

or a small number of elements are selected for each transmission in STA. In this chapter, we 

proposed delay-encoded synthetic transmit aperture (DE-STA) imaging to encode all the 

transmission elements to increase the SNR of the pre-beamformed radiofrequency (RF) 

signals. The encoding scheme is similar to the Hadamard encoding. However, in each 

transmission of DE-STA imaging, selected transmitting elements were delayed by a half 

period of the ultrasound wave related to the rest transmitting elements, rather than using a 
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pulse inversion as in the Hadamard encoding sequence. After all the transmission events, a 

decoding process in the temporal frequency domain was applied to the acquired RF signals to 

recover the equivalent traditional STA signals with a better SNR. The proposed protocol was 

tested with simulated data (using Field II) and experimental data acquired with a commercial 

linear array imaging system (Ultrasonix RP). The results from both the simulations and the 

experiments demonstrated increased SNR of pre-beamformed RF signals and improved 

image quality in terms of peak signal-to-noise ratio (PSNR), resolution and contrast-to-noise 

ratio (CNR) compared with traditional STA. The lateral resolution (as assessed by a wire 

target) of DE-STA imaging was improved by 28% and the PSNR of the wire was increased 

by 7 dB, respectively, compared with traditional STA imaging. The proposed image 

reconstruction framework can also be extended to other transmission protocols.  

 

Keywords: Coded excitation, Synthetic Transmit Aperture Imaging, Beamforming methods 
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2.2 Introduction 

 Due to the fact that only one or a small number of elements are selected for the 

transmission, the low SNR is a major limitation in STA system compared with conventional 

B-mode imaging approach, where a focused beam is excited and one A-line is acquired at a 

time. Various approaches that involve using multi-element sub-apertures have been proposed 

to overcome the low SNR in STA [21-33]. One of them is synthetic aperture imaging using a 

virtual source element in transmit and dynamic focusing in receive [22, 23]. The virtual 

source is located at the transmission focal depth of a sub-array. The multiple-element 

approach can increase the transmitting power and therefore, the SNR of the RF data. A 

similar technique, synthetic aperture sequential beamforming (SASB), has also been 

proposed which uses fixed focus in both transmit and receive to provide a more uniform 

resolution than the dynamic receiving focusing [26, 27].  

The Hadamard spatial coding matrix has been designed to solve the loss of SNR by 

spatially encoding the transmission elements and using its inverse for decoding the received 

RF data as shown in Figure 2-1 [28, 29]. In this method, some array elements transmit a 

reference waveform whereas the others transmit a phase inverted version of the reference 

waveform simultaneously. The transmission scheme can be described by a Hadamard matrix, 

where 1 denotes reference pulse and -1 denotes negative/inverted pulse. More generally, 

multiple elements can be excited simultaneously with each excitation element transmitting 

different pulse sequences. After multiple transmissions, the backscatter signals received from 

all the transmissions can be processed to obtain the traditional STA data. The SNR of 
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decoded RF signals could be increased by I  times ( I  is the total number of active 

transmitters) compared to the traditional STA. A more sophisticated method utilizes the 

orthogonal Golay codes combining with Hadamard encoding for the spatio-temporal 

encoding to improve SNR further [30]. By using an orthogonal Golay set, the SNR of 

received data after decoding can be increased by IS  times ( S  is the temporal coding 

length). 

 

Figure 2-1. Hadamard encoded transmission scheme. TX#1 to TX#N are N coded transmissions and in each 

transmission, active elements are excited with combinations of pulses (P(t)) and phase inverted pulses (-P(t)) 

simultaneously according to the Hadamard matrix. The figure shows a size 4 Hadamard sequence as an 

example. 

 

Temporal encoding has also been applied in synthetic aperture imaging by using 

linear frequency modulated (FM) pulse (chirp) to increase the transmitted energy, and 

therefore increase the SNR while still retain axial resolution [31, 34]. Chirped signals can 

also be combined with Hadamard encoding. However, Nikolov and Jensen found that this 

actually could degrade the image quality because non-linear effects have been introduced 
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into the medium via ultrasound propagation. Moreover, the implementation of chirped 

signals significantly increases the system complexity without proportionally matched 

improvement of image quality.  

The Hadamard based encoding protocols have common difficulties when being 

implemented in clinical devices. In many commercial scanners, the various elements of the 

array probe are driven by the same pulse sequence in one transmission, and only the timing 

or delay of the pulse sequence can be controlled/assigned for each individual element. The 

spatial coding proposed by Chiao et al [28] requires that the various elements of the array 

probe are driven by two waveforms with opposite phase in one transmission. Therefore, the 

phase inversion proposed by Chiao et al for the transmit electronics is not compatible with 

many commercial ultrasonic scanners (i.e. Ultrasonix RP, once the transmission sequence is 

designed, all the elements will be excited following the same sequence). In addition, any 

mismatch in the shape between the pulse and the phase inverted pulse may compromise its 

performance.  

S-sequence encoded synthetic aperture imaging is an approach proposed to avoid the 

inverted pulses required for Hadamard encoding [32, 33]. The S-sequence encoding matrix is 

constructed by replacing 1 with 0, -1 with 1 of Hadamard matrix and then removing the first 

row and column of the newly constructed matrix.  

Here we propose a new Hadamard based, delay-encoded synthetic transmit aperture 

(DE-STA) imaging protocol to spatially encode the transmission with half-period delay 

rather than with opposite polarity, to increase the SNR of the restored pre-beamformed RF 
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data. The transmission of such an approach can be implemented in commercial scanners 

without significantly sacrificing the SNR improvement performance of Hadamard encoding. 

The proposed protocol was tested with the data from both Field II simulations and 

experiments.  

In this chapter, the theory for encoding and decoding the transmission scheme is 

explained; then the encoding matrix design, simulation parameters, decoding process and the 

experiment setup are introduced. The simulation and experiment results are presented and 

potential improvement of the DE-STA method is discussed.   

2.3 Methods 

2.3.1 Theory of DE-STA imaging 

Generally, we assume there are L  transmission events in the data acquisition to form 

one high resolution image (for example 4L  in Figure 2-2). In each transmission I  

elements (the same I  elements for all the L  transmissions) are excited with various delays, 

lit  ( Ll :1  and Ii :1 ), relative to a reference time ( 0t ), where lit  denotes the delay 

that is applied to the i -th transmitting element in the l -th transmission event. We define an 

L -by- I  delay matrix T  whose element is lit . When there is no delay, lit  is 0; when there 

is delay, lit  equals to half period (
02

1

f
, 0f  is the central frequency of the ultrasound wave). 

When multiple elements are excited together, the received signal equals to the summation of 

the equivalent received signals when the same set of elements are excited individually with 



 

  20

the same corresponding delay. Therefore, for the l -th transmission we have 

)()( tmttp lkli

I

1i
ik 


                                               2-1 

where )(tmlk  is the RF signal in the DE-STA which is received by the k -th ( Kk :1 ) 

receiving element in the l -th transmission when multiple elements are excited together; 

)(tpik  is the equivalent traditional STA signal, which is received by the k -th receiving 

element when only the i -th ( I1i : ) transmitting element is excited (while all the other 

imaging conditions are the same as in DE-STA).  

According to the translation property of Fourier transform, applying a time-delay lit  

to the received signal )(tpik  is equivalent to multiplying the signal spectrum )( fPik  by a 

factor of  

litfj
li efA  2)(                       2-2 

where f  is any frequency in the spectrum. Therefore after applying Fourier transform to 

both sides of Eq. 2-1, it can be transformed into the frequency domain at each frequency as  





I

i
lkikli fMfPfA

1

)()()(                                 2-3 

or  

MAP                  2-4 

where )( fM lk  is the Fourier transform of signal )(tmlk , and A , P  and M  are matrices with 

elements of )( fAli , )( fPik , and )( fM lk , respectively. A  is called the coding matrix which 

is constructed from the delay matrix T . Thus, the column index of A  corresponds to a 
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particular transmission element position, and each row includes the delays applied to all 

transmission elements in one transmission event. In the proposed DE-STA, LI  ; otherwise, 

if LI  , A  is highly ill-conditioned, pseudo-inverse or other regularization method is 

needed to estimate the equivalent traditional STA data. Note that the coding matrix )( fAli  

depends on frequency.   

Eq. 2-4 can be solved to yield P , the spectrum of the traditional STA data. After that, 

the inverse Fourier transform of P  can be used to produce the traditional STA data, )(tpik . 

Lastly, low resolution images can be formed from the equivalent traditional STA data and 

then can be combined together to yield a high resolution image. 

The goal of decoding is to recover P  from M  in a stable way, since M  is usually 

contaminated by noise. To obtain P , one can multiply both sides of Eq. 2-4 with the 

decoding matrix 1 AD . However the direct inversion may not be stable at some 

frequencies as explained below. Pseudo-inversion and other regularization techniques can be 

used instead of the direct matrix inversion to solve Eq. 2-4 (will be discussed in Chapter 3). 

After obtaining the )( fPik  for each frequency in the frequency spectrum, an inverse Fourier 

transform is used to obtain )(tpik .  

It is worth noting that when f  equals 0 or 02 f  , the coding matrix will be a square 

matrix with all the elements equaling to 1, which cannot be inversed stably. To deal with this, 

the signal is processed by a band-pass filter to avoid the instable inversions around these 

frequencies.   
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Figure 2-2 presents the configuration and results of a numerical simulation with a 

point target and a four-element array to illustrate the principle of DE-STA imaging. Each row 

of Figure 2-2 (a) depicts the waveform function of each transmission element in one of the 

total four transmission events, where TX # l  means the l -th transmission event. Figure 2-2 

(b) presents the geometry of the simulation model. Each row of Figure 2-2 (c) shows the 

signals received by channel 1 in one transmission of DE-STA imaging. Each row of Figure 

2-2 (d) displays the decoded RF signals received by channel 1 when only one element was 

excited as in the traditional STA imaging (TXCh1 means that channel 1 was excited). In 

Figure 2-2, the decoding was implemented in the frequency range of 2.5MHz-7.5MHz with 

the central frequency at 5MHz. Frequency components outside of this range were filtered by 

a Hanning window (2.5MHz-7.5MHz centered at 5MHz). More discussions on Figure 2-2 

can be found in the discussion section in this chapter. 
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Figure 2-2. The configuration and results of a numerical simulation with a point target and a four-element array 

to illustrate DE-STA. (a) Waveform function of each transmission element in one of the total four transmission 

events. (TX # l : l -th transmission event) (b) Geometry of the simulation model. (c) Signals received by channel 

1 in DE-STA imaging. (d) Decoded RF signals received by channel 1 when only one element was excited as in 

traditional STA imaging. (TXCh1: channel 1 was excited) 

 

2.3.2 Application to Ultrasound Imaging: DE-STA 

In order to demonstrate that the delay-encoded transmission enables SNR 

improvement in pre-beamformed RF signals and enhanced image quality in synthetic 

transmit aperture imaging (STA), we have performed a series of simulations as well as 
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experiments using the Ultrasonix RP (Ultrasonix, CA). We will introduce the delay-encoded 

transmission based on the Hadamard matrix, the encoding and decoding methods and the 

image reconstruction process for both simulations and experiments. 

2.3.2.1 Implementation of the Delay-encoded Transmission following the Hadamard Matrix  

In this section, we will describe how to construct the delay matrix T  and the coding 

matrix A  for the 128-channel (receive and transmit) system in our simulations and 

experiments. The delay matrix T  is a 128-by-128 square matrix which stands for 128I  

active transmitting elements in each excitation and 128L  transmission events to acquire 

one complete set of data for one image. In each transmission, selected elements were delayed 

by a half period (the period was calculated at the central frequency of the transducer). We 

first constructed a Hadamard matrix of size 128, in which 1liH  indicates that no delay was 

added to the excitation of the i -th element in the l -th transmission and 1liH  indicates 

that a half period delay was added. The 128-by-128 Hadamard matrix 72
H was constructed 

using Sylvester’s construction as shown in Eq. 2-5.  

1222  NN HHH                 2-5 

for 2N , where 










11

11
2H  and   denotes the Kronecker product. Once the Hadamard 

matrix of size 128-by-128, 72
H is constructed, T  can be obtained as 

2
)1( 72

dtHT                                                         2-6 
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where
02

1

f
td   (half a period). 

2.3.2.2 Generating the Simulated RF Data with Field II for B-mode, STA and DE-STA  

The simulations were performed using the FIELD II program [35, 36]. First, we 

computed the traditional STA signals, which contained the backscatter signals of all 

receiving channels when each element was excited individually in a traditional STA scan. 

The transmitted pulse was simulated as two cycles of sinusoidal wave, weighted by a 

Hanning window. Then the pulses were delayed according to the delay matrix T  and 

summed to yield the simulated DE-STA signals. We also simulated B-mode imaging for the 

same phantom, probe, and imaging configuration for reference. We considered a 3.8 cm-wide 

linear array probe with 128 elements excited with a 5 MHz central frequency. The received 

signals were sampled at 40 MHz and no attenuation was considered in the simulations. The 

location of the focus in the B-mode image was set at a depth of 3 cm in the phantom. The 

transducer array was simulated with 0.28 mm width, 0.02 mm kerf and 1540 m/s speed of 

sound, exactly following the array used in experiments.  

The simulated medium was a 40 mm  10 mm  40 mm (lateral  elevational  axial) 

which had a total of 200,000 point scatters. The phantom included a hyper- (on the left) and a 

hypo-echoic inclusion (on the right) with the same diameter of 12 mm. Both inclusions were 

centered at 30 mm away from the phantom top surface. In the background as well as in the 

hyper-echoic inclusion, the spatial distribution of the scatters was uniform and their 

scattering amplitude followed a zero mean Gaussian distribution. The standard deviation of 
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the scatters’ amplitude distribution inside the hyper-echoic inclusion was 10 times that of the 

background and the hypo-echoic inclusion had no scatters. The probe was 5 mm away from 

the phantom surface. 

To simulate the DE-STA signals, we first used Field II to generate the traditional 

STA data and then used Eq. 2-1 to yield DE-STA signals. To generate the DE-STA signals in 

the l -th ( l =1-128) transmission, a half-period delay (100 ns) was applied to the traditional 

STA RF signals which corresponded to the transmission channels that should be delayed 

according to the l -th row of the delay matrix T . Then the signals of the k -th ( k =1-128) 

receiving channel in the l -th transmission of DE-STA were obtained by summing the 128 

k -th receiving channel signals from the 128 transmissions of the traditional STA, as in Eq. 

2-1. This process was repeated 128 times for the 128 different transmissions ( l =1-128) of 

one DE-STA process.  

White Gaussian noise with a SNR of -10 dB was first applied to the traditional STA 

data. Then, the noise with the same energy was added to the DE-STA signals assuming that 

both traditional STA and DE-STA have the same source of noise, such as electronic noise. 

Afterwards, all the RF data were processed by a 4-th order Butterworth filter with the pass-

band ranging from 3.5MHz to 6.5MHz (the frequencies corresponding to half-maximum of 

the filter). Then the resultant SNR after the filtering was 0 dB in traditional STA.  

The decoding algorithm was implemented in MATLAB R2012b. As explained in 

section II. The received RF signals in DE-STA were first transformed into frequency domain 

using Fast Fourier Transform to obtain matrix M . The decoding matrix D  was obtained by 
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direct inversion. The frequency spectrum of decoded RF signals P  was calculated using 

DMP  . Lastly, the signal in time domain was computed by applying inverse Fourier 

transform function to P . The decoding process was implemented in the frequency range of 

2MHz to 9MHz, in which the above filter has a non-zero weight. This band-pass filter was 

also applied to the traditional STA pre-beamformed data for fair comparison of the image 

qualities between STA and DE-STA images, both of which were obtained using the standard 

delay-and-sum reconstruction method in STA [2] with dynamic apodization as introduced in 

Chapter 1. 

2.3.2.3 Experimental Acquisition Setup  

The experimental RF data were acquired using an Ultrasonix RP research platform 

equipped with the parallel channel acquisition system SonixDaq (Ultrasonix, Vancouver, 

CA) (as shown in Figure 2-3). The ultrasound probe was L14-5, which was a 4 cm-wide flat 

linear array probe with 128 elements that could be used as both transmitters and receivers 

(pitch: 0.3 mm; kerf: 0.02 mm; elevational width: 4 mm; elevational focus: 16 mm). The 

transmission scheme was controlled by Texo, a development toolkit provided by Ultrasonix 

that allows for lower level control of ultrasound system using a program written in C/C++. 

The transmitting pulse was one cycle of sinusoidal wave. The central frequency of the 

transducer was 5 MHz and data were sampled at 40 MHz. The tissue mimicking phantoms 

were made of degassed water (93.85% of total weight), gelatin powder (4.69%), polyethylene 

oxide (scatter) (1%) and formaldehyde (0.46%). In the background of the phantoms, the 

scatter concentration was 1% of the total weight, whereas inside the hyper-echoic inclusions 
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the scatter concentration was twice of that and the hypo-echoic inclusions had no scatters.  

 

Figure 2-3. Experimental system: Ultrasonix RP research plantform equipped with SonixDAQ acquisition 

system (Ultrasonix, Vancouver, CA). Transducer array: L14-5, linear array with 5 MHz central frequency. 

Sampling frequency was 40MHz 

 

RF data were acquired in B-mode (used as a standard reference), traditional STA and 

DE-STA for each phantom with exactly the same set of system parameters (such as the 

voltage levels for the transmission pulses). The transducer was fixed on the top of the 

phantom surface to ensure that images were taken from exactly the same section. The 

beamformed signals were processed by Hilbert transform followed by the logarithm 

compression and were then displayed as log-enveloped images. The decoding and 

reconstruction processes for the experimental data were the same as those described in the 

above section on the numerical simulations. 
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The experimental DE-STA data were acquired from three different phantoms for 

different perspectives which we defined them as Phantom 1, Phantom 2 and Phantom 3. 

Phantom 1 was a 4 cm by 4 cm square phantom which contained both a hyper- (on the right 

side) and a hypo-echoic (on the left) inclusion with a diameter of 1.2 cm, and three wire 

inclusions of 0.5 mm diameter. Phantom 2 was a 4 cm by 6 cm phantom which contained 3 

hypo-echoic inclusions with a diameter of 1.6 cm, 1.2 cm and 0.7 cm, from the top to the 

bottom of the phantom, respectively. Phantom 3 was a 4 cm by 6.4 cm phantom which 

contained three 1.2 cm-diameter hyper, hypo and hyper-echoic inclusions from the top to the 

bottom and also 4 wire phantoms located at approximately the depth of 5 cm. 

2.4 Results 

2.4.1 Simulation Results 

Figure 2-2 (c) shows the DE-STA RF signals in the simplified simulation model with 

a point target and a four-element array. The panels from the top to the bottom correspond to 

DE-STA RF signals received by channel 1 in the first, second, third, and the fourth DE-STA 

transmission, respectively. In any transmission event, there are four pulses in one RF signal 

and they correspond to the four transmitting elements.  Figure 2-2 (d) shows the decoded RF 

signals. The panels from the top to the bottom correspond to the recovered RF signals 

received by channel 1 if Ch1, 2, 3, and 4 were excited individually as in traditional STA. 

There is only one pulse in a RF signal in each transmission. The SNR in the signals before 

and after decoding are 3.79 and 7.19 times, respectively which can also be visualized by 
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comparing the signals in Figure 2-2 (c) and (d). The amplitude of noise was reduced with the 

signal amplitude remaining almost the same. Therefore, the SNR of RF signals has been 

improved by 1.89 times by DE-STA technique.  

Figure 2-4 shows the results of the simulation with Field II. Figure 2-4 (a) shows the 

line plot of a typical pre-beamformed RF signal in the traditional STA without adding noise. 

The signal was received by the 30-th element at the transmission of the 30-th element in 

Field II. Figure 2-4 (b) shows the same signal after adding 0 dB bandpassed noise. As 

introduced in the method section, we added the same level of noise to the simulated DE-STA 

signals. Figure 2-4 (c) is the restored traditional STA signal by decoding the noisy raw DE-

STA signals. The signal in Figure 2-4 (c), decoded from the DE-STA signals, is similar to the 

noiseless STA signal in Figure 2-4 (a) and has a better SNR than the noisy traditional STA 

signal in Figure 2-4 (b). As described in method section 2.3.2.2, the resultant SNR in Figure 

2-4 (b) is 0 dB. The SNR of the signal (Figure 2-4 (c)) restored from the DE-STA signals is 

18 dB. Therefore, the pre-beamformed RF SNR has been increased by 18 dB (~8 times) in 

DE-STA over the traditional STA.  
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Figure 2-4. Plots of the simulated raw RF signal obtained from: (a) traditional STA imaging without noise, (b) 

traditional STA imaging with noise and (c) the restored traditional STA by decoding the DE-STA signals with 

the same level of noise as in (b). 

 

The improvement of SNR in DE-STA for pre-beamformed RF signals in Figure 2-2 

and Figure 2-4 over the traditional STA is 1.89 times and 8 times, respectively. The SNR 

improvement is close to the theoretical limit, I ( I  is the total number of transmitters, i.e. 4 

for the simulation in Figure 2-2 and 128 for the simulation in Figure 2-4). The actual values 

are slightly lower than the theoretical ones. This is because the optimum SNR improvement 

occurs only at the central frequency 0f .  

Figure 2-5 (a) and (b) show the beamformed log-enveloped images in conventional 

B-mode imaging and reconstructed traditional STA imaging, respectively, when there is no 

noise added to the RF data. Figure 2-5 (c) and (d) are the traditional STA and DE-STA 

images under the same amount of noise, respectively. The DE-STA provided an image with a 
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better SNR than that in the traditional STA. The DE-STA image (d) also agrees well with the 

corresponding B-mode image (a) and the STA image (b) without adding noise to the RF data. 

 
Figure 2-5. Simulated log-enveloped beamformed images obtained in (a) B-mode imaging, (b) traditional STA 

imaging without adding noise, (c) traditional STA imaging with noise and (d) DE-STA imaging with the same 

amount of noise in raw RF signals as in (c). The dynamic ranges are: (a) 160 dB; (b), (c) and (d): 60 dB. 

2.4.2 Experimental Results 

 Figure 2-6 shows the images (the top row) and line plots (the bottom row, at the 

location of the horizontal white lines through the wire as indicated by the white arrows) in (a) 

B-mode imaging, (b) traditional STA imaging and (c) DE-STA imaging of Phantom 1. The 

measured spatial lateral resolution, peak-signal-to-noise ratio (PSNR) of the wire target, and 

contrast-to-noise ratio (CNR) values of the hyper-echoic inclusion were used to compare the 
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image quality of the various imaging methods (Table 2-1). The image spatial resolution, 

PSNR, and CNR of the hyper-echoic inclusion in DE-STA were improved over those of the 

traditional STA image. Both the circular inclusions and the wire targets were better detected 

in the DE-STA image than the STA image. The bright dots inside the hypo-inclusion 

(probably due to air bubbles) can also be clearly seen after DE-STA reconstruction. The line 

plots (second row, Figure 2-6) further demonstrated that the spatial resolution and PSNR 

from the wire inclusion (denoted by the arrows) have been enhanced: the lateral resolution 

(assessed by the full width at half maximum (FWHM)) in DE-STA was improved by 28% 

and the PSNR was increased by 7 dB, compared with the traditional STA image. The DE-

STA image also provided best contrast property as assessed by the CNR of the hyper-

inclusion.  
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Figure 2-6. Experimental log-enveloped beamformed images obtained in (a) B-mode imaging, (b) traditional 

STA imaging and (c) DE-STA imaging. Top row: phantom images. Bottom row: lateral line plots at the depth 

of 2.4 cm. The white line indicates the position of line plots in the images. The dynamic ranges are: (a) 40 dB; 

(b) and (c): 80 dB. 

 

Mode PSNR [dB] FWHMlat [mm] CNR (hyper) 

B-mode 16.7 1.00 0.9186 

STA 31.0 0.72 1.1725 

DE-STA 38.0 0.60 1.4229 

Table 2-1. PSNR and FWHM of the point target and CNR of the hyper-echoic inclusion in conventional B-

mode, traditional STA and DE-STA images, respectively in Figure 2-6. 

 

Figure 2-7 shows the images (the top row) and line plots (the bottom row, along the 

vertical white lines) in (a) B-mode imaging, (b) traditional STA imaging and (c) DE-STA 

imaging of Phantom 2. Both the phantom images and the line plots of DE-STA imaging 
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present a better contrast and spatial resolution than those of the traditional STA imaging. The 

smallest inclusion which was located at around the depth of 5.5 cm demonstrated that even 

for the inclusion which was far from the transducer surface, high resolution can still be 

obtained in DE-STA image due to the improved SNR of the pre-beamformed RF signals. 

Detailed CNR comparison of traditional STA and DE-STA images from 2nd and 3rd hypo 

inclusions are shown in Table 2-2.  

 
 

Figure 2-7. Experimental log-enveloped beamformed images obtained in (a) B-mode imaging, (b) traditional 

STA imaging and (c) DE-STA imaging. Top row: phantom images. Bottom row: axial line plots at 2.25 cm 

(indicated by vertical white lines). The dynamic ranges are: (a) 40 dB; (b) and (c): 60 dB. Three dashed squares 

on the axial line plot in (c) indicate the position of the three hypo inclusions. 
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CNR 2nd hypo 3rd hypo 

B-mode 1.88 0.79 

STA 0.75 0.42 

DE-STA 2.50 1.92 

Table 2-2. CNR of the 2nd and 3rd hypo inclusions in conventional B-mode, traditional STA and DE-STA 

images, respectively in Figure 2-7. 

 

Figure 2-8 shows the images (the top row) and line plots (the bottom row, along the 

vertical white lines) in (a) B-mode imaging, (b) traditional STA imaging and (c) DE-STA 

imaging of Phantom 3. The B-mode image displays a severe shadow below the first hyper 

inclusion (in both log-enveloped image and axial line plot) which leads to the indiscernibility 

of the other two inclusions. However, the STA and DE-STA images were less affected from 

the shadow brought by the first inclusion. The DE-STA image gave a better contrast for the 

hypo inclusion underneath the first hyper inclusion than those of the B-mode and the 

traditional STA images. 
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Figure 2-8. Experimental log-enveloped beamformed images obtained in (a) B-mode imaging, (b) traditional 

STA imaging and (c) DE-STA imaging. Top row: phantom images. Bottom row: axial line plots at 2.0 cm 

(indicated by vertical white lines). The white arrows in (b) indicate the locations of four wire targets. The 

dynamic ranges are: (a) 40 dB; (b) and (c): 60 dB. Three dashed squares on the axial line plot in (c) indicate the 

position of the hyper, hypo and another hyper inclusions. 

2.5 Discussion 

The proposed DE-STA was demonstrated to improve the SNR of pre-beamformed RF 

signals and therefore, the image qualities over the traditional STA in terms of spatial 

resolution, PSNR, CNR and detectability of inclusions. At the central frequency of the 

transducer array, DE-STA is equivalent to the spatial coding with Hadamard matrix [28, 29]. 

If we consider an ultrasound pulse as a sinusoidal wave train, shifting the wave train by half 

period is a rough approximation to invert the wave train. Therefore, we can consider DE-
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STA as an approximation of the spatial coding that occurs with the Hadamard matrix. Since 

the spatial coding with the Hadamard matrix has been shown to improve the SNR of RF 

signals in ultrasound imaging, it is not surprising that DE-STA imaging can improve the 

SNR of RF data.  

The spatial resolution was significantly improved in DE-STA over STA imaging, 

which was demonstrated by significantly reduced size of both the wire phantoms and the 

speckles in the DE-STA image (Figure 2-6). Furthermore, the bright dots in the hypo-

inclusions which might be caused by air bubbles were also better detected in DE-STA 

images. These improvements are due to the fact that DE-STA imaging can increase the SNR 

of pre-beamformed RF signals by multi-element transmission to achieve the highest potential 

spatial resolution in traditional STA imaging. The B-mode images at the transmit focus could 

not yield the same resolution as the STA (DE-STA) images (e.g. Figure 2-5). This is because 

the active sub-aperture of B-mode imaging to form each A-line focusing at 3.5 cm depth was 

32 elements to simulate the Ultrasonix RP hardware limit, whereas in STA or DE-STA 

images, the active aperture at the same depth was the whole array (128 active elements). 

DE-STA imaging was also shown to be least sensitive to the shadowing effect (Figure 

2-8). The B-mode image was acquired by sending focused beams sequentially. Consequently, 

the upper inclusion blocked the beam and therefore shadowed inclusions under it. In STA 

and DE-STA imaging, the upper inclusion can only block the beams associated with the 

transmitting elements right above the upper inclusion whereas other elements can still 

transmit ultrasound to the area below the upper inclusion. Even though shadowing effect in 
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clinical ultrasound imaging can provide useful diagnostic information, when the region of 

interest is right under a highly attenuating object (Figure 2-8), we think DE-STA imaging is 

still a useful approach to reduce the shadowing effect. The hypo-echoic inclusion in the 

middle of Figure 2-8 can be visualized better in DE-STA image than STA image due to the 

much improved RF SNR. Therefore, DE-STA approach can minimize shadowing effect. 

The data acquisition speed in DE-STA imaging can be as fast as B-mode imaging and 

STA imaging since all of them have the similar transmission numbers (~128). The time it 

took for image processing and reconstruction in DE-STA imaging were 1 minute and 10 

minutes, respectively, on a DELL OptiPlex 790 computer using MATLAB R2012b software. 

The decoding processes for each frequency and each receiving channel are independent 

which makes the process amendable to parallel programming. After decoding, the image 

reconstruction in traditional STA imaging can be implemented in real time [37, 38]. 

Therefore, future work may focus on the optimization of DE-STA imaging to speed up the 

decoding process and image reconstruction. 

We used a band-pass filter to cut off the frequency components which are far from 

the central frequency in order to stabilize the inversion of coding matrices. DE-STA can also 

be combined with Pseudo-inverse or other regularization methods [39] to inverse the 

encoding matrix more stably which will be introduced in the next chapter. The DE-STA 

technique can also be combined with temporal-encoding such as orthogonal Golay codes to 

further improve SNR in the future.  

The main goal of this chapter is to propose the theory of DE-STA, demonstrate its 
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feasibility, and verify the improvement of the SNR of the pre-beamformed RF signals. Since 

there are several other approaches to improve the SNR of the pre-beamformed RF signals by 

using multi-element transmission, it would be an interesting future study to compare the 

performance of these approaches and B-mode with DE-STA in a systematic way.  

2.6 Conclusion 

This chapter addressed the feasibility of a delay-encoded synthetic transmit aperture 

technique in ultrasound imaging. A unique coding matrix has been designed to encode the 

transmission scheme which can be implemented in commercial clinic ultrasound scanners. 

The algorithm was tested in both Field II simulations and experiments. The results from both 

simulations and experiments demonstrate increased SNR of pre-beamformed RF signals 

compared with traditional STA which led to enhanced image qualities such as spatial 

resolution, PSNR and contrast in the DE-STA reconstructed images. The proposed image 

reconstruction framework may be also extended to B-mode, plane wave imaging, and 

synthetic aperture sequential beamforming. 
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Chapter 3 Pseudo-Inverse (PI) Decoding 
process in Delay-encoded Synthetic 
Transmit Aperture (DE-STA) Imaging 

Authors: Ping Gong, Michael C. Kolios, Yuan Xu 

P. Gong, M. C. Kolios, and Y. Xu, “Pseudo-Inversion (PI) Decoding process in Delay-

encoded Synthetic Transmit Aperture Imaging,” (Submitted for publication, IEEE 

transactions on ultrasonics, ferroelectrics, and frequency control, June 2015) 

3.1 Abstract 

As introduced in Chapter 2, in the decoding process of DE-STA, the equivalent STA 

data were obtained by directly inversing the coding matrix. This is usually regarded as an ill-

posed problem especially under high noise levels. Pseudo inverse is usually used instead for 

seeking a more stable inversion process. In this chapter, we applied singular value 

decomposition to the coding matrix to conduct pseudo-inverse. Our numerical studies 

demonstrated that the singular values of the coding matrix had a special distribution, i.e. all 

the values were the same except for the first one and last one. We compared the pseudo 

inverse in two cases: complete pseudo inverse (CPI), where all the singular values were kept, 

and truncated pseudo inverse (TPI), where the last and smallest singular value was ignored. 
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The pseudo inverse (both CPI and TPI) DE-STA processes were tested against noise with 

both numerical simulations and experiments. The CPI and TPI can restore the signals stably 

and the noise affected mainly the pre-beamformed signals corresponding to the first transmit 

channel. The difference in the overall image qualities of the enveloped beamformed images 

between the CPI and TPI was negligible. Thus it demonstrated that DE-STA was a relatively 

stable encoding and decoding technique. Also, according to the special distribution of the 

singular values of the coding matrix, we proposed a new efficient decoding formula which 

was based on the conjugate transpose of the coding matrix. We also compared the 

computational complexity of the direct inverse and the new formula. 

 

Keywords: Pseudo inverse, ultrasound imaging, singular value decomposition, delay-

encoded synthetic aperture imaging, inverse problem 
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3.2 Introduction  

In the previous chapter, delay-encoded synthetic transmit aperture (DE-STA) imaging 

method was proposed based on the Hadamard-encoding technique [40, 41]. The transmission 

scheme in DE-STA imaging was encoded with half-period delay (
02

1

f
t  , 0f  is the central 

frequency of the ultrasound wave), rather than with reversing the polarity as in Hadamard 

encoding. This enabled the implementation of DE-STA in commercial scanners. The coding 

matrix A  in DE-STA method was generated from a Hadamard matrix with [-1, 1] codes. In 

this case however, one represented that no delay was added to the transmitted pulse and 

negative one represented a half-period delay to the transmitted pulse from the transducer 

element. The coding matrix A was then calculated by replacing all the -1 elements in a 

Hadamard matrix with 02 f

f
j

tfj ee





   , where f  was an arbitrary frequency in the spectrum. 

In the decoding process, a decoding matrix D  (i.e. 1-A ) was applied to the received RF data. 

The SNR improvement of the equivalent STA RF data restored from the DE-STA raw data 

has been shown to be comparable to that in the Hadamard encoding technique.  

The decoding step in DE-STA was obtained by directly inversing the coding matrix 

A  in [40, 41]. However, when the signals in DE-STA are degraded by noise, the decoding 

process to obtain the equivalent STA signals is a discrete ill-posed problem for the 

frequencies close to 0 or 0f2  [39], i.e. if an arbitrarily small perturbation of the DE-STA data 

can cause a large perturbation of the restored STA data. When the frequency is close to 0 or 
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02 f , the coding matrix becomes a matrix with all elements being equal to one, a severely ill-

conditioned matrix. As a result, the direct inversion of the coding matrix may be instable in 

the DE-STA decoding process. In such cases, a pseudo inverse is commonly used instead of 

direct inverse of the matrix A . In this chapter, we studied the pseudo inverse decoding 

process in DE-STA method using different noise levels. We also applied singular value 

decomposition (SVD) to the encoding matrix to study the properties of singular values and 

singular vectors of the matrix. We found that the noise affected mainly the pre-beamformed 

signals from the first transmit channel. The difference in the overall image qualities of the 

enveloped beamformed images between the direct and pseudo inverse was negligible. Based 

on the SVD results, an efficient decoding method was derived to reduce the computational 

complexity of the decoding process. 

3.3 Methods 

3.3.1 Pseudo-Inverse (PI) in DE-STA Imaging 

The goal of decoding in DE-STA technique is to recover P  from M  in Eq. 2-4 in a 

stable manner, since M  is usually contaminated by noise. To obtain P , one can multiply 

both sides of Eq. 2-4 with the decoding matrix D  for each frequency within the frequency 

bandwidth of the RF signals: 

DMP                                                                  3-1 
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In principle, 1 AD . However, because of the measurement noise in M , the direct inverse 

may not be stable.  A pseudo-inverse method can be used instead to solve Eq. 3-1.  

Pseudo-inverse is implemented by first applying singular value decomposition (SVD) 

to the coding matrix A , then we have 

*

1
ii

R

i
i vu  



*USVA
                                                      3-2                        

where ),,( 21 Ruuu U  and ),,( 21 Rvvv V  are two orthonormal matrices and ii vu , are the 

i -th column of U  and V , which are defined as the left and right singular vectors of A ; R  is 

the rank of A ; S  is a diagonal matrix which contains all the singular values ( i ) of A , 

distributing in a non-increasing order (such that )R 021    ). Since both U  and 

V  are orthonormal matrices, we also have  

                                                         

*11 UVSAD - 
                                                       3-3
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where *A  means the complex conjugate transpose of A . 

One or more small )1( Rii   indicate that A  is nearly rank deficient and ill-

conditioned. Consequently, to stabilize the solution, the decoding matrix D  is obtained by 

deleting the terms that are associated with the small singular values in Eq. 3-5 in the 

truncated pseudo inverse method (TPI) in this chapter. Moreover, from Eq. 3-5 and Eq. 3-6, 

it is clear that if the singular values are constant or almost constant, the decoding matrix D  

can be replaced by *A  by some modifications (as will be shown later in this chapter). 

Therefore, Eq. 3-1 can be solved exactly or approximately to yield P , which can be used 

through inverse Fourier transform to produce the signals )(tpik . In both simulations and 

experiments, we decode the pre-beamformed RF data from each receiver separately since it is 

independent from the others.  

In the result section 3.4, we first studied the singular values and the singular vectors 

of the DE-STA encoding matrix and derived a method to decode the STA data. Then we 

applied the pseudo inverse method to investigate the decoding process and the image 

reconstruction at various noise levels. 	

3.3.2 Application to Ultrasound Imaging: Pseudo-DE-STA 

The pseudo inverse method was first tested with simulation data and then with 

experimental data acquired by the Ultrasonix RP research platform (Ultrasonix, CA).  
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3.3.2.1 Simulation setup 

The pseudo inverse was tested with Field II simulation program [35, 36]. The probe 

was a 3.8-cm-wide 128-element linear array with 0.28 mm width, 0.02 mm kerf and 1540 

m/s speed of sound, the characteristics of the array used in experiments. Standard STA and 

DE-STA data were acquired from a 4 cm1 cm5.5 cm (lateralazimuthalaxial) phantom 

which contained seven simulated wire targets located at 5 mm intervals from 15 to 45 mm in 

depth. The diameter of the wire targets was 200 μm. Two noise levels (SNR equaled to 0 and 

-10 dB, respectively in the case of standard STA imaging) were added to both the standard 

STA and DE-STA data. No attenuation was added to the simulation. Afterwards, pseudo 

inverse steps were applied to restore the traditional STA data. Lastly, the restored pre-

beamformed RF signals from all receiving channels were examined to investigate the 

performance of SNR improvement undergoing the two inversions (complete pseudo inverse 

(CPI) and truncated pseudo inverse (TPI), will be defined later) with different noise levels.  

3.3.2.2 Experimental Acquisition Setup 

The experimental RF data were acquired using an Ultrasonix RP research platform 

equipped with the parallel channel acquisition system SonixDaq (Ultrasonix, CA), using 

probe L14-5. The central frequency of the transducer was 5 MHz with 40 MHz sampling 

frequency.  

RF data were acquired in DE-STA mode from a 4 cm4 cm tissue mimicking 

phantom which contained a hyper- (on the right side) and a hypo-echoic (on the left) 

inclusion with a diameter of 1.2 cm as well as three wire inclusions of 0.5 mm diameter 
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(detailed description of the phantom can be found in Chapter 2). The DE-STA data were 

processed by both CPI and TPI. The beamformed signals were processed by Hilbert 

transform followed by the logarithm compression and were then displayed as log-enveloped 

images.  

3.4 Results 

3.4.1 Singular Values and the Singular Vectors Study 

The coding matrix A  was derived from the Hadamard matrix by replacing -1 with 

0f

f
j

e


. Applying SVD to A  in Matlab illustrated that the singular values were all the 

same )( 0  for all the frequencies we have studied except for the first one )( 1  and the last 

one )( R  as shown in Figure 3-1. The singular values are displayed for the frequency 

dependent coding matrix A  for three different frequency components as examples: 2 MHz, 

3.5 MHz and 5 MHz. At 5 MHz (the central frequency of the transducer), 0f

f
j

e


 is -1 and A  

is exactly a Hadamard coding matrix with binary codes [-1, 1]. Then A  is a stable matrix 

with condition number
R

1




(the ratio between the largest singular value to the smallest one) 

equaling to 1. The singular value distribution is a straight line. As the frequency component 

used in the calculation diverges from the central frequency, the coding matrix becomes more 

and more ill-conditioned with an increasing condition number as demonstrated by the curves 

corresponding to 2 and 3.5 MHz in Figure 3-1. 
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Figure 3-1. Singular values of coding matrix A  in DE-STA methods at 3 different frequencies (i.e. 2, 3.5 and 5 

MHz). The singular values are all the same )( 0  except for the first one )( 1  and the last one )( R  at 2 and 

3.5 MHz. At the central frequency 5 MHz (dotted line), the singular values are constant.  

 

Then the terms associated with 1  and R  can be extracted and the decoding matrix D  can 

be written as 
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so that  

*
*

00
*
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*
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1

*
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)1()1( AD
σσσσ

σσ

σ

uv

σσ

σσ

σ

uv RR

R

RR   																																		3-8 

Then the calculation of 1A  has been replaced by *A  which enables a more efficient DE-

STA decoding algorithm. The computational complexity has been reduced.  

i  
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If the terms associated with all the singular values are kept (as in Eq. 3-8), it is 

equivalent to directly inversing A . Such process is referred to as complete pseudo inverse 

(CPI) in the following text. On the other hand, due to the special property of singular value 

distributions of A  (Figure 3-1), the term associated with last singular value ( R ) can be 

deleted in order to stabilize the inversion and this decoding process is referred to as truncated 

pseudo inverse (TPI) (as in Eq. 3-9).   

*
*
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3.4.2 Simulation Results 

In Field II simulation results, the decoded RF signals from an arbitrary receive 

channel was analyzed (e.g. 30th receiving channel as an example) to compare the 

performance of TPI and CPI at two SNR levels of the pre-beamformed RF signals: 0 dB and 

-10 dB before decoding. The noise was filtered by a 4th order Butterworth band-pass filter to 

simulate the filtering effect of the transducer. No other filtering process was applied to 

decode DE-STA data except for a rectangle window to cut the frequencies close to 0 and 

02 f . Decoding steps was applied to the frequency range from 2 to 9 MHz (with non-zero 

amplitude).  

It has been found that the restored RF signals from all the combination of transmitting 

and receiving elements decoded from CPI almost completely overlapped with those from TPI 

with similar SNR values except for the case when the first element was used as the 

transmitter. 
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Figure 3-2 and Figure 3-3 show the simulation results corresponding to the signals 

received by the 30th element at the transmission of the 30th and the 1st element, respectively, 

with 0 dB additive noise. Figure 3-2 (a) displays the line plot of a typical noiseless pre-

beamformed RF signal in the standard STA mode as a reference. Figure 3-2 (b) illustrates the 

same signal after adding 0 dB band-passed noise. We added the same level of noise to the 

simulated DE-STA signals. Figure 3-2 (c) and (d) show the restored signals by decoding the 

noisy raw DE-STA signals using the CPI and TPI processes, respectively. The signals in 

Figure 3-2 (c) and (d) are similar to the noiseless STA signal as shown in Figure 3-2 (a). 

They both have a better SNR (improved by 22.62 and 21.68 dB, respectively) than the noisy 

traditional STA signal in Figure 3-2 (b). The enhancements match the theoretical value as 

well ( 21log10 10 I dB).  

Figure 3-3 displays the pre-beamformed RF signals received by the 30th element at 

the transmission of the 1st element in the same order as those in Figure 3-2: (a) the noiseless 

STA signal, (b) STA signal with 0 dB noise, restored DE-STA signal after (c) CPI and (d) 

TPI. The restored DE-STA signal in Figure 3-3 (c) was similar to the reference in Figure 3-3 

(a) while the signal in (d) was quite different. Also, the SNR enhancement was reduced 

compared with the theoretical value, especially for TPI decoded signal (Figure 3-2 (d)). The 

signal amplitude in Figure 3-2 (d) was reduced compared to that in Figure 3-2 (c), leading to 

a lower SNR in TPI than that in CPI (Table 3-1). Figure 3-2 and Figure 3-3 demonstrated that 

the pseudo-inverse process mostly affected the signals related to the 1st transmitter. Detailed 

RF SNR quantifications are shown in Table 3-1. 
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As a comparison, the RF signals in these four different modes were also presented 

while using the same setup, but with a higher level noise (SNR= -10 dB) as shown in Figure 

3-4 (30th transmitter and 30th receiver) and Figure 3-5 (1st transmitter and 30th receiver). 

Detailed RF SNR quantifications of Figure 3-4 and Figure 3-5 are shown in Table 3-2. 

Similar general trends have been observed while using -10 dB noise. The SNR improvements 

after both CPI (22.67 dB) and TPI (22.57 dB) agreed well with the theoretical value at the 

transmission of the 30th transmitter, whereas, the SNR improvement was decreased at the 

transmission of the 1st element. However, under -10 dB noise, TPI provided a better SNR 

value while using 1st transmitter. Detailed quantification values are shown in Table 3-2. 

Other SNR levels such as -20 dB or -30 dB have also been investigated. Same trend was 

observed: at 30th transmitter, the SNR improvement for both CPI and TPI decoded data 

followed the theoretical value whereas at the 1st transmitter, as the noise increased, the 

superiority of TPI became more and more significant.  

The SNR improvement comparison between Table 3-1 and Table 3-2 illustrated that 

the decoding process, by either the CPI or the TPI, was stable using the DE-STA technique. 

For low noise levels, the CPI was better than the TPI. The superiority of the TPI was evident 

at higher noise levels and this was mainly reflected by the signals from the 1st transmitting 

element. 

The log-enveloped beamformed images obtained from CPI and TPI with 0 dB and     

-10 dB additive noise are presented in Figure 3-6 and Figure 3-7 ((a) CPI, (b) TPI) 

respectively. CPI and TPI provided similar reconstructed images in both Figure 3-6 and 
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Figure 3-7. This was due to fact that the effect of deleting the smallest singular value was 

minor (mainly affecting the 1st transmitting element). We will return to this point in the 

discussion section.  

 

Figure 3-2. Pre-beamformed RF signals received by the 30th receiving element at the transmission of the 30th 

element from 4 different cases: (a) standard STA signal without noise, (b) standard STA signal with 0 dB 

additive band-passed noise, restored DE-STA signal after applying (c) CPI and (d) TPI to the RF data with the 

same amount of noise as in (b). 
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Figure 3-3. Pre-beamformed RF signals received by the 30th receiving element at the transmission of the 1st  

element from 4 different cases: (a) standard STA signal without noise, (b) standard STA signal with 0 dB 

additive band-passed noise, restored DE-STA signal after applying (c) CPI and (d) TPI to the RF data with the 

same amount of noise as in (b). 

 

SNR (dB) STA CPI TPI 

30th Transmitter 0.78 23.40 22.46 

1st Transmitter 0.72 8.92 2.27 

Table 3-1. Detailed quantifications of STA, CPI and TPI decoded RF signals with 0 dB additive noise at the 

transmission of 30th and 1st element respectively 
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Figure 3-4.  Pre-beamformed RF signals received by the 30th receiving element at the transmission of the 30th 

element from 4 different cases: (a) standard STA signal without noise, (b) standard STA signal with -10 dB 

additive band-passed noise, restored DE-STA signal after applying (c) CPI and (d) TPI to the RF data with the 

same amount of noise as in (b). 

 

 

Figure 3-5.Pre-beamformed RF signals received by the 30th receiving element at the transmission of the 1st 

element from 4 different cases: (a) standard STA signal without noise, (b) standard STA signal with -10 dB 

additive band-passed noise, restored DE-STA signal after applying (c) CPI and (d) TPI to the RF data with the 

same amount of noise as in (b) 
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SNR (dB) STA CPI TPI 

30th Transmitter -8.8 13.87 13.77 

1st Transmitter -8.4 -1.39 2.40 

Table 3-2. Detailed quantifications of STA, CPI and TPI decoded RF signals with -10 dB additive noise at the 

transmission of 30th and 1st element, respectively 

 

Figure 3-6. Reconstructed images using (a) CPI and (b) TPI decoding processes with 0 dB additive noise 

 

Figure 3-7. Reconstructed images using (a) CPI and (b) TPI decoding processes with -10 dB additive noise 
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3.4.3 Experimental Results 

Figure 3-8 shows DE-STA images of the experimental tissue mimicking phantom as 

described in the method section with (a) CPI and (b) TPI. Figure 3-8 (c) and (d) are the 

lateral line plots through the wire targets in (a) and (b) as indicated by the white line, 

respectively. Image qualities obtained from CPI and TPI were quantified by peak-signal-to-

noise ratio (PSNR, as assessed by the wire target), spatial resolution (as assessed by the full 

width at half maximum (FWHM) of the wire target) and contrast-noise-ratio (CNR) of the 

hyper inclusion. Detailed values are shown in Table 3-3.  

Based on the results presented in Figure 3-8 and Table 3-3, we concluded that the 

performance of CPI and TPI were similar, which also agreed well with the simulation results.  

 

 

Figure 3-8. Experimental DE-STA log-enveloped beamformed images decoded from (a) CPI and (b) TPI. Top 

row: phantom images obtained by (a) CPI and (b) TPI; Bottom row: lateral line plots through the wire target as 

in (c) CPI image and (d) TPI image.  
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Mode PSNR [dB] FWHMlat [mm] CNR (hyper) 

CPI 38.0 0.60 1.4229 

TPI 38.2 0.60 1.4444 

Table 3-3. Detailed quantifications of CPI and TPI decoded images of the experimental phantom 

3.5 Discussion  

The SNR improvement for both CPI and TPI processes matches the theoretical value 

as in Hadamard encoding and is independent of the additive noise level. This demonstrates 

that the decoding process in the DE-STA technique is stable. Truncating the smallest singular 

value mainly affects the signals corresponding to the 1st transmit channel (Table 3-1 and 

Table 3-2). Considering the measured signals M  are contaminated by noise e , then from Eq. 

3-1 and 3-5, the decoded RF signals under noise nP  can be solved as  
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The difference between the solutions with and without noise, P , is 

e
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

 PPP  ,                                                         3-11 

where iu  and iv  are singular vectors associated with the output and input spaces, 

respectively. 

From Eq. 3-11, it can be clearly seen that the term corresponding to the small singular 

values will be more sensitive to the measurement noise e . The coding matrix A  has a 

special distribution of singular values (Figure 3-1), which is a straight line )( 0  except for 

1  and R  ( 128R  in both simulations and experiments). Therefore, we only need to check 
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the term associated with the smallest singular value 128 , (i.e. e
u

v
128

*
128

128 
). Figure 3-9 shows 

the plots of vector 128v and 64v  (shown as a reference). The index of the horizontal axis, i , is 

the index of transmitting elements in the vector 128v  and 64v . For example,  )(128 iv  and )(64 iv  

indicates the weight used to restore the signals corresponding to the i -th transmitting 

element. Figure 3-9 shows that when i  equals 1, 128v  has a much greater value compared 

with the other points (others are all the same with a value around 0). Consequently, the P  

in Eq. 3-11 mostly has an impact on the 1st transmitting element as indicated by Figure 3-9. 

On the other hand, other singular vectors, such as 64v , will affect signals related to majority 

of transmitters. The fact that only the signals related to one transmit channel is severely 

affected by noise shows that DE-STA is a relatively stable encoding and decoding technique 

in terms of the overall image quality of the enveloped beamformed images since deleting the 

signals corresponding to the 1st transmitter will not compromise the overall image qualities 

significantly.  
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Figure 3-9. Plots of vectors  128v  and 64v  (reference) of coding matrix A  at 8 MHz 

 

  The signal amplitudes for TPI decoded data (Figure 3-3 (d) and Figure 3-5 (d)) have 

been decreased compared to the corresponding CPI decoded data (Figure 3-3 (c) and Figure 

3-5 (c)) at the transmission of 1st element. This is because deleting the terms associated with 

last singular value R  results in loss of part of the signal information. If the noise level is 

low, the information loss will compromise the performance of TPI, leading to a lower SNR 

compared with CPI decoded data (Figure 3-3, Table 3-1). However, if the noise level is high, 

the amplification of noise e  in the term of e
u

v
128

*
128

128 
 by 128  in the CPI process becomes 

dominant. Then TPI shows superiority as illustrated by Figure 3-5 and Table 3-2: the 

reduction of noise amplitude compensates for the information loss, leading to a higher SNR 

in TPI decoded data than the CPI case. This term corresponding to 128  mainly affects the 1st 

Weights  
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transmitting element, which explains the similarity of the image quality in the reconstructed 

images from CPI and TPI decoded DE-STA images (Figure 3-6, 7 and 8). 

Another novelty of this chapter is the derivation of a new inversion algorithm. 

Comparing CPI and TPI decoding processes (Eq. 3-8 and Eq. 3-9) to the original direct 

inversion as shown by Eq. 3-5, the calculation of coding matrix inversion ( 1A ) has been 

replaced by the multiplication with the complex conjugate transpose of coding matrix ( *A ) 

with some modifications. The efficiency improvement in pseudo inverse includes two 

aspects: storage memory requirement and computational complexity. We will discuss each 

inverse process in their optimal situation.  

For both direct inverse and pseudo inverse (including CPI and TPI), we assume all 

the singular values and singular vectors ( iii vu ,, ) are pre-calculated and pre-loaded in the 

memory. Then the memory space needed for direct inverse must be sufficient for all the 

( Rivu ii :1,,  ) plus ( R ,1  and 0 ). This requirement for memory is approximately 
2

R
 

times compare to that in CPI or TPI in which only ( RRR vuvu  ,,,,, 111 and 0 ) are needed to 

be stored.  

To estimate the computational complexity, we estimate the order of the number of the 

multiplication and summation in the decoding processes. For simplicity, we assume that the 

number of transmitters and receivers is the same order as R , ( RKI  ), the rank of the 

encoding matrix. Then for the direct inverse process, the calculation of each step and 
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corresponding complexity to decode the k -th column in matrix M , kM ( Kk :1 , receiver 

index), are shown as below: 
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where kP is the k -th column in matrix P (restored STA signal in frequency domain). For the 

pseudo inverse process, the calculation of each step and corresponding complexity are: 
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From Eq. 3-12 to Eq. 3-13, the computational complexity has been reduced by 3/2  

after implementing Eq. 3-8 or Eq. 3-9 compared with the direct inverse equation (Eq. 3-5). 
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The efficiency improvement is important as the decoding matrix is frequency dependent 

which involves heavy computational load (e.g. to generate Figure 3-8, over 300 decoding 

matrices are needed). In addition, the simplicity of Eq. 3-8 or 3-9 may also bring the 

opportunity to implement the decoding through hardware, which will further improve the 

speed of the decoding process.  

3.6 Conclusion 

In this chapter, we demonstrated the stability of DE-STA method by testing the 

decoding process at various SNR levels using both completed pseudo inverse (CPI) and 

truncated pseudo inverse (TPI). We studied the property of encoding matrix A  with SVD 

and found that all the singular values were the same except for the first one and the last one. 

The last singular value had very minor effect on the overall image quality from simulation 

and experimental results. We also derived a more efficient decoding process by replacing the 

calculation of 1A  by *A  with some modifications. The computational complexity was 

reduced from )3( 2RO  to )( 2RO . 
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Chapter 4 Image Reconstruction by 
Filtered Spatial Compounding (FSC) in 
Synthetic Transmit Aperture (STA) 
Imaging 

Authors: Ping Gong, Michael C. Kolios, Yuan Xu 

P. Gong, M. C. Kolios, and Y. Xu, “Image Reconstruction by Filtered Spatial Compounding 

(FSC) in Synthetic Transmit Aperture (STA) Imaging,” (Submitted for publication, IEEE 

transactions on ultrasonics, ferroelectrics, and frequency control, Nov 2015) 

4.1 Abstract 

Spatial Compounding techniques have been developed to improve the image contrast-

to-noise ratio (CNR) by reducing the background speckle variations. This usually comes at 

the cost of temporal or spatial resolutions. Here we propose a filtered spatial compounding 

(FSC) image reconstruction method to enhance target CNR and lesion signal-to-noise ratio 

(lSNR, one metric to quantify lesion detectability) while still retaining the spatial resolution 

(at -6 dB level) achieved in delay-and-sum (DAS) beamforming for synthetic transmit 

aperture (STA) imaging. FSC includes two steps: (1) spatially filtering the off-axis signals 
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with a 2-dimentional (2-D) aperture domain filter along both transmit and receive 

dimensions; (2) then applying compounding on both dimensions. FSC does not introduce any 

additional transmission excitations and can potentially have the same frame rate as the DAS 

beamforming. The proposed FSC method was tested with data from numerical simulations 

and experiments. Image quality was improved in terms of the target CNR and lSNR 

(maximally improved by 110% in simulation). The effects of the filter bandwidth, additive 

noise, and apodization on the performance of FSC were also investigated. Lastly we showed 

that some other image reconstruction methods, such as DAS, conventional spatial 

compounding (CSC), and sub-aperture compounding, could be considered as special cases of 

FSC with different choices of filter parameters.   

 

Keywords: Spatial compounding, 2-D aperture domain filter, Speckle suppression, Synthetic 

transmit aperture (STA) imaging  
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4.2 Introduction 

The lesion SNR in ultrasound images is limited by the speckle signal-to-noise ratio 

(sSNR). Speckles in the ultrasound images are formed by constructive and destructive 

interferences of the echoes from a collection of non-resolvable scatterers [42]. Various 

spatial compounding (SC) methods have been developed and implemented in commercial 

ultrasound systems to increase the speckle SNR and improve target detectability [19, 43-47]. 

The compounding effect can be achieved by acquiring the common or overlapping sub-

images at multiple beam orientations. Each sub-image corresponds to one steering angle [19, 

46]. Another compounding technique obtains sub-images using laterally translated sub-arrays 

[44, 48]. Afterwards, sub-images are combined incoherently with amplitude detection to 

suppress speckle. Each point in the compounded image may correspond to a different number 

of sub-images, potentially leading to artifacts during averaging. This can be reduced by some 

more advanced compounding methods such as acquiring the same scan-lines with different 

transmit apertures [47] or using a more uniform line density [49].  

SC usually sacrifices temporal resolution by involving a greater number of 

transmission events. This can be compensated by recursive imaging in which the 

compounded image is updated after each acquisition of a new sub-image [14]. The temporal 

resolution loss can be further remedied by accomplishing compounding on partially 

overlapping receive sub-apertures rather than on transmit [50]. Another solution was 

proposed by Behar et al [51] to perform compounding with a system of three transducers: 

one phased array located at the center and was used as both transmitter and receiver; another 
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two unfocused piston transducers located at each side and were only used as receivers. This 

system offered improved image quality without multiple scans.  

Spatial compounding has also been applied to synthetic transmit aperture (STA) 

imaging [2] and is referred to as Synthetic Aperture Compounding (SAC) [14, 52, 53]. This 

technique performed compounding by manipulating the transmit and receive apodizations 

applied to a convex array. The technique enabled compounding at any angles without 

temporal resolution loss and provided better image spatial resolution, contrast, and lesion 

detectability than the conventional compounding and STA imaging.  

In this chapter, we propose a new spatial compounding technique in which a 2-D 

aperture domain filter is applied to standard STA signals and is referred to as filtered spatial 

compounding (FSC). Several methods based on aperture domain filters have been developed 

to reject signals from off-axis targets to reduce focusing errors and obtain more accurate 

aberration correction [54-59]. In our FSC technique, a 2-D aperture domain filter along both 

transmit and receive aperture directions is first applied to the 3-D synthetic transmit aperture 

RF data; then the compounding is applied to the filtered pre-beamformed data in both 

transmit and receive processes. The new method improves the speckle SNR and target CNR 

by compounding. It also retains comparable spatial resolution as achieved in DAS. The 

above two factors lead to an enhanced lSNR of the targets. Moreover, FSC does not 

introduce any additional transmissions and potentially preserves the frame rate of standard 

DAS beamforming.  
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The chapter is organized as follows: In Section 4.3, the theory behind the FSC 

technique is explained; the simulation and experiment setups and the quantification metrics 

for FSC images are introduced. Section 4.4 describes the results of both FSC numerical 

simulations and experiments, such as the effects of the filter bandwidth and noise on the 

performance of FSC. The comparison between FSC images and those reconstructed with 

DAS and conventional spatial compounding (CSC) techniques are shown as well. In Section 

4.5, we show that some other image reconstruction methods, such as DAS, CSC, and sub-

aperture compounding, can be considered as special cases of FSC with different choices of 

filters; the reasons of the enhanced image qualities are explained. The conclusions are drawn 

in Section 4.6. 

Note that from this chapter, the transmit and receive indices i (i=1:I) and k (k=1:K) 

will be replaced by m (m=1:M) and n (n=1:N) in order to avoid the confusion with the 

imaginary unit expression ‘i ’or ‘j’. 

4.3 Methods 

4.3.1 Filtered Spatial Compounding (FSC) in Synthetic Transmit Aperture (STA) 

Imaging 

4.3.1.1 Theory 

The received channel RF data in the STA imaging technique are presented as a 3-D 

data matrix (i.e. time×receive×transmit). They are first aligned along time direction with 

various focusing delays to compensate the time-of-flight differences in each receiving 
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channel under each transmission while focusing at one image point ( ),( zxI , with coordinate 

of ),( zx ). Then they can be summed coherently (as in the conventional delay-and-sum 

(DAS)) to produce the value of the corresponding image point as  


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where ),,( mnttp nm  is the standard STA signal in time domain. m ):1( Mm   and n  

):1( Nn   are the transmit ( T ) and receive ( R ) indexes, respectively. nmt  is the focusing 

delay that is applied to the signal received by the n -th receiving element when only the m -

th transmitting element is activated. )(mAp  and )(nAp  are the apodization functions applied 

to the transmit channel m  and the receive channel n , respectively. Standard STA signals can 

also be summed first coherently along the receive direction then incoherently along the 

transmit direction (conventional spatial compounding (CSC)) or vice versa as  
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where ENV stands for the envelope detection which can be achieved by the Hilbert 

transform. This ENV was applied to the low resolution images in STA techniques as in Eq.4-

2. CSC of STA data can be regarded as compounding with a laterally translated transmit sub-

aperture. In this chapter, DAS/CSC images were processed with dynamic apodization 

( )(mAp , )(nAp ) using a Hanning window function with a fixed f-number of 0.87 as 

introduced in Chapter 1.  
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 In the aligned RF data, after the focusing delay compensation, ideally, signals from 

on-axis objects should be displayed as horizontal lines whereas those from off-axis objects 

are oblique lines/curves. Figure 4-1 shows a simulated STA image from two closely located 

point targets beamformed using DAS. The focus was selected at the point target on the right 

side ( ),( zx = (1.01 cm, 1.5 cm)).  In the aligned RF signals (Figure 4-2 (a)), the oblique lines 

are from the off-axis point target on the left side ( ),( zx  = (0.91 cm, 1.5 cm)), overlapping 

with the signals from the right one (horizontal lines). Figure 4-2 (a) represents time-aperture 

domain RF signals when firing the second transmitter. In the standard DAS of the STA 

signals, the RF data at the time corresponding to a focus point are summed over all 

combinations of receivers/transmitters, or equivalently across the horizontal direction in the 

aperture domain (the horizontal plane at t = 25.5 µs in Figure 4-2). This coherent summation 

of the on-axis signals is constructive and leads to the value of the focus point in the image. 

On the other hand, the signals from the off-axis points will add up destructively in the 

coherent summation since they have different phases for different transmitter/receiver 

combinations. This results in the suppression of undesired contribution from the off-axis 

signals. However, in the CSC technique, signals from both on- and off-axis objects are 

combined incoherently along the transmit dimension without phase information. 

Consequently, the beamformed image suffers more from the interferences of off-axis signals 

in the CSC than those in the DAS method, resulting in decreased image qualities such as 

poorer spatial resolution and lSNR, even though the speckle SNR can be improved due to 

compounding. 
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Figure 4-1. Simulated STA image of the phantom with two closely located point targets. One is at (0.91 cm, 1.5 

cm) and the other is at (1.01 cm, 1.5 cm). The image was beamformed using DAS. 

 

The different spatial orientation of the signals from on- and off-axis objects can be 

characterized as different spatial frequencies after applying a Fourier Transform (FT) over 

the T/R  aperture directions of the 3-D data matrix. In principle, a simple low-pass filter in 

the aperture domain should remove the off-axis signals. Therefore, in the FSC technique, 

prior to the incoherent summations over T/R  aperture directions, we implement a 2-D 

aperture domain filter to the 3-D Fourier transform of the aligned RF data over the T/R  

aperture domains to remove the off-axis signals as shown in Figure 4-2 (b). Then the signals 

are added incoherently across the T/R  aperture directions (a horizontal plane) to produce a 

better speckle SNR.   
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Figure 4-2. Aligned RF signals at the transmission of second element in simulation. Focus is set on the point 

target at (1.01 cm, 1.5 cm) in Figure 4-1. (a) Aligned RF signals without the 2-D aperture domain filter; (b) 

Aligned RF signals with the 2-D aperture domain filter in FSC technique. The interference patterns (oblique 

lines) in (a) are removed. 

 

The process of aperture domain filtering in FSC can be presented by Eq. 4-3.  

HPP filtered 																																																																											4-3 

where P is the 3-D FT of the 3-D STA data matrix; H is a 3-D matrix which acts as 2-D 

aperture domain filter, (there is no filtering applied along time domain) 

mnHHH                                                               4-4 

The off-axis signals are displayed as high spatial frequencies. Hence, H  is designed as a 

low-pass filter along both transmit ( mH ) and receive ( nH ) directions ( mH  and nH  are 3-D 

matrices which perform filtering along transmit and receive aperture domains, respectively). 

A Hanning window function is used to design the low pass filters. In this chapter, the cut-off 

frequency of Hanning window is 1.0 cm-1 ( nH  and mH  approach zero at a spatial frequency 

of 1.0 cm-1) to optimize the image qualities (lSNR). A detailed discussion about the Hanning 

window selection will be introduced in the result section. 

Afterwards, filteredP  undergoes inverse Fourier transform along three dimensions 

(time×receive×transmit) to obtain ),,(filtered mnttp nm . Then spatial compounding (SC) is 

(a) (b) 
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applied on both transmit and receive by adding envelope-detected ),,(filtered mnttp nm  to 

further suppress the speckle and therefore, to improve the image CNR and lSNR.  
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The process of FSC is summarized into a flow chart as shown in Figure 4-3 with the 

references of DAS and CSC. The FSC process is iterated pixel by pixel over the entire 

reconstructed image. 

 

Figure 4-3. Flow chart of the filtered spatial compounding (FSC) reconstruction method. DAS and CSC 

processes are shown as references. 
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4.3.2 Application to Ultrasound Imaging: FSC 

4.3.2.1 Focusing Delay Compensation 

To improve the alignment accuracy, we compensated the focusing delay to the RF 

signals based on the translation property of Fourier transform over the temporal dimension as 

shown by Eq. 4-6. 

nmtfj
nm emnfPmnttp  2),,(),,(                                          4-6 

where nmtfjemnfP  2),,( is the spectrum of ),,( mnttp nm  in temporal-frequency domain. 

f  is any frequency component within the spectrum. The delay was applied to each 

frequency. 

4.3.2.2 Simulation and Experiment Setup 

The filtered spatial compounding (FSC) technique was tested with both simulations 

and experimental data. Simulations were performed with the Field II program [35, 36]. A 64-

element 2-cm-wide 5-MHz linear array was used with a 0.3 mm pitch and a 0.02 mm kerf to 

simulate the experimental probe. It was placed 5 mm above the phantoms. The data were 

sampled at 40 MHz. Standard STA data were acquired from different simulated phantoms (as 

described below in the results section) and reconstructed with DAS, CSC and, FSC. 

The experimental RF data were acquired using Verasonics Vantage research platform 

(Verasonics Inc., Kirkland, WA). The ultrasound probe was the L7-4 linear array (Philips) 

(pitch: 0.298 mm; kerf: 0.05 mm; elevational width: 5.5 mm; elevational focus: 25 mm). The 

transmitting pulse was one cycle of sinusoidal wave. The central frequency was 5.208 MHz 
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and the sampling frequency was four times of the central frequency. RF data were acquired 

under standard STA mode. A 4 cm   4 cm tissue mimicking gel phantom was used, which 

contained a hypo- (on the left side) and a hyper-echoic (on the right side) inclusion with a 

diameter of 1.2 cm, as well as a wire inclusion of 0.5 mm diameter. The detailed composition 

description of the phantom can be found in [40, 41]. The STA signals were processed using 

DAS, CSC and, FSC modes and then displayed as log-enveloped images.  

The performance of the proposed FSC technique was evaluated using speckle signal-

to-noise ratio (sSNR), lateral resolution as assessed by PSF at -6, -20, and -40 dB, axial 

resolution as assessed by FWHM of PSF, contrast-to-noise ratio (CNR) and lesion-signal-to-

noise ratio (lSNR) as introduced in Chapter 1 [14-18, 60]. 

4.4 Results 

Both simulation and experimental results are shown in this section. For the simulation 

results, we first demonstrated the difference between the simulated pre-beamformed RF 

signals without and with the 2-D aperture domain filter. Then we compared the effects of 

various 2-D Hanning window aperture domain filters. The robustness of the FSC technique 

against additive noise was then tested. Lastly, the image qualities in the beamformed images 

of the simulated and experimental phantoms were analyzed. 
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4.4.1 Simulation Results 

4.4.1.1 Filtering Effect on Pre-beamformed RF signals 

  Figure 4-4 illustrates the comparison between the aligned pre-beamformed RF 

signals (a) without and (b) with the proposed 2-D aperture domain filter ( H ) while focusing 

on the point target at the center of a simulated speckle generating phantom. The continuous 

horizontal patterns of RF signals were disrupted by the interferences from off-axis scatters as 

shown in (a). These interferences were removed by the filter as displayed in (b). The filtered 

RF signals were shown as relatively straight lines (a spatial frequency of DC component 

along the receive or transmit domain) after focusing-delay alignment. 

 

Figure 4-4. Aligned channel RF signals in simulation (a) without and (b) with 2-D aperture domain filter from a 

speckle generating phantom. 

4.4.1.2 Hanning Window Selection 

The size of the 2-D Hanning window filter is a crucial factor in the FSC technique. 

To evaluate the effect of the Hanning window selection, both simulated point target and 

speckle generating phantoms were investigated. The FSC images were obtained with the 

Hanning filter size ranging from 1.0 to 16.7 cm-1, as listed in Figure 4-5 and Figure 4-7, 

Table 4-1 and Table 4-2. 
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A. Point Target Phantom 

 Figure 4-5 shows the FSC images obtained from a point target phantom and 

reconstructed with (a) DAS, (b) CSC and FSC with different Hanning window filter sizes as: 

(c) 1.0, (d) 1.6, (e) 2.6, (f) 3.6 (g) 7.8, (h) 16.7 cm-1. (i) is an FSC image without Hanning 

window filtering. Figure 4-6 displays the lateral line plots through the point target 

reconstructed with DAS (Figure 4-5 (a)), CSC (Figure 4-5 (b)) and FSC with three Hanning 

window sizes chosen as examples for further comparison: 1.0 (Figure 4-5 (c)), 2.6 (Figure 

4-5 (e)), and 16.7 cm-1 (Figure 4-5 (h)). The detailed quantifications of the image 

characteristics are presented in Table 4-1: lateral resolutions as assessed by the PSF at three 

different levels (-6, -20 and, -40 dB), axial resolutions as assessed by the FWHM and CTR 

with R equaling to 5λ [20].  
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Figure 4-5. Simulated beamformed images of a point target phantom reconstructed with (a) DAS, (b) CSC, and 

FSC with different Hanning window filter sizes as: (c) 1.0, (d) 1.6, (e) 2.6, (f) 3.6 (g) 7.8, (h) 16.7 cm-1. (i) is the 

FSC image without Hanning window filtering. The dynamic range is 55 dB. 
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Figure 4-6. Lateral line plots through simulated images of the point target reconstructed with DAS (black solid 

line), CSC (black dashed line), and FSC with three Hanning window sizes chosen as examples: 1.0 (gray solid 

line), 2.6 (gray dashed line), and 16.7 cm-1 (gray dot-dashed line).  

 

Hanning 

window 

 size (cm-1) 

Lateral resolution [mm] FWHMaxial  

 [mm] 

CTR 

[dB] -6 dB 

[mm] 

 -20dB 

 [mm] 

 -40dB 

[mm] 

(a) DAS 0.42 0.81 1.12 0.35 -61.14 

(b) CSC 0.58 1.12 2.12 0.35 -33.85 

(c) 1.0 0.35 1.04 2.00 0.35 -41.88 

(d) 1.6 0.65 1.11 2.08 0.35 -42.77 

(e) 2.6 0.88 1.73 2.88 0.35 -39.56 

(f) 3.6 1.08 2.23 3.76 0.35 -30.77 

(g) 7.8 1.61 3.96 6.87 0.35 -12.94 

(h) 16.7 1.96 6.26 -- 0.35 -6.49 

(i) no filter 2.11 9.94 -- 0.35 -3.87 

Table 4-1. Quantification of lateral resolutions at different levels (-6, -20, and -40 dB), axial resolutions and 

CTR values of point target  images obtained from (a) DAS, (b) CSC, and FSC with Hanning window filter sizes 

as: (c) 1.0, (d) 1.6, (e) 2.6, (f) 3.6 (g) 7.8, (h) 16.7 cm-1. (i) is the FSC image without Hanning window filtering. 

‘--’: out of the measurement range. 
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FSC images filtered by a narrow Hanning window (e.g. 1.0 cm-1 Figure 4-5 (c)) 

provided comparable lateral resolution at -6 dB (FWHM) to those in DAS (a). As the 

Hanning window size increased, the lateral resolutions (FWHM) in FSC images were 

degraded. At -20 and -40 dB, the lateral resolutions not only take into account the mainlobe 

width, but also the sidelobe. As the window size increased, the resolutions became broader 

and such trend agreed with the -6 dB measurement. We will return to this in the discussion 

section.   

The axial resolutions in all the images were the same since it mainly depends on the 

spatial pulse length and is unaffected by the Hanning filter size.  

The lateral resolution itself is not sufficient to evaluate the PSF since it mainly 

focuses on the mainlobe and sometimes ignores the impact of sidelobes (especially at -6 dB). 

Consequently, the CTR values were also calculated and compared as shown in Table 4-1. 

With narrower Hanning window sizes (2.6 cm-1), the CTR values of FSC images were in-

between those of DAS and CSC images. More sidelobes were induced with increased 

window size (>2.6 cm-1), resulting in degraded CTR values in FSC images which provided 

the worst performance among the three techniques. From the simulation results of the point 

target phantom, a small Hanning window size is preferred. Later we demonstrate that the 

Hanning window size cannot be arbitrarily small to image a speckle generating phantom. An 

optimal Hanning window size needs to be selected to balance the trade-off between the 

sidelobe reduction and image CNR improvement to achieve the best lSNR. 

B. Speckle Generating Phantom 
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To further investigate the effect of Hanning window selection, the same test was 

performed on the speckle generating phantom as displayed in Figure 4-7 which was a 1 cm   

2 cm phantom with a hyper (left) and a hypo (right) inclusions (4 mm diameter) as well as a 

point target at the center. The scattering strength of the hyper inclusion was 5 times of that in 

the background and the hypo inclusion had no scatterers in the Field II simulation. Table 4-2 

lists the sSNR, lateral and axial spatial resolution (FWHM), CNR and lSNR of the images 

(quantification values for DAS (Figure 4-7 (a)) and CSC (b) images were shown as 

references).  

 



 

  82

 

Figure 4-7. Simulated beamformed images of a speckle generating phantom reconstructed with (a) DAS, (b) 

CSC, and FSC with different Hanning window filter sizes as: (c) 1.0, (d) 1.6, (e) 2.6, (f) 3.6, and (g) 7.8 cm-1. 

(h) shows the selected regions of interest (inside the inclusion) and the background (on its both sides) to 

quantify the CNR and lSNR for both hyper and hypo inclusions, as indicated by the white boxes. The dynamic 

range is 55 dB. 

 

Hanning 

window size 

(cm-1) 

sSNR FWHM 

Lateral 

[mm] 

FWHM

Axial 

[mm] 

CNR  

(hyper) 

CNR 

(hypo) 

lSNR 

(hyper) 

lSNR 

(hypo) 

 (a)DAS 1.40 0.5 0.35 1.95 -3.43 18.65 32.80 

 (b)CSC 1.76 0.61 0.35 2.74 -2.82 23.72 24.41 

(c) 1.0 2.74 0.42 0.35 2.01 -6.53 20.97 68.13 

(d) 1.6 3.02 0.5 0.35 2.14 -6.20 20.46 59.28 

(e) 2.6 3.68 1.08 0.35 2.52 -4.12 16.40 26.80 

(f) 3.6 3.39 1.35 0.35 2.71 -3.59 15.77 20.89 

(g) 7.8 2.16 2.19 0.35 2.19 -2.35 10.01 10.74 

Table 4-2. Quantification of sSNR, resolutions, CNR, and lSNR values of speckle generating phantom images 

obtained from (a) DAS, (b) CSC, and FSC with Hanning window filter sizes of : (c) 1.0, (d) 1.6, (e) 2.6, (f) 3.6 

(g) 7.8 cm-1. 

 

From Figure 4-7 and Table 4-2, as the size of the Hanning window increased, the 

speckle SNR and CNR values of the hyper and hypo inclusion increased gradually due to the 

enhanced compounding effect. However, such CNR improvement reached the maximal point 

and then decreased after increasing the Hanning window to a certain size (3.6 cm-1 for the 

hyper inclusion in Table 4-2, also shown in Figure 4-8 (a), upper plot). For the hypo 
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inclusion, the CNR curve decreased after achieving the peak at a smaller window size of 1.0 

cm-1 (Figure 4-8 (a), lower plot). This is due to the fact that hypo inclusion was more 

sensitive to the sidelode from off-axis structures than the hyper one. As a result, it suffered 

more severe interferences while using wider windows.  

The lateral resolution (FWHM) degraded with increased Hanning window size and 

the axial resolution was largely independent of the Hanning window size. This is similar to 

the results shown in the point target simulation.   

lSNR was used as the primary quantification metric for lesions as it describes the 

lesion detectability and accounts for both resolution variation and the CNR enhancement. 

lSNR curves were plotted for the both the hyper and hypo inclusions as a function of 

Hanning window size (Figure 4-8 (b)). They both exhibited a peak at the window sizes of 1.0 

cm-1. Larger window sizes included more sidelobe effects and reduced the lSNR for both 

inclusions (Figure 4-8 (b) and Table 4-2). Therefore, a Hanning window size can be selected 

to trade-off between the CNR, lSNR improvements and sidelobe influence. The value 1.0 cm-

1 was chosen to process all of the remaining simulation and experimental results. 
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Figure 4-8. . CNR (a) and lSNR (b) curves for both hyper and hypo lesions in the simulated speckle generating 

phantom. Upper row: hyper lesion; Lower row: hypo lesion.  

4.4.1.3 Beamformed Images 

In diagnostic ultrasound imaging, some lesions may provide a low contrast with the 

surrounding tissues. Hence, in this section, a 2 cm   2 cm tissue mimicking phantom with 

very low contrast inclusions were investigated. The tissue mimicking phantom contained four 

4-mm-diameter inclusions (two hyper and two hypo echoic) and a point inclusion at the 

center (as shown by Figure 4-9). These four inclusions were numbered from one to four and 

referred to as lesion 1 to lesion 4 for convenience. The hyper- and hypo-inclusions, which 

were barely detectable in the conventional DAS image, had a scattering strength with the 

amplitudes of 1.7 and 0.6 times of that in the background, respectively. The six white boxes 

of the same size illustrate the regions selected from the targets (lesion 1-4) and the 

background for the CNR and lSNR quantification. Each lesion used the background region 

located at the same depth for calculation to avoid errors. 
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Figure 4-9. Model of the tissue mimicking phantom which contained two hyper and two hypo inclusions 

numbered from lesion 1 to lesion 4. The six white boxes with the same size illustrate the regions selected from 

the targets (lesion 1-4) and the background for the CNR and lSNR quantification.   

 

 Figure 4-10 shows the beamformed images of the simulated tissue mimicking 

phantom (Figure 4-9) whereas Figure 4-11 shows the line plots through the central point 

target using DAS (a), CSC (b), and FSC (c). Quantification metrics are shown in Table 4-3.  

 The FSC image provided comparable CNR values to that in the CSC images but 

without sacrificing resolution, leading to significantly improved lSNR for all the hyper and 

hypo inclusions compared to DAS and CSC. 
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Figure 4-10. Beamformed images of the simulated tissue mimicking phantom using (a) DAS, (b) CSC, and (c) 

FSC techniques. The dynamic range is 35 dB. 
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Figure 4-11. Lateral line plots through the center point target obtained from DAS (dashed line), CSC (dotted 

line), and FSC (solid line). 

 
Technique DAS CSC FSC 

sSNR 1.89 2.59 3.03 

FWHMlat [mm] 0.46 0.65 0.38 

FWHMaxial [mm] 0.30 0.30 0.30 

CNR 1  0.51 0.75 0.87 

CNR 2 -0.68 -1.06 -1.13 

CNR 3  -0.87 -1.37 -1.34 

CNR 4  0.44 0.71 0.92 

lSNR 1 5.49 6.79 10.31 

lSNR 2 7.32 9.60 13.39 

lSNR 3 9.37 12.41 13.80 

lSNR 4 4.74 6.43 9.47 

Table 4-3. Quantification parameters of sSNR, resolutions, CNR, and lSNR measured in DAS, CSC, and FSC 

images. CNR 1 stands for the CNR value for lesion 1 and lSNR 1 stands for the lSNR value for lesion 1, etc. 

4.4.2 Stability against Noise 

 To further demonstrate the stability of FSC reconstruction technique in the presence 

of noise, 0 dB band-passed white Gaussian noise was applied to the simulated STA RF data 

acquired from the phantom in Figure 4-9. The reconstructed images and image metrics are 
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shown in Figure 4-12 and Table 4-4, respectively. The FSC image illustrated best lSNR 

among three reconstruction techniques which indicated stable performance with additive 

noise. Lesion 4 in the CSC image (Figure 4-12) showed a negative CNR value (that should 

not occur for a hyper lesion), resulting in undetectable lSNR in Table 4-4. 

 

Figure 4-12. Beamformed images of simulated tissue mimicking phantom obtained with (a) DAS, (b) CSC, and 

(c) FSC under 0 dB band-passed white Gaussian noise. The dynamic range is 35 dB. 
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 Technique (a) DAS (b) CSC (c) FSC 

sSNR 1.92 4.32 3.06 

FWHMlat [mm] 0.46 0.62 0.38 

FWHMaxial [mm] 0.35 0.35 0.35 

CNR 1  0.51 0.72 0.91 

CNR 2 -0.65 -1.15 -1.01 

CNR 3  -0.81 -1.81 -1.25 

CNR 4  0.37 -0.01 0.86 

lSNR 1 5.08 6.18 9.98 

lSNR 2 6.48 9.87 11.08 

lSNR 3 8.07 15.54* 13.71 

lSNR 4 3.69 -- 9.43 

Table 4-4. Quantification parameters of sSNR, resolutions, CNR, and lSNR measured in DAS, CSC, and FSC 

images with 0 dB band-passed white Gaussian noise. CNR 1 stands for the CNR value for lesion 1 and lSNR 1 

stands for the lSNR value for lesion 1, etc.  

 

4.4.3 Experimental Results 

 Filtered spatial compounding was tested with the experimental tissue mimicking 

gelatin phantom and the beamformed images are shown in Figure 4-13 reconstructed using 

(a) DAS, (b) CSC and (c) FSC. We zoomed in the region of the wire target to further 

investigate the image metrics of these three reconstruction techniques (Figure 4-14). The 

FSC image retained comparable lateral resolution compared to the DAS and CSC images 

(Figure 4-15). The image CNR in FSC was significantly improved, leading to greatly 

enhanced lSNR, especially for the hypo inclusion which was more vulnerable to the sidelobe 

effects. All the comparison values are shown in Table 4-5. 

                                                 
*lSNR3 in CSC is higher than that in the FSC image. We think this is because the dynamic apodization applied on CSC caused darker 

brightness on both sides of the image compared to the center, leading to an unreliable measurement for the hypo inclusion under noise.  
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Figure 4-13. Beamformed images of the experimental tissue mimicking phantom using (a) DAS, (b) CSC, and 

(c) FSC techniques. The dynamic range is 70 dB. 
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Figure 4-14. Zoomed-in images of the wire target inside the experimental tissue mimicking phantom obtained 

using (a) DAS, (b) CSC, and (c) FSC techniques. 

 
Figure 4-15. Lateral line plots through the wire target obtained from DAS (dashed line), CSC (dotted line), and 

FSC (solid line). 
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Technique (a) DAS (b) CSC (c) FSC 

sSNR 1.80 5.37 3.52 

FWHMlat [mm] 0.50 0.80 0.80 

FWHMaxial [mm] 0.37 0.37 0.34 

CNR (hyper) 0.85 0.90 1.28 

CNR (hypo) -1.75 -3.20 -4.03 

lSNR (hyper) 23.7 19.9 29.5 

lSNR (hypo) 48.8 70.6 92.7 

Table 4-5. Quantification parameters of sSNR, resolutions, CNR, and lSNR measured in DAS, CSC, and FSC 

images. 

4.5 Discussion 

 The improvements in terms of sSNR, CNR and lSNR in the FSC images have been 

demonstrated through both simulation the experimental results. Temporal resolution is also 

preserved in principle because no additional transmissions are involved.  

4.5.1 Computational efficiency of Post-Processing in FSC technique 

In principle, FSC offers the same frame rate as that obtained using DAS. However, 

the post-processing steps are time-consuming. It takes approximately 1 sec to generate one 

image pixel with a 64-element array and 4 sec with a 128-element array on a DELL OptiPlex 

790 computer using MATLAB R2012b software. As a result, it took about 69 hrs to obtain 

Figure 4-10 (c) (500×500 pixels). The most time-consuming part is focusing delay 

compensation for each transmit and receive channel. However, this step can be highly 

parallelized for real time imaging applications. Other methods such as reducing image pixels, 

using a reduced sampling rate or sparse transmit/receive channels can also be applied to 

speed up processing without significantly sacrificing the image quality. 
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4.5.2 Aperture Domain Filter: An Unified Framework for Various Beamformers 

Here we show that DAS, CSC, and sub-aperture compounding can be considered as 

special cases of FSC with different choices of filters. The relationships of DAS, CSC, and 

FSC are illustrated by the corresponding filters in the 2-D T/R aperture domain in Figure 

4-16. We can first consider two extreme cases of choosing the filter: if the Hanning window 

size is extremely narrow (a single point filter) so that it only allows the DC component 

(spatial frequency equals to 0) to pass in both the transmit ( mk ) and receive ( nk ) directions, 

as in Figure 4-16 (a), then FSC is equivalent to the DAS technique without apodization as  
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Note that when there is only a DC component in the aperture domain ( 0 nm kk ), the 

signal ),,( mnttp nm  is all the same at time )( nmtt   for any combination of ),( nm , so 

that coherent and incoherent summations are equal.  

On the other hand, if the window size is extremely wide (infinity) along the transmit 

direction but extremely narrow (only the DC component passed) along the receive direction, 

as in Figure 4-16 (b), FSC is equivalent to the CSC technique, because this filter allows 

coherent summation along receive ( nk ) and performs compounding only along transmit ( mk ). 
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For the FSC method Figure 4-16 (c), compounding is applied on both transmit and receive 

with only low spatial frequency components passed. 

 

Figure 4-16. The filters in the T/R spatial-frequency domain along transmit ( mk ) and receive ( nk ) directions 

in (a) DAS, (b) CSC, and (c) FSC with cut-off frequency of 1.0 cm-1. 

  

 Now we explain the relationship between FSC and sub-aperture compounding in 

STA. Considering the convolution property of Fourier Transform, multiplying the 3-D RF 

spectrum P with the 2-D aperture domain filter H  in the spatial-frequency domain in Eq. 4-3 

is equivalent to convolving the STA RF data with the inverse Fourier transform of H  the in 

aperture domain as 

               php  filteredfiltered HPP      
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where h  is the inverse Fourier transform of H  in aperture domain and can be considered as 

an apodization function in DAS by comparing Eq. 4-8 with Eq. 4-1. The convolution of the 

h  and p , is equivalent to a sub-aperture coherent summation (or DAS) of the RF data p . 

)'( mmh   and )'( nnh  are equivalent to the apodization functions (as )(mAp  and )(nAp  in 
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Eq. 4-1 and Eq. 4-2) applied to the T and R sub-apertures ( 'm and 'n  are the transmit and 

receive coordinates shifted in the entire aperture). Therefore, FSC is equivalent to a sub-

aperture compounding in STA, where the sub-aperture lengths along T and R  directions are 

determined by the size of h. The sub-aperture is shifted by one element in either T or 

R directions until it covers the entire aperture matrix. Then all the sub-aperture images are 

combined together through incoherent compounding.  

Figure 4-17 shows an example of an array with T/R  aperture of 64 elements (same 

as that used in the simulation). H  with a cut-off frequency of 2.6 cm-1 provides a sub-

aperture of 30 elements, shown as a shaded area in the top left hand corner of Figure 4-17. 

Then the shaded area will be translated horizontally (T ) or vertically ( R ) by one element at 

a time to traverse the entire T/R matrix. The images obtained from each T/R sub-aperture 

are added incoherently to accomplish the compounding.  

 The step size of one element is too small and the sub-images acquired by each sub-

aperture are partially correlated and thus provide redundant information. Such small step size 

is also time consuming and limits the FSC implementation in real time imaging. In future 

work, we will examine how this step size can be enlarged without sacrificing the image 

quality in order to speed up the compounding process. 
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Figure 4-17. T/R aperture matrix of a 64-element array. The shaded area is the selected sub-aperture with 30 

elements in both T and R  directions, corresponding to a cut-off spatial frequency of 2.6 cm-1. This area is 

translated along both directions. M’ and N’ are the sub-aperture sizes determined by the size of h along T  and 

R , respectively. In this chapter, M’=N’. 

4.5.3 Lateral Resolution 

FSC images provided comparable lateral resolutions (-6 dB) in both simulations and 

experiments compared with those in DAS images. In the simulated FSC images, slightly 

enhanced lateral resolution can be observed with a 1.0 cm-1 Hanning window filter (Figure 4-

5, 7, 10, 11). This is partially due to the absence of dynamic apodization in the simulated 

FSC image reconstruction. Based on the above discussion, the active sub-aperture to 

beamform each sub-image in FSC was almost the entire array corresponding to the 1.0 cm-1 
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Hanning window filter size. However, the active aperture in DAS/CSC was smaller than the 

physical aperture due to the dynamic apodization. Part of the array was used depending on 

the imaging depth (to retain the same f-number for the different locations). In FSC, as the 

Hanning window size increased, the corresponding sub-aperture size decreased, leading to 

broadened lateral resolution as those observed from Figure 4-5 and 4-7. Figure 4-18 (a) 

shows the reconstructed FSC image (using 1.0 cm-1 Hanning window filter) with exactly the 

same apodization as used in the DAS or CSC images. Figure 4-18 (b) is the FSC image 

without apodization shown as a reference. Figure 4-19 displays the lateral line plots through 

the point target at the center in images reconstructed with DAS, CSC, FSC without and with 

apodization for further comparison. The degraded lateral resolution in the FSC image with 

apodization (Figure 4-18 (a)) suggests that the lateral resolution enhancement in the FSC 

image (Figure 4-18 (b)) is related to the absence of apodization in FSC.  

 

Figure 4-18. Beamformed images of tissue mimicking phantom obtained with FSC with (a) and without (b) 

apodization. The dynamic range is 35 dB. 
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Figure 4-19. Lateral line plots through the point target obtained from DAS (black dashed line), CSC (black 

dotted line), FSC without apodization (black solid line) and FSC with apodization (gray dashed line). 

 

 For experimental FSC images (Figure 4-13, Figure 4-14, Figure 4-15 and Table 4-5), 

the lateral resolution was slightly degraded compared to DAS. This is because the imaging 

region in the experimental phantom was at a greater depth compared to that in the simulated 

phantom. The increased depth results in an active aperture in DAS that exceeded the one 

used in FSC. As a result, DAS offered a better lateral resolution compared to FSC. The active 

aperture size for the DAS and FSC techniques in both simulation and experiment were 

calculated and shown in Table 4-6 while focusing at the point target. The slight superiority of 

FSC in terms of lateral resolution due to the absence of dynamic apodization mainly exists in 

the regions close to the transducer surface. For deeper regions using FSC, the lateral 

resolution is unaffected by apodization. Therefore, for deeper imaging regions (such as those 

imaged in the experimental results), the same dynamic apodization function as used in 
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DAS/CSC was actually applied to FSC for optimized lSNR and reducing sidelobe. Despite 

this, the significantly improved image CNR values in all FSC images still led to the best 

performance in lSNR.    

Active Aperture Size 

(cm) 

(a) DAS (b) FSC 

Simulation 1.73 1.89 

Experiment 2.68 2.31 

Table 4-6. Comparison of active aperture size in DAS and FSC imaging techniques.  

4.5.4 lSNR Improvement 

 The lSNR improvement in FSC images is a combination result of comparable lateral 

resolution and significantly improved target CNR. FSC introduces a compounding effect to 

produce higher speckle SNR and CNR while providing comparable resolution as in the DAS 

images.  

The off-axis signal interferences brought by the hyper inclusion with high contrast 

(Figure 4-7 and Table 4-2) are stronger compared to those from low contrast inclusions 

(Figure 4-10 and Table 4-3). The same Hanning window selection test was performed on the 

tissue mimicking phantom with low contrast inclusions (Figure 4-9). The hyper and hypo 

inclusions provided comparable lSNR values with Hanning window size ranging from 1.0 to 

2.6 cm-1 (lSNR at 2.6 cm-1 Hanning window size offered a slightly better performance). 

Therefore, the Hanning window filter size can be adjusted accordingly (approximately from 

1.0 cm-1 to 2.6 cm-1) based on the imaging phantom. Since high contrast hyper inclusions 

formed more severe clutters on the hypo region, which resulted in degraded lSNR, a 
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narrower window needs to be applied to perform stronger filtering. Whereas for low contrast 

inclusions, soft filtering (wider window size) is needed in order to maximize compounding. 

4.6 Conclusion  

 In this chapter, we proposed a filtered spatial compounding (FSC) reconstruction 

technique for synthetic transmit aperture imaging data. The design of the 2-D aperture 

domain filter was introduced and FSC method was tested with data from numerical 

simulations and experiments which demonstrated increased image quality in terms of (a) 

speckle SNR, (b) target CNR, and (c) target lSNR. The effects of the filter bandwidth, 

additive noise, and apodization on the performance of FSC were also investigated. Other 

image reconstruction methods, such as delay-and-sum (DAS), conventional spatial 

compounding (CSC), and sub-aperture compounding, were shown to be special cases of FSC 

with different choices of filters.   
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Chapter 5 Image Reconstruction by 
Filtered Frequency Compounding (FFC) in 
Synthetic Transmit Aperture (STA) 
Imaging 

Authors: Ping Gong, Michael C. Kolios, Yuan Xu 

P. Gong, M. C. Kolios, and Y. Xu, “Image Reconstruction by Filtered Frequency 

Compounding (FFC) in Synthetic Transmit Aperture (STA) Imaging,” (Submitted for 

publication, IEEE transactions on medical imaging, Jan 2016) 

5.1 Abstract 

Speckles reduce target contrast-to-noise ratio (CNR) and lesion signal-to-noise ratio 

(lSNR) in ultrasound images. Various spatial compounding (SC) and frequency 

compounding (FC) approaches have been proposed and implemented in commercial scanners 

to provide a more homogenous speckle pattern and improve the ultrasound image qualities. 

We proposed a filtered spatial compounding (FSC) technique in which a 2-dimentional (2-D) 

aperture domain filter was implemented during SC, for synthetic transmit aperture (STA) 

imaging data. Here we propose a method referred to as filtered frequency compounding 

(FFC). The same design of the aperture domain filter as in FSC was used to reduce the 
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interferences from the off-axis signals. Then the energy of the spectrum of the filtered signals 

was summed in FFC. The proposed FFC was tested with both numerical simulations and 

experiments. The resolution was degraded as in some other frequency compounding 

methods. Despite this, FFC offered a great enhancement of CNR, leading to significantly 

improved target lSNR, up to 130%, compared to that in the standard delay-and-sum (DAS) 

method. The effects of the filter bandwidth, the window length applied to the radiofrequency 

(RF) signal and the frequency domain normalization on the performance of FFC were 

investigated. Finally, we demonstrated that FFC is a combination of both spatial and 

frequency compounding in which each sub-image was obtained using a sub-aperture in the 

transmit-receive aperture domain and a sub-band in the temporal frequency domain of a 

complete STA data set. Consequently, the CNR improvement was more significant for low 

contrast targets, compared to FSC where only spatial compounding was involved. 

 

Keywords—Frequency compounding, 2-D aperture domain filter, Speckle suppression, 

Synthetic transmit aperture (STA) imaging 
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5.2 Introduction 

As introduced in Chapter 4, speckle SNR can be improved by spatial compounding 

(SC) [14, 19, 43-53] and frequency compounding (FC) [16, 61-71]. This chapter will mainly 

focus on the FC technique. Conventional frequency compounding (CFC) can be achieved by 

either varying the central frequency of transmitted pulse or by dividing the signal spectrum 

into a bank of narrow sub-bands [61-64]. In the latter technique, the filtered RF signals 

achieved from each sub-band form an envelope detected sub-image. Finally, the 

compounding stage joins all the sub-images by a weighted averaging to provide more 

homogeneous speckle patterns and enhanced target detectability in ultrasound images. This 

technique is also known as frequency diversity or split spectrum processing [64]. Frequency 

decomposition and compounding with wavelet packets can suppress the noise by a soft 

thresholding of the wavelet coefficients [65]. One challenge which reduces the efficacy of 

CFC is the frequency dependent attenuation. Some adaptive frequency compounding 

methods have been proposed such as applying a higher weighting factor to a lower frequency 

sub-band as the depth increases [66] or using short time Fourier transform (STFT) to analyze 

the RF spectrum along depth [67]. Frequency equalized compounding (FEC) also estimates 

the center frequency downshift as the ultrasound pulse travels and the corresponding depth 

dependent band-pass filters are then designed and implemented [68].  

The CFC technique also results in a reduced axial resolution due to the narrow 

bandwidth of each sub-band which compromises its performance on image quality 

improvement. Various approaches have been proposed to overcome this disadvantage. One 
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of them is to combine FC with resolution enhancement compression (FC-REC) to extend the 

trade-off between speckle reduction and axial resolution loss. A coded excitation is used in 

FC-REC with a wider bandwidth compared to conventional pulsing [16]. Another technique 

replaces the 1-D narrow-band filters with a bank of wide-band 2-D directive filters to provide 

effectively the same bandwidth as the original image [69-71]. 

In this chapter, we describe the technique named filtered frequency compounding 

(FFC) for synthetic transmit aperture (STA) imaging data [2]. In the FFC method, a two-

dimensional (2-D) aperture domain filter in both transmit and receive aperture directions is 

first applied to the 3-D STA RF data. Such 2-D aperture domain filtering step is the same as 

that in filtered spatial compounding (FSC) technique [60], described in Chapter 4. It is 

equivalent to the spatial compounding using translated sub-apertures on both transmit and 

receive. We show that FFC is equivalent to combine both spatial and frequency 

compounding. Consequently, the enhancement of speckle SNR and image contrast-to-noise 

ratio (CNR) is a combination of both spatial and frequency compounding processes. The 

spatial resolution is degraded in FFC as in other frequency compounding methods. However, 

the combination of both spatial and frequency compounding in the proposed FFC technique 

extends the trade-off between resolution loss and CNR enhancement, resulting in 

significantly improved target lSNR in FFC images.  

The chapter is organized as follows: In Section 5.3, the theory behind the FFC 

technique is explained; then the simulation and experiment configurations are introduced. 

Section 5.4 describes the results of both numerical simulations and experiments. Effects of 
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the filter bandwidth and RF window length in FFC method are examined. The comparison 

between FFC images and those reconstructed with standard delay-and-sum (DAS), 

conventional spatial compounding (CSC) and FSC techniques is shown as well. In Section 

5.5, we explain the reasons for lateral and axial resolution loss in the FFC method. The 

relationship between the proposed FFC and conventional frequency compounding is also 

derived to demonstrate that FFC is a combination of both SC and FC, leading to significantly 

enhanced target CNR and lSNR. Conclusions are drawn in Section 5.6. 

5.3 Methods 

5.3.1 Filtered Frequency Compounding (FFC) in Synthetic Transmit Aperture (STA) 

Imaging 

5.3.1.1 Theory 

The received channel RF data in STA imaging technique are presented as a 3-D data 

matrix (i.e. time×receive×transmit). The same steps as in the FSC technique, such as 

focusing delay compensation and aperture domain filtering, are applied to the 3-D STA RF 

signals to obtain ),,(filtered mnttp nm , which stands for the filtered STA signal transmitted by 

m -th ):1( Mm   element and received by n -th ):1( Nn   element with a focusing 

delay nmt . ),,( mnttp nm  is the signal within a 12.5-wavelength RF window (to optimize 

lSNR) around the focusing point. The 2-D aperture domain filter ( H) used in this chapter is 

the same as the one used in Chapter 4 only except for the cut-off frequency of the Hanning 
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window function (2.6 cm-1 is used in FFC method). The detailed discussion about Hanning 

window and RF window selections for optimized lSNR will be shown in the result section 

5.4. 

 Then filtered RF spectrum is normalized by dividing the spectrum of transmitted 

pulse to make each frequency component within the spectrum to contribute equally to the 

frequency compounded image in order to average out the speckle patterns more effectively. 

dtransmitte

filtered
nor P

P
P                                                                       5-1 

where filteredP  is the 3-D Fourier transform of ),,(filtered mnttp nm . This normalization step is 

equivalent to applying a weighting factor to each frequency component during compounding. 

Then the signal energy is summed within the signal spectrum (2-8 MHz with central 

frequency at 5 MHz in this chapter) to generate the corresponding image point ),(FFC zxI  as  
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The processes of DAS, CSC, FSC, and FFC are summarized as a flow chart in Figure 5-1.  
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Figure 5-1. Flow chart of the filtered frequency compounding (FFC) reconstruction method. DAS, CSC, and 

FSC processes are shown as references. 

5.3.2 Application to Ultrasound Imaging: FFC 

 The filtered frequency compounding (FFC) technique was tested with both numerical 

simulations and experimental data. 

5.3.2.1 Simulation and Experimental Acquisition Setup 

The simulation and experiment configurations were the same as those described in 

Section 4.3.2.2. The simulated phantom as shown in Figure 4-9 was tested with FFC using 

the Field II program.  
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The experimental RF data were acquired using the Verasonics Vantage research 

platform (Verasonics Inc., Kirkland, WA). The STA signals acquired from the same phantom 

as shown in Figure 4-13 were reconstructed with FFC method. Then all the DAS, CSC, FSC 

and FFC images were displayed as log-enveloped images. 

The performance of the proposed FFC technique was evaluated using speckle signal-

to noise-ratio (sSNR), lateral and axial resolutions as assessed by full width at half maximum 

(FWHM) of point spread function (PSF), contrast-to-noise ratio (CNR) and lesion-signal-to-

noise ratio (lSNR) [14-18, 60] as introduced in Chapter 1. 

5.4 Results 

5.4.1 Hanning window and RF window Selection 

 The size of Hanning window and the length of RF window are two critical factors in 

the FFC method which determine the image lateral and axial resolutions, respectively, and 

therefore affect the lSNR. They were selected by testing the tissue mimicking phantom in 

simulation (Figure 4-9) to optimize lSNR. 

5.4.1.1 Hanning Window Selection 

 Figure 5-2 lists the FFC images obtained with different Hanning filter sizes as (a) 1.6, 

(b) 2.6, (c) 3.6, (d) 5.2 cm-1, respectively. The detailed quantification values are shown in 

Table 5-1, including sSNR, lateral and axial resolutions (assessed by the point target), CNR 

and lSNR values for four different lesions. Values in the DAS image were shown as 

references. All the FFC images offered significantly improved CNR and lSNR values over 
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those obtained in the DAS image. The lateral resolution decreased from (a) to (d), as the size 

of the Hanning window increased. However, the speckle background became more 

homogeneous, resulting in improved CNR values. Axial resolution was independent of 

Hanning window size and remained relatively a constant value under different conditions. 

lSNR describes the target detectability from the background and it takes into consideration 

both resolution degradation and CNR enhancement. lSNR curves were plotted for all the 

hyper and hypo inclusions as a function of Hanning window size (Figure 5-3). Generally, 

those four curves (for lesion 1 to 4) achieved the maximum value with a Hanning window 

size ranging from 1.6 cm-1 to 2.6 cm-1. Hence, a Hanning window filter size of 2.6 cm-1 was 

selected to process all of the remaining simulation and experimental results. 
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Figure 5-2. Beamformed images of the tissue mimicking phantom (Figure 4-9) reconstructed using FFC with 

different Hanning window filter sizes as: (a) 1.6, (b) 2.6, (c) 3.6, (d) 5.2 cm-1. The dynamic range is 28 dB. 

 

Hanning 

window size 

(cm-1) 

sSNR FWHM 

Lateral 

[mm] 

FWHM

Axial 

[mm] 

CNR1  

 

CNR2 

 

CNR3 CNR4 lSNR1 

 

lSNR2 lSNR3 

 

lSNR4 

DAS 1.89 0.46 0.30 0.51 -0.68 -0.87 0.44 5.49 7.32 9.37 4.74 

(a) 1.6  5.93 0.83 1.75 2.99 -5.05 -5.62 2.53 9.92 16.76 18.65 8.40 

(b) 2.6  7.80 1.02 2.00 3.72 -5.53 -7.73 3.46 10.42 15.49 21.65 9.69 

(c) 3.6  9.08 1.85 2.08 4.03 -5.80 -8.51 4.45 8.22 11.83 17.35 9.07 

(d) 5.2  10.46 3.14 2.17 4.02 -6.15 -8.30 5.33 6.16 9.42 12.72 8.17 

Table 5-1. Quantification of sSNR, resolutions, CNR and lSNR values of the tissue mimicking phantom images 

(Figure 5-2) obtained by FFC with Hanning window filter sizes as: (a) 1.6, (b) 2.6, (c) 3.6, (d) 5.2 cm-1. CNR1 

and lSNR1 represent the CNR and lSNR values for lesion 1, respectively, etc. The values for DAS image are 

shown as references. 



 

  111

 
Figure 5-3. lSNR plots for all the hyper and hypo lesions in the simulated tissue mimicking phantom as a 

function of Hanning window size. lSNR1 corresponds to the lSNR plot for lesion 1, etc. lSNR1: black dashed 

line; lSNR2: gray solid line; lSNR3: gray dashed line; lSNR4: black solid line. The selected window size is 

indicated by the vertical dash-dotted line at 2.6 cm-1. 

5.4.1.2 RF Window Selection 

Similar to selection steps used to derive the Hanning window filter size, Figure 5-4 

lists the FFC images obtained with different RF window lengths of (a) 4 , (b) 7.5 , (c) 

12.5 , (d) 15 , and (e) 20 , respectively. The RF window length is an important 

measurement parameter with a trade-off between the precision of the spectral estimate of the 

power spectrum and the spatial localization of the measurement. The quantification values 

are shown in Table 5-2. From (a) to (e), as the size of the RF window increased, the axial 

resolution degraded and the values were linearly proportional to the RF window length. The 

lateral resolution remained relatively a constant. lSNR curves are show in Figure 5-5, all of 

which presented the maximum peak around RF window size ranging from 7.5  to 12.5 . 

The value 12.5  was chosen to processing the remaining results. 
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In summary, a Hanning window size of 2.6 cm-1 and a RF window length of 12.5  

were selected as the best compromise between the loss in lateral and axial resolutions and the 

enhancement in image CNR. They were used to generate the remaining simulation and 

experimental results in order to demonstrate the image quality using the FFC technique. 

 
Figure 5-4. Beamformed images of the tissue mimicking phantom (Figure 4-9) reconstructed using FFC with 

different RF window lengths as: (a) 4, (b) 7.5, (c) 12.5, (d) 15, and (e) 20 λ . The dynamic range is 28 dB. 

 

 

 

 

 

 

 

 



 

  113

RF window 

length  

( λ ) 

sSNR FWHM 

Lateral 

[mm] 

FWHM

Axial 

[mm] 

CNR1  

 

CNR2 

 

CNR3 CNR4 lSNR1 

 

lSNR2 lSNR3 

 

lSNR4 

DAS 1.89 0.46 0.30 0.51 -0.68 -0.87 0.44 5.49 7.32 9.37 4.74 

(a) 4 2.90 0.83 0.59 1.59 -2.54 -3.11 1.83 9.09 14.52 17.78 10.46 

(b) 7.5 5.12 0.96 1.25 2.61 -4.07 -5.72 2.63 9.53 14.86 20.89 9.60 

(c) 12.5 7.80 1.02 2.00 3.72 -5.53 -7.73 3.46 10.42 15.49 21.65 9.69 

(d) 15 7.33 1.08 2.33 3.72 -5.55 -6.94 3.31 9.38 14.00 17.50 8.35 

(e) 20 8.01 1.22 3.08 4.24 -5.28 -6.65 3.73 8.74 10.90 13.72 7.70 

Table 5-2. Quantification of sSNR, resolutions, CNR and lSNR values of the tissue mimicking phantom images 

(Figure 5-4) obtained by FFC with RF window lengths as: (a) 4, (b) 7.5, (c) 12.5, (d) 15, and (e) 20 λ . CNR1 

and lSNR1 represent the CNR and lSNR values for lesion 1, respectively, etc. The values for DAS image are 

shown as references. 

 
Figure 5-5 lSNR plots for all the hyper and hypo lesions in the simulated tissue mimicking phantom as a 

function of RF window length. lSNR1 corresponds to the lSNR plot for lesion 1, etc. lSNR1: black dashed line; 

lSNR2: gray solid line; lSNR3: gray dashed line; lSNR4: black solid line. The selected RF window length is 

indicated by the vertical dash-dotted line at 12.5 λ . 

5.4.2 Simulation Results 

 Figure 5-6 illustrates the beamformed images of the tissue mimicking phantom 

reconstructed using (a) DAS, (b) CSC, (c) FSC, and (d) FFC, respectively. The image 
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characteristics are quantified using the speckle signal-to-noise ratio (sSNR), spatial 

resolution (as assessed by the point target), CNR and lSNR (as assessed by the inclusions). 

Figure 5-7 shows the lateral line plots across the point target in the image center. The 

detailed values are shown in Table 5-3.  

 The lateral and axial resolutions (Figure 5-6 and Figure 5-7) were degraded in the 

FFC image compared with those in DAS, CSC, and FSC images. However, the target CNR 

was significantly enhanced in the FFC technique (especially for hypo inclusions) compared 

to the other three methods, leading to the best lSNR in the FFC image. 

  

Figure 5-6. Beamformed images of the tissue mimicking phantom (Figure 4-9) reconstructed with (a) DAS, (b) 

CSC (c) FSC, and (d) FFC, respectively. The dynamic range is 28 dB. 
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Figure 5-7. Lateral line plots through the wire target from images obtained with DAS (dashed line), CSC 

(dotted line), FSC (thin solid line), and FFC (thick solid line). 

 

Technique DAS CSC FSC FFC 

sSNR 1.89 2.59 3.03 7.80 

FWHMlat [mm] 0.46 0.65 0.38 1.02 

FWHMaxial [mm] 0.30 0.30 0.30 2.00 

CNR 1  0.51 0.75 0.87 3.72 

CNR 2 -0.68 -1.06 -1.13 -5.53 

CNR 3  -0.87 -1.37 -1.34 -7.73 

CNR 4  0.44 0.71 0.92 3.46 

lSNR 1 5.49 6.79 10.31 10.42 

lSNR 2 7.32 9.60 13.39 15.49 

lSNR 3 9.37 12.41 13.80 21.65 

lSNR 4 4.74 6.43 9.47 9.69 

Table 5-3. Quantification of sSNR, resolutions, CNR and lSNR values of the tissue mimicking phantom images 

(Figure 5-6) obtained by (a) DAS, (b) CSC, (c) FSC, and (d) FFC, respectively. 

5.4.3 Experimental Results 

Filtered frequency compounding was also tested with the experimental tissue 

mimicking gelatin phantom and the beamformed images are shown in Figure 5-8 
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reconstructed using (a) DAS, (b) CSC, (c) FSC, and (d) FFC. For further comparison, the 

lateral line plots at two depths (as indicated by the white lines in Figure 5-8 (a)) are shown in 

Figure 5-9: (a) 2.5 cm; (b) 3.5 cm. The FFC image had some resolutions loss (Figure 5-9 (a)) 

which agreed with the simulation results. The image CNR in FFC was significantly improved 

(Figure 5-9 (b)) as demonstrated by the good contrast of both inclusions and the reduced 

speckle fluctuation as observed in the DAS line plot, which led to greatly enhanced lSNR. 

All the comparison values are shown in Table 5-4. 

 
 

Figure 5-8. Beamformed images of the experimental gel phantom reconstructed with (a) DAS, (b) CSC (c) FSC, 

and (d) FFC, respectively. The dynamic range is 70 dB. The two horizontal white lines in (a) indicate the two 

depth locations for line plots. 

(a) 

(b) 
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Figure 5-9. Lateral line plots at (a) 2.5 cm depth, through the wire target; and (b) 3.5 cm depth, through the 

inclusions from images obtained with DAS (dashed line), CSC (dotted line), FSC (thin solid line), and FFC 

(thick solid line).  

 

Technique (a) DAS (b) CSC (c) FSC (d) FFC 

sSNR 1.80 5.37 3.52 6.34 

FWHMlat [mm] 0.50 0.80 0.80 1.15 

FWHMaxial [mm] 0.37 0.37 0.34 1.88 

CNR (hyper) 0.85 0.90 1.28 5.20 

CNR (hypo) -1.75 -3.20 -4.03 -12.72 

lSNR (hyper) 23.7 19.9 29.5 42.4 

lSNR (hypo) 48.8 70.6 92.7 103.8 

Table 5-4. Quantification of sSNR, resolutions, CNR and lSNR values of the experimental gel phantom images 

(Figure 5-8) obtained by (a) DAS, (b) CSC, (c) FSC, and (d) FFC, respectively. 

5.5 Discussion 

 From both the simulation and experiment results, the axial resolutions in the FFC 

technique were degraded; this is a common consequence of other frequency compounding 

methods. However, the FFC technique provided a more homogeneous speckle pattern. The 
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CNR values for both hyper- and hypo-inclusions have also been significantly improved, 

leading to better lSNR in FFC images than that in DAS, CSC, and FSC images. 

5.5.1 Normalization Effect 

 The normalization step during FFC as shown in Eq. 5-1 is equivalent to applying a 

weighting factor to each frequency component during compounding. Figure 5-10 shows the 

images of the simulated phantom reconstructed using FFC with (a) and without (b) the 

normalization step. Detailed quantifications are listed in Table 5-5. From both the images and 

the metric values, the contribution of the normalization step is insignificant to the final image 

quality. In this chapter, dtransmitteP  was simulated as a Gaussian shaped spectrum. In reality, the 

transmitted pulse may have null points in its spectrum which will give an infinity value after 

division. Moreover, the change in spectrum caused by frequency dependent attenuation will 

also affect the performance of the normalization step, especially in the deep imaging regions. 

For the experimental results shown in this chapter, the normalization step was removed from 

FFC to process the image. 

 
Figure 5-10. Beamformed images of tissue mimicking phantom obtained with FFC with (a) and without (b) 

normalization. The dynamic range is 28 dB.  



 

  119

Normalization sSNR FWHM 

Lateral 

[mm] 

FWHM

Axial 

[mm] 

CNR1  

 

CNR2 

 

CNR3 CNR4 lSNR1 

 

lSNR2 lSNR3 

 

lSNR4 

(a) with 7.80 1.02 2.00 3.72 -5.53 -7.73 3.46 10.42 15.49 21.65 9.69 

(b) without 7.08 1.02 2.00 3.39 -5.27 -6.66 3.05 9.49 14.75 18.65 8.54 

Table 5-5. Quantification of sSNR, resolutions, CNR and lSNR values of the tissue mimicking phantom images 

(Figure 5-10) obtained by FFC with (a) and without (b) normalization. 

5.5.2 Lateral Resolution Loss 

 The lateral resolution decreased as the Hanning window size increased due to the 

same reason as discussed in Chapter 4. Multiplying the T/R  aperture with the 2-D aperture 

domain filter H  in the spatio-frequency domain is equivalent to a sub-aperture compounding 

applied to both T and R  domains. The inverse Fourier transform of the aperture domain 

filter corresponds to the size of sub-aperture and therefore, determines the lateral resolution 

of sub-images. Hence, according to the scale property of the Fourier Transform, a larger 

Hanning window size in the spatio-frequency domain corresponds to a narrower sub-aperture 

size in the aperture domain, leading to a degraded lateral resolution in the compounded 

image.   

5.5.3 Axial Resolution Loss 

 The axial resolution loss was caused by the RF window involved in the FFC process. 

We assume that the amplitude of frequency components which are outside the pass-band 

range of ( highlow ff  ) is zero. Then based on Parseval’s theorem, we have 
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where 5.12T , which was the total length of RF window used in FFC. The frequency 

compounding over the range of ( highlow ff  ) is equivalent to the energy summation within the 

rectangle RF window in time domain as shown in Eq. 5-3. The window length T determines 

the axial resolution of the reconstructed image which approximately equals to 2T  (due to 

the round trip travel distance in ultrasound imaging). This can be verified by the simulation 

results from Section 5.4.1.2. Table 5-6 indicates the comparison between the measured and 

expected axial resolutions calculated using different RF window lengths (corresponding 

images were shown in Figure 5-4). The measured and expected values in Table 5-6 agree 

with each other with a maximum percentage difference of 7.5%.  

RF window 

length ( λ ) 

Axial resolution [mm] 

(Measured) 

Axial resolution [mm] 

(Expected) 

% Difference 

(a) 4 0.59 62.02/4  5% 

(b) 7.5 1.25 16.12/5.7   7.5% 

(c) 12.5 2.00 93.12/5.12  3.5% 

(d) 15 2.33 31.22/15  0.86% 

(e) 20 3.08 08.32/20  0.0% 

Table 5-6. The comparison between the measured and expected axial resolutions with different RF window 

lengths: (a) 4, (b) 7.5, (c) 12.5, (d) 15 and (e) 20 λ . 

5.5.4 Relationship between FFC and CFC 

The axial resolution loss in the FFC images can also be explained from the process of 

frequency compounding (i.e. the signal spectrum is divided into narrow sub-bands, leading to 
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degraded axial resolution in the sub-images). In this section, the relation between the 

proposed FFC and the conventional frequency compounding (CFC) will be examined. 

In the conventional frequency compounding technique, the spectrum of RF signals 

are divided into narrow sub-bands using sub-band filters as: 

)()(),( fPffWffP nn                                                5-4 

where )( fP  stands for the spectrum of RF signals, the aperture dimensions ( nm, ) are 

omitted in the following equations for easier reading of the equations. )( fW  is the sub-band 

filter and nf  is the central frequency of the n-th sub-band. Then inverse Fourier transform is 

applied to the filtered RF spectrum ),( ffP n to obtain the sub-band signals in time domain 

),( tfp n  as 

  dfeffPtfp ftj
nn

2),(),(                                                5-5 

Afterwards, ),( tfp n are processed by conventional delay-and-sum (DAS) beamforming to 

generate a single sub-image for compounding. In DAS, the focusing delay compensation is 

first applied to each transmit and receive channel before addition over T/R  aperture 

directions. We assume that the signals are aligned at the focusing point with a reference time 

0t . Therefore, based on Eq. 5-4 and Eq. 5-5, we have 

)()(

)()(

),()0,( 02

nn

n

fj
nn

fPfW

fdfPffW

dfeffPfp








 

                                               5-6 
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where means convolution. We assume that the sub-band filters are symmetric so that 

)( nfW  is equivalent to )( nfW  . Then the compounding is performed by the summation of 

all the sub-images achieved by each sub-band after envelope detection as  

 nn dffpzxI
2

)0,(),(                                                 5-7 

Considering the convolution property of Fourier Transform, the convolution of the sub-band 

filter )( nfW  with the RF spectrum )( nfP  in Eq. 5-6 is equivalent to multiplying the sub-

band filter in time domain )(tw  with the STA RF data in time domain )(tp . According to 

Parseval’s theorem after combining the above two equations: 

dttptwdffPfWdffpzxI nnnnn   222
)()()()()0,(),(                      5-8 

Now we can apply Parseval’s theorem again to the last term of the above equation, then we 

have   

  dffPdttptwzxI
22

FFC )(
~

)()(),(                                 5-9           

where )(
~

fP  is the Fourier Transform of )()( tptw   (i.e., the spectrum of windowed RF 

signals), which agrees with the definition of proposed FFC as in Eq. 5-2. From the 

derivation, the frequency compounding part in FFC is equivalent to CFC with the sub-band 

scanning through the frequency spectrum with a step size of 1/T, where T  is the length of the 

windowed RF data. )(tw  corresponds to the RF window used in the FFC technique and its 

Fourier transform )( nfW  determines the equivalent sub-band used for frequency 

compounding. Our previous results show that FSC is equivalent to the sub-aperture spatial 

compounding by translating the sub-apertures in both transmit and receive domains by one 
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element width. In addition to the spatial compounding in FSC, now we show that FFC is 

equivalent to the sub-band frequency compounding by translating the sub-bands along the 

frequency spectrum by one frequency interval (or the inverse of the data length in the time 

domain) on the complete STA data set. 

5.5.5  CNR and sSNR Improvement 

  From the above discussion, the FFC technique combined both spatial and frequency 

compounding processes, resulting in more significant improvement in the CNR and sSNR 

values compared to FSC alone (Figure 5-6 and 8, Table 5-3 and 4). The spatial compounding 

happened during the aperture domain filtering whereas the frequency compounding was 

implemented during energy summation of the windowed RF signals. Even though the axial 

and lateral resolutions were degraded, lSNR was the greatest using the FFC technique 

compared to the other reconstruction methods, especially for low contrast targets. Post image 

processing methods such as deconvolution can be considered to reduce the resolution loss in 

the future. 

5.6 Conclusion  

 In this chapter, we proposed a filtered frequency compounding (FFC) reconstruction 

technique for synthetic transmit aperture imaging data following the work of filtered spatial 

compounding. The same design of the 2-D aperture domain filter was used here as in FSC 

technique. The FFC method was tested with data from numerical simulations and 

experiments which demonstrated increased image quality in terms of target CNR, and lSNR 
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(especially for low contrast targets) as a result of combining both spatial and frequency 

compounding. The effects of the filter bandwidth, RF window length and normalization 

effect on the performance of FFC were also investigated to find out the optimum parameters 

for image reconstruction.   
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Chapter 6 Conclusions and Future Work 

6.1 Summary and Conclusions 

The work in this dissertation describes ultrasound algorithms in synthetic transmit 

aperture imaging for image quality improvement. These novel transmission and 

reconstruction techniques have been validated both theoretically and experimentally from 

Chapter 2 to 5. This section summarizes the significant findings and conclusions from 

Chapters 2 through 5. 

A delay-encoded synthetic transmit aperture (DE-STA) imaging technique has been 

proposed in Chapter 2 to overcome the low SNR in the RF signals in the standard STA 

imaging. In the encoding scheme of DE-STA, a half period of delay was applied to certain 

elements when compared to other transmitting elements; the elements for which the delay 

was introduced were chosen based on the coding matrix. The decoded RF signals were 

equivalent to the standard STA signals but with a higher SNR due to this encoding. The DE-

STA method can be implemented in commercial scanners without phase inversion and the 

improvement was shown to be comparable to that in Hadamard encoding. Both simulation 

and experiment results demonstrated enhanced image characteristics in term of resolution 

(+28%), PSNR (+7 dB) and CNR (+360%), respectively, compared with standard STA 
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imaging.  

The stability of proposed DE-STA technique was verified in Chapter 3 through 

singular value decomposition (SVD) study of the coding matrix. Based on the special 

singular value distribution of the coding matrix (i.e. all the values were the same except for 

the first one and last one), we proposed two pseudo inverse cases: (1) complete pseudo 

inverse (CPI), where all the singular values were kept, (2) truncated pseudo inverse (TPI), 

where the last and smallest singular value was ignored. Both inversion processes were tested 

under various noise levels. CPI and TPI can restore the signals stably: (1) the noise affected 

mainly the pre-beamformed signals corresponding to the first transmit channel; (2) the 

difference in the overall image qualities was negligible. A new efficient decoding formula 

was also derived and the computational complexity of the new formula decreased by 2/3 

compared to the direct inverse.       

In Chapter 4 and 5, we proposed two compounding techniques which were referred to 

as filtered spatial compounding (FSC) and filtered frequency compounding (FFC) to reduce 

the speckle variations and improve lSNR in ultrasound imaging. In both FSC and FFC, a 2-

dimentional (2-D) aperture domain filter along both transmit and receive dimensions were 

designed to spatially filter the off-axis signals. Then spatial compounding was applied on 

both dimensions in FSC. FFC combined both spatial compounding (SC) and frequency 

compounding (FC). Both FSC and FFC demonstrated improved image qualities in terms of 

speckle SNR (up to +312%), target CNR (up to +790%), and target lSNR (up to +130%), 

compared to the values obtained from the standard delay-and-sum (DAS) beamforming on 
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the same dataset. The spatial resolution was degraded in FFC. However, the CNR 

improvement in FFC was more significant compared to that in FSC alone due to the joint 

effect of SC and FC. This resulted in greater lSNR in FFC image, especially for low contrast 

targets.  

6.2 Future Work 

6.2.1 Decoding Scheme Extension 

The decoding framework proposed in Chapter 2 can be applied to the case when a 

different encoding matrix or different lit  is used such as for B-mode, plane wave imaging, 

and synthetic aperture sequential beamforming. For the above methods, we just need to 

construct the corresponding delay matrix T , and the decoding and image reconstruction 

process will be similar to that of DE-STA. We expect that the decoding and image 

reconstruction framework proposed here can be applied to the image reconstruction using the 

pre-beamformed RF data obtained in B-mode and plane wave imaging to improve the image 

quality [72]. 

6.2.2 Reducing Post-Processing time 

As mentioned in Chapter 2 and 5, the time it took for signal decoding and image 

beamforming in DE-STA imaging were 1 minute and 10 minutes, respectively, on a DELL 

OptiPlex 790 computer using MATLAB R2012b software. The post-processing steps in FSC 

or FFC were also time-consuming which cost approximately 1 sec to generate one image 
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pixel with a 64-element array and 4 sec with a 128-element array on a DELL OptiPlex 790 

computer using MATLAB R2012b software. As a result, it took about 69 hs to obtain Figure 

4-10 (c) (500×500 pixels). 

In principle, the data acquisition speed in DE-STA imaging can be as fast as B-mode 

imaging and FSC/FFC offers the same frame rate as that obtained using DAS. The post-

processing steps for each technique are totally independent which makes the process 

amendable to parallel programming and therefore potentially suitable for real time imaging. 

Therefore, future work may focus on the optimization of DE-STA, FSC and FFC imaging 

processing steps to accelerate the decoding process and image reconstruction. Methods such 

as reducing the number of image pixels, using a reduced sampling rate or sparse 

transmit/receive channels can also be applied to speed up the process without significantly 

sacrificing the image quality. 

6.2.3 Phase Aberration Correction 

The ultimate goal is to translate all these techniques to clinical imaging. In the 

reconstruction schemes, the speed of sound was assumed to be 1540 m/s for soft tissues. 

However, this value can be as high as 1610 m/s as in muscle or as low as 1470 m/s as in fat 

[73]. Phase aberration arises from the ultrasound velocity inhomogeneities when ultrasound 

pulse travels through different tissue structures, leading to beam distortion and focusing 

errors in the reconstructed images [74]. Phase aberration correction is one of the necessary 

next steps that need to be examined in preparation for the clinical application of the 

techniques developed. 
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Figure 6-1 shows a preliminary test of the TPI-DE-STA technique on a porcine 

kidney and Table 6-1 shows the image metric values. The background noise in the top right 

hand corner has been reduced in the TPI-DE-STA image (Figure 6-1 (b)). Moreover, the TPI-

DE-STA image provided better contrast ratio (CR) and CNR compared with the STA image 

(Figure 6-1 (a)). 

 

Figure 6-1. Beamformed images of a porcine kidney under the transmission modes of (a) STA and (b) DE-STA 

where the data were decoded using truncated pseudo-inversion (TPI). The two white boxes in (a) indicate the 

regions selected for CR and CNR quantification. 

 

Techniques (a) STA (b) TPI-DE-STA 

FWHMlat [mm] 0.60 0.56 

FWHMaxial [mm] 0.44 0.45 

CR (dB) 21  24 

CNR  2.46 2.66 

Table 6-1. Quantification values of resolutions, CR and CNR of the porcine kidney images obtained with (a) 

STA and (b) TPI-DE-STA. 

Figure 6-2 shows beamformed images of the porcine kidney using (a) DAS, (b) CSC, 

(c) FSC, and (d) FFC, respectively. The decoded data from TPI-DE-STA were used for 

reconstructions. The quantification metrics are shown in Table 6-2. The FSC image provided 
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more homogeneous speckle patterns and improved CNR and lSNR values compared to the 

DAS image. It is also less sensitive to the artifacts caused by off-axis interferences as can be 

seen in the CSC image (shown in the white ellipse in (b)). FFC sacrificed the resolutions, but 

the image provided more significant enhancement on the speckle variation reduction and 

CNR improvement.  

 

Figure 6-2. Beamformed images of a porcine kidney under DE-STA transmission mode and reconstructed using 

(a) DAS, (b) CSC, (c) FSC, and (d) FFC, respectively.  
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Techniques (a) DAS (b) CSC (c) FSC (d) FFC 

FWHMlat [mm] 0.56 0.72 0.92 1.36 

FWHMaxial [mm] 0.45 0.45 0.45 1.86 

CR (dB) 24 13.84 23 45 

CNR  2.66 5.76 4.37 7.23 

lSNR 21.2 40.5 27.2 18.2 

Table 6-2. Quantification values for lateral and axial resolutions, CR, CNR, and lSNR of the porcine kidney 

images reconstructed using (a) DAS, (b) CSC, (c) FSC, and (d) FFC under the DE-STA transmission mode. 

 

From both Figure 6-1 and Figure 6-2, the same general trends established from 

Chapter 2 to Chapter 5 in the numerical simulations and tissue mimicking phantom 

experiments are observed. However, the magnitude of the improvement is not as significant 

as those in the simulations or phantom experiments where the ultrasound speed was 

relatively uniform through the entire phantom. The performance degradation may be caused 

by focusing errors arising from phase aberration.  

Several approaches can be used to minimize phase aberration. Approaches for 

aberration corrections include using the peak position of cross correlation with iteration 

methods to estimate the arrival time differences across the transducer array [74, 75]. Multiple 

estimates of the aberration delays for a group of adjacent elements were computed in the 

multi-lag cross correlation method and the arrival time was estimated using least-mean-

square error [76-78]. In order to obtain a more accurate aberration measurement profile, a 2-

D spatial filter was designed to be implemented prior to the measurement to suppress off-axis 

signals [57]. Some other techniques apply a weighting function during beamforming process 

which was calculated based on coherence factor [55, 79-81] or phase coherence factor [82] to 
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improve the accuracy of beamformed data. More recent work generated spatial maps of the  

speed of sound in tissue using pulse-echo sonography according to echo phase shift, which 

provided another promising tool for aberration correction [83]. We expect that by combining 

the phase aberration correction techniques with the developed algorithms in this dissertation, 

we can achieve the optimized performance of those algorithms in tissue imaging. 
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Glossary 

CFC Conventional frequency compounding 
CNR Contrast-to-noise ratio 
CPI Completed pseudo-inverse 
CR Contrast ratio 
CSC  Conventional spatial compounding 
CTR Clutter-energy-to-total-energy ratio 
DAS Delay-and-sum 
DC Direct current 
DE-STA Delay-encoded synthetic transmit aperture 
ENV Envelope detection 
FC Frequency compounding 
FEC Frequency equalized compounding 
FFC Filtered frequency compounding 
FM Frequency modulated 
FSC Filtered spatial compounding 
FT Fourier transform 
FWHM Full width at half maximum 
lSNR Lesion signal-to-noise ratio 
PSF Point spread function 
PSNR Peak signal-to-noise ratio 
R Receive  
REC Resolution enhancement compression 
RF Radiofrequency 
ROI Region of interest 
SAC Synthetic aperture compounding 
SC  Spatial compounding 
SNR Signal-to-noise ratio 
sSNR Speckle signal-to-noise ratio 
STA Synthetic transmit aperture 
STFT Short Time Fourier transform 
SVD Singular value decomposition 
T Transmit  
TPI Truncated pseudo-inverse 
 


