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Abstract

PATTERN CLASSIFICATION OF TIME-SERIES
SIGNALS USING FISHER KERNELS AND

SUPPORT VECTOR MACHINES

c©Yashodhan Athavale, 2010

Masters of Applied Science
Electrical and Computer Engineering

Ryerson University

The objective of this study is to assess the performance and capability of a kernel-based
machine learning method for time-series signal classification. Applying various stages of
dimension transformation, training, testing and cross-validation, we attempt to perform a
binary classification using the time-series signals from each category. This study has been
applied to two domains: Financial and Biomedical.

The financial domain study involves identifying the possibility of collapse or survival of
a company trading in the stock market. For assessing the fate of each company, we collect
its real stock market data, which is basically a financial time-series composed of weekly
closing stock prices in a common time-series interval. This study has been applied to various
economic sectors such as Pharmaceuticals and Biotechnology, Automobiles, Oil & Gas, Water
Supply etc. The data has been collected using Thomson’s Datastream software.

In the biomedical study we are dealing with knee signals collected using the Vibration
arthrometry technique. This study involves using the severity of cartilage degeneration for
assessing the possibility of a subject getting affected by Osteoarthritis or undergoing knee
replacement surgery at a later stage. This non-invasive diagnostic method can also prove to
be an alternative to various invasive procedures used for detecting osteoarthritis. For this
analysis we have used the vibroarthro-signals for about 38 abnormal and 51 normal knee
joint case studies.

In both the studies we apply Fisher Kernels incorporated with Gaussian Mixture Model
(GMM) for dimension transformation into feature space created as a three-dimensional plot
for visualization. The transformed data is then trained and tested using support vector
machines for performing binary classification. From our experiments we observe that our
method fits really well for both the studies with the classification error rate between 10% to
15%.
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Chapter 1

Introduction

1.1 What is a Complex System ?

ACOMPLEX system is basically a network of various independent components which

interact with one another in a non-linear fashion, thus creating an emergent behav-

ior [6]. This definition of a complex system is applicable to various domains such as animal

colonies, human civilizations, climate, human body, as well as modern infrastructures and

computing systems. Modelling many of these systems to monitor their performance is of

human interest. Many multi-disciplinary fields such as systems theory, cybernetics, ecology

and complexity theory include the study of complex systems as an essential component.

Complex systems, which always pose a challenge for scientific modelling, usually display

a trend of random behavior in their working. Assessing the fate and performance of such

systems with a more holistic approach is not an easy task considering the various internal

and external factors affecting these systems.

Complex systems are studied using the following interrelated approaches [6]:

• Behavioral patterns obtained through interactions

• Studying the ways of analyzing complex systems

• Building of complex systems from pattern formation and evolution

The main properties of complex systems are [7]:

1
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• A complex system is fundamentally non-deterministic. It is difficult to predict accu-

rately the behavior of such systems even if the underlying properties are completely

known.

• The relationships that exist within the elements of a complex system are non-linear,

and may contain extensive feedback loops in the working structure.

• It is difficult to study the properties of a complex system by decomposing it into

functionally stable parts.

The study of complex system behavior has essentially led to the development and ad-

vancement of electronic computing techniques - Direct Programming and Machine Learning

[8, 9, 7]. While the former method relies more on human inputs and coding, the latter

technique is more dependent on large amounts of examples, which help the machine learn

the complex system behavior from experience, thus creating a better learning model. Direct

programming basically involves a human expert who creates a set of computer instructions

in a high-level or low-level language, based on a small set of examples. These instructions

generate an algorithm which exhibits a simple ”give the input and take the output” pat-

tern. It does not involve learning in any form and thus may lead to inaccurate modelling of

complex systems.

Moreover if the complexity of the systems is such that there is no known method for

finding the desired emerging real-time signal, then such issues cannot be resolved by a tra-

ditional programming methodology, since the human expert cannot define a specific method

by which correct output can be computed. For example, if we consider a complex voice

recognition system, for securing the entrance to a building, then applying just a simple

software program to the system is not sufficient to ensure security. We need to create an

algorithm which would learn from a substantial set of examples, and improvise on its output

capabilities. For example, consider a group of children who learn to identify the sounds of

two kinds of animals - dog and cat, and are later able to correctly identify and map the

sounds to the respective species, simply by listening to the voice of the animal. Such an
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approach of using examples to generate intelligent programming instructions, is known as

learning methodology [8], and the examples themselves constitute the training data [8].

Assessing the fate and behavior of complex systems such as environmental systems, hu-

man body, stock markets or even countries’ economies has always posed a major challenge.

Continuous research work in these domains in order to monitor the complex systems’ per-

formance definitely aides in achieving certain standards and benchmarks. In this research

various computer based machine learning techniques, such as kernel-based methods, dis-

criminant analysis and cross-validation, are applied to model some interesting time-series

systems, and predict their future states. Before we proceed further, let us ponder over the

concept of time-series, and how they are applicable to our research work.

A time series is basically a sequence of data points, measured at successive uniform time

intervals. Real-time signals are highly useful in monitoring the behavior of complex systems

over a given period [10, 11]. They can be used for analysis and forecasting of complex

systems. One such example would be predicting the future stock price of a company, based

on its historical stock price distribution. In this case the historical distributions would be

the real-time signals emerging from the company as a result of its ongoing business in the

market. These financial time-series signals are affected by various external factors in the

stock market, such as political events, rumors, etc. and need to be considered when we are

modelling the signals.

The time-series signals used in our research work are non-deterministic in nature, i.e. a

comprehensive knowledge of their properties needs to be collected for defining certain explicit

mathematical relationships, within the limits of uncertainty. Modelling signals in this way

basically constitutes the principles of a stochastic process [12, 10, 11].

1.2 About the research - a brief overview

In our experiments we have taken time-series signals emerging from two such complex sys-

tems. These time-series signals are processed using intelligent techniques for generating

certain classification patterns and determining the fate of the complex systems.
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• Stock Markets - Financial time series signals

One of the most important places for firms to make profits in businesses would be

stock markets. Earnings can be achieved by trading publicly or by selling stocks of

ownership in the public market. The stock market behavior exhibits a highly random

behavior, with respect to the constant fluctuations in the stock prices. As a result,

predicting or simply guessing these stock prices based on the company’s profitability

or any other factors is not sufficient enough. Extensive study of this random behavior

and considering some concrete evidence about the company’s profile (such as stock

price distributions, income statements, etc.), can give us a better idea of modelling

this chaotic behavior, and hence put it to good use for the investor. Trade analysts

rely heavily on various fundamental and technical methods of deciphering stock market

behavior, in order to reveal more insights into the influx-deflux of businesses.

Monitoring stock market behavior is not just restricted to predicting stock prices, or

bankruptcy forecasts, or even profitability. Other avenues that open up include assess-

ing the fate of businesses in stock markets, and making predictions about the future

prospects of companies, in various economic sectors. In particular, our research does

not involve predicting stock prices of a company, but rather focuses on generating state-

ments about the potential survival or collapse of the firm. The input to the learning

algorithm in this study is a financial time-series comprising of historical stock prices

of companies in a given time frame (say about 20 years or so). As we proceed further,

we will see how various financial time-series are transformed into a three dimensional

space, thus giving us a classification pattern between active and dead companies.

• Knee Joints - Biomedical signals

Vibration arthrometry signals or in short, Vibroarthrographic signals (Vibroarthro-

gram or VAG) refer to the vibration signals captured at the human body joints (knees,

hips, elbows) using an electronic accelerometer, during the joints’ normal movements.

These signals reveal great deal of information about the joint condition, and when

applied to a learning algorithm as inputs, help in assessing the severity of cartilage
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degeneration. This further helps us to predict the chances of a person getting affected

by Osteoarthritis and other joint-related disorders, and thereby undergoing invasive

treatments such as joint replacement surgery.

Early detection of such disorders can prove to be useful in addressing the degeneration

severity and thereby promoting more non-invasive treatment options such as phys-

iotherapy. Recent studies on similar topics focus on just addressing the severity of

cartilage disorders. Our study on the other hand emphasizes predicting the possibility

of a subject requiring joint replacement surgery, by applying the cartilage degeneration

severity. In our experiments the input signal to the learning machine is a biomedical

time-series signal comprising of knee signals collected using vibration arthrometry. As

mentioned in previous application of stock markets, we will study a three dimensional

classification plot in this study as well.

The above mentioned complex systems used in our research, have been modelled using

extensive mathematical techniques which try to analyze and decode useful information from

the signals coming out of these systems. Before the time-series is reduced to a complex

mathematical problem, we first transform this time-series into a three dimensional vector

space (feature space), using Fisher kernels, such that the separation of categories is easier.

The data points (Fisher scores) available in this feature space helps us in creating the

required intelligent classification model using support vector machines (SVMs). The math-

ematical techniques are essentially a part of the machine learning process, as they assist in

designing learning algorithms for classifying and predicting patterns in the complex systems.

They are an important component in reducing the complex mathematical problem to a more

solvable one.

In summary, one can infer that this research work is focussed on converting a complex

time-series analysis problem into a pattern classification problem, which would reveal the

dynamics of the complex system in question and thus help in generating statements about

the future state of that system. For doing these assessments and conversions, computer-

based tools have been developed. The core benefit of these tools is that they can deal with
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variable-length time series data, and still assess the dynamics of the complex system. In the

first part of our experiments, we are dealing with financial data as mentioned above.

Based on the promising results obtained with the financial data, we proceed with the

second part of this thesis wherein we investigate if our proposed work could be extended to

complex systems in other domains. For this, we have used the biomedical time-series signals

for classifying abnormal and normal knee joints. We again got good classification results

from this study as well. The following section describes the objective and organization of

this thesis.

1.3 Objective and Organization of the Thesis

The main objective of this thesis is to discuss a kernel-based machine learning approach for

classifying a time-series signal emerging from a complex system. We can assume the complex

system to be a black-box, wherein the properties of its various components are unknown,

but the signal remains non-deterministic. For example, if we assume the stock market to

be a black-box system, then we know the properties of its components such as the different

economic sectors present, the companies that trade, types of stock prices (daily, weekly,

monthly, quarterly and yearly) and the factors (such as political events, rumors, business

strategies, etc.) affecting the stock prices. The time-series signal emerging from this black-

box system is in the form of historical stock prices of different companies in an economic

sector, but the stock price behavior is non-deterministic in nature, i.e. we cannot identify

any specific correlation between two consecutive stock prices, and moreover predicting future

stock prices by merely observing a historical trend is not possible. In order to model this

signal, we apply various concepts of machine learning such as dimension transformation,

training and testing the machine. This study has been applied to two domains: Stock

Markets (Financial time series), and Knee Joints (Biomedical time series).

This thesis has been organized into the following chapters as illustrated in Figure 1.1.

• Chapter 2 - Literature survey, Motivation and Problem definition

This chapter gives a brief description of the complex system problem to be addressed,
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Figure 1.1: Organization of Thesis

related studies that have been done so far in analyzing the complex system behavior,the

limitations imposed by these works and the motivation to apply our proposed model

to study the complex system behavior.

• Chapter 3 - Background theory and Methodology

This chapter gives a detailed description of the field of Machine Learning. The purpose

of including this chapter is to make the reader aware of the background theory and

concepts applied to this research work, for a better understanding of the application

domain. We discuss the various types of learning methods and their applications, with

an emphasis on kernel-based machine learning.

• Chapter 4 - Application to Financial domain

As the name suggests, we deal with financial time-series data in this chapter. The

financial time-series signals have been obtained from stock markets (NYSE [13], TSX

[14] and NASDAQ [15]) in the form of historical stock price distributions. This chapter

gives us a brief know-how of the stock market functioning and the signals used in our

study. As discussed in Chapter 3, we apply the machine learning methods to stock
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market data for classifying and predicting the potentially dead and active companies.

Finally, we conclude this chapter with discussions of our experiments with financial

data, their inferences and how this study can be helpful in real world scenarios.

• Chapter 5 - Application to Biomedical domain

This chapter gives a brief introduction about the human joint structure, with focus

on joint related disorders such as cartilage degeneration and Osteoarthritis. We then

review the various computer aided diagnostic methods (invasive and non-invasive) ap-

plied for detecting and treating joint related diseases. Some of the important terms

and concepts, related to Osteoarthritis, have also been discussed in this chapter. Fi-

nally we discuss the application of machine learning methods discussed in Chapter 3,

and results obtained from our experiments with knee signals classified and predicted

as abnormal or normal joints.

• Chapter 6 - Discussions, Conclusions and Future works

This chapter contains all the discussions from our experimental work, the conclusions

and the directions for future work. We discuss, how our research work can be applied

to real world scenarios, thereby proving useful not only on an individual level but also

on a provincial or national administrative level.



Chapter 2

Literature survey, Motivation and
Problem definition

2.1 Literature survey

AS mentioned in Section 1.2, we are assessing the future state of a complex system

by analyzing the real-time signals emerging from this system. Once such complex

system that we have taken into account is the stock market.

The stock market, be it anywhere in this world always displays a random nature with

regards to the continuous fluctuations in the stock prices. Such a random behavior is not

just affected by the influx-deflux of trading in the market, but also by certain important

external factors such as political events, change in government policies and decisions, market

emotions such as rumors on the trading floor, and by the usual factor of gambling. As a

consequence of such mannerisms, it becomes nearly impossible to predict the future stock

price of a company in the following day, week, month or year.

Taleb [16] has discussed in his book ”The Black Swan”, the challenge of making accurate

and useful predictions with a great deal of contempt to finance academics and economists.

According to Taleb [16], the Black Swan refers to a large-impact unpredictable event, which

is beyond the capacity of normal expectations. Taleb [16] contended that the amount of

uncertainty that underlies complex systems, such as the stock market, is so high that one

should not attempt to predict the future dynamics of these systems. Guergachi and Boskovic

9
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[17] argued that traditional state space modelling techniques, which aim to capture the laws

governing the behavior of such systems into a mathematical model, expressing the system

state s(t) as a function of time, do not work when system uncertainties involve heavy-tailed

probability distributions. Alternatively, they suggested to replace the traditional ‘system

model’ instrument with ‘learning machines’.

Financial prediction methods are usually categorized into two:

• Fundamental Analysis

• Technical Analysis

The fundamental analysis of a company involves the analysis of its financial statements,

its managerial position, its competitors and its overall market strength in its own domain.

Usually financial analysis is applied by trade experts in forecasting the company’s future

prospects. It is usually done for estimating future stock prices, making business growth pro-

jections, evaluating managerial decisions, calculating the company’s credit risk, etc. When

it comes to predicting stock prices, fundamental analysis follows the rule that - the stock

exchange may mis-price a security for a short period of time, but the correct stock price

will be eventually reached, thus generating profits for the investor. Fundamental analysis

can also be used for managing investors’ portfolios, evaluating good and bad companies,

determining stock growth rates, etc.

Technical analysis primarily deals with forecasting future stock prices and company’s

growth, by using historical market data such as stock prices, income statements, financial

ratios, etc. Technical analysts try to identify patterns and trends from the businesses in the

stock market, and attempt to mathematically model these trends using certain hard and soft

assumptions. It is different from fundamental analysis, with the fact that technical analysis

doesn’t consider factors such as the type of company, the stock market it trades in, etc. and

rather, focuses on the stock price charts and volume information. By contrast, fundamen-

tal analysis always considers the company’s nature, its market, etc. while forecasting its

performance.
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While applications of machine learning to anticipate mergers and acquisitions remain

limited, bankruptcy predictions have been studied extensively through the use of various

machine learning approaches, including neural networks, genetic algorithms and combination

thereof [18, 19, 20], support vector machines [21, 22, 23, 24, 20, 25], self-organizing maps [26]

and other machine learning models [27, 28, 29]. However, these approaches tend to make

little or almost no use of stock prices. Instead they use other datasets such as financial

ratios, income statements, etc.

These financial ratios are advantageous to use considering the fact that they provide

a great deal of information about a particular company that may help with predicting a

possible bankruptcy. But these financial ratios are not easily available, and hence assessing

the dynamics of various economic sectors at large cannot be conveniently automated, which

goes against the major purpose of this research. On the other hand, stock prices are easily

obtained and can be retrieved in real-time fashion and automatically from various databases

using a variety of Internet-based software services. Therefore, using stock prices as the major

performance indicators for monitoring the overall state of companies, and making decisions

about the corresponding sectors makes it possible to automate the task of assessing and

anticipating the dynamics of economic sectors.

Using stock prices of a company for monitoring its performance has its significance in

an interesting way. The change in stock price is correlated to the corresponding changes in

earnings and dividends of the company. Higher stock prices lead to more profitability, and

hence higher returns. An increase in profitability indicates higher returns from the market,

thus increasing the earnings of the company and hence the dividends flowing out to the

shareholders. Higher earnings would definitely increase the current assets of the company

thereby allowing room for covering the short-term and long-term liabilities. The lower the

liabilities, the lesser the chance of bankruptcy or total collapse of the company. In addition to

being significant indicators of the company’s performance, stock prices also help in assessing

the behavior of the economic sector in which the company is listed. For more details on

the functioning of the stock market refer to [30]. As mentioned, stock prices are affected by
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many factors which become inherently a part of the weekly closing stock price.

2.2 Motivation and Problem definition

The main motivation behind this research work was that, although extensive studies have

been done for studying the complex system behavior, these works are mainly limited to

performance measurements or estimating future values of real-time signals emerging from

these systems. Classifying and predicting the future states (such as survival or collapse

of companies in the stock market) of such systems is helpful from a bigger perspective.

For example, classifying and predicting potentially active and dead companies in the stock

market helps in monitoring the dynamics of an economic sector, not only from an independent

investor’s perspective, but also from a provincial or national economy perspective.

This research work is not targeted at predicting the future value of a stock price St as a

function of the time t. Instead, it looks at re-framing the prediction problem into another

problem that is at the same time simple enough to be, theoretically at least, solvable (even

under heavy-tailed circumstances) and useful for the users who are concerned by the problem

at hand. More specifically, our study proposes to assess the fate (e.g. survival or collapse)

of a company based on its historical financial time-series taken over a certain period of time.

It thus focuses on addressing the binary classification question of whether a company will

likely remain in the stock market (’survival’ class), or not, i.e. the company will be either

bankrupt, acquired or merged with another one (’collapse’ class). For a discussion as to

why classification problems can be considered as theoretically solvable even in the case of

heavy-tailed distribution, the reader is referred to [31] and [17]. Also, explanations as to

why the binary classification problem of survival versus collapse can be useful for the stock

market analysis are available in [32].

In more specific terms, the research presented herein aims at developing computer-based

tools to monitor and assess, in an automated fashion, the dynamics of the economic sectors

in a certain country or internationally by performing a discrimination of the companies that

are likely to survive and remain active from the companies that will likely disappear from the
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stock market. This discrimination is carried out using Fisher kernels to reduce the financial

time-series into a three-dimensional plot of the Fisher scores. These Fisher scores are used for

training and testing support vector machines (SVM) for classification and prediction of the

potential survivors. To develop the concepts and test them, our research has been focussed

on the Pharmaceuticals and bio-technology sector, but once the methodology is proven to

work, the research is to be expanded to other sectors to help develop industrial strategies

and plan for restructuring of economies internationally.

Such kind of experiments can be conveniently applied to real world scenarios and do not

restrict themselves to just scientific research. These applications can prove to be helpful

in addressing some complex issues, which otherwise cannot be handled by using just direct

programming methods. The extensive amount of datasets used in this study give more

insights into the functioning of complex systems, which were otherwise assumed to be black-

box systems. Continuous research work, and constant updating of data and algorithms are

the key aspects that have helped in achieving desired results.

The proposed method in this research has been extended to the Biomedical domain,

wherein we analyze the knee signals for assessing cartilage degeneration severity and perform

further classification between abnormal and normal knee joints. The intelligent techniques

have been used to monitor biomedical signals as well, and the related literature review can

be found in Chapter 5.

The following chapter describes our proposed method for analyzing the future states

of certain complex systems, and generate classification patterns by assessing the real-time

signal behavior emerging from these systems.



Chapter 3

Background theory and Methodology

3.1 Introduction to Machine Learning

MACHINE Learning is a subset of Artificial Intelligence, wherein we use intelligent

algorithms, which can be self-trained to recognize, classify and perform regres-

sion, on a set of input patterns, and map them to a given output or some category labels.

Such types of learning machines are trained to learn from experience, and generate proba-

bilistic outputs or mapping patterns. Continuous research in this field is being done in order

to solve complex theories and problems such as speech recognition [33], DNA sequence iden-

tification [1], stock market forecasts [20] and many more. Applications of machine learning

techniques can be generalized as follows [8, 9]:

• Complex problems where human expertise remains insufficient.

• Scenarios where the system behavior changes rapidly and randomly, such as stock

market, climate.

Extensive use of computers for solving complex problems however, is not always easy,

and requires the use of certain domain specific examples or training data, which would give

some information about the mathematical models functioning behind the behavior of the

complex systems. Learning from examples constitutes the theory of Machine Learning. The

underlying function used for mapping the inputs to the correct outputs is known as the

target function. The estimate of this target function or the output of the learning algorithm

14
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is known as the solution. When we apply the learning methodology for pattern classification,

as has been applied in this study, then the target function is referred to as the decision

function. The most optimum decision function needs to be chosen from a set of candidate

functions, also known as hypotheses. The algorithm which uses the set of examples as training

data, and maps it to the appropriate outputs using one of the hypotheses functions, is known

as the Learning algorithm. Two major application domains of machine learning are:

• Pattern Classification

• Regression Analysis

These two applications can be further divided or elaborated, depending on the specific ap-

plications. In order to illustrate the complexity of certain systems, consider an example of a

fish packaging factory, where packaging of fish takes place in an assembly line [1]. Assume

that we have to pack two kinds of fish: Salmon and Sea-bass. The question here arises is

that: How do we separate the salmon from sea-bass fish while packaging? We employ some

sort of scanner, fed with an algorithm on how to classify the two products. Some particular

features of the fish such as length, width or weight are identified before the training of learn-

ing machine begins. These features are taken as input parameters for classifying the fish.

Based on these features, the scanner is first trained using a training dataset; its performance

is then tested and validated. While training the machine, one might encounter certain exter-

nal disturbances such as white noise, disturbances on the assembly line, improper placement

of fish on the conveyor belt or even noise coming from the manufacturing unit.

These external disturbances need to be handled carefully while training the machine,

in order to achieve desired results. Only after vigorous training and testing, we can say

that the scanner’s learning algorithm is strong enough to learn from the actual data. So

the main aim here is to classify the input patterns, given a category label, and map each

of the inputs to the correct label. The classification is mainly achieved by separating the

classes using a boundary. This boundary may be of the form of a straight line, a definable

curve or some arbitrary curve, depending on the complexity of the dimensions of the space



16
in which classification takes place. This is evident from the illustrations shown in Figure 3.1,

classifying two kinds of fish : sea-bass & salmon [1]. In this example, for classifying the fish,

two features, the width & length have been considered by the classifying algorithm.

Figure 3.1: Classification between Salmon and Sea-bass [1]

Following sections describe the kernel-based machine learning methods employed for mod-

elling complex systems. More specifically, we emphasize on their application to the Financial

and Biomedical domains. Our research work is based on the application of kernel-based ma-

chine learning methods, and the following sections would provide a base for our proposed

study and then proceed further with the description of our application model.

3.2 Kernel-based Machine learning

Detecting linear relationships in the input data is a desired approach in machine learning

techniques, so that appropriate and suitable features can be extracted from the data for

the learning algorithm. This however is not possible for complex datasets involving random

variations in feature values. Applying machine learning methods in the input space, for

pattern classification sometimes produces non-linear separation of classes. One solution

to address this problem would be the application of kernels to input data, which would

essentially transform the input to a higher dimensional space, wherein the probability of
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linearly separating the classes is higher. In kernel methods, there is a strong possibility that

the higher dimensional space may be non-linear in nature as opposed to the linear input

space; and the separation of classes would be linear in feature space and non-linear in input

space. As we proceed further, we will observe how kernel methods effectively transform

input data for better classification. Any kernel-based machine learning method employed

for classification, includes two major steps [8, 9]:

• Mapping the non-linearly separable input data from its current lower dimensional space

(input space), to a linearly separable data in the (feature space), and,

• Application of a learning algorithm which is written for finding patterns and classifying

in the feature space.

The use of kernels would become clear from the illustration shown in Figure 3.2.

Figure 3.2: Dimension Transformation

In order to train a classifier, we assume the initial input data set as the training set. Using

this set, and the learning algorithm given, the system learns to classify the data accordingly.

A kernel function can be represented as a function that computes the inner dot product of

the training sample. Assume that the input data is of the form,

X = x1, x2, x3, . . . ., xn (3.1)
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Then, using a function φ, we can map the input data set X into a higher dimensional

space as,

X = x1, x2, x3, . . . ., xn → φ(X) = φ1(X), . . . .. . . . , φn(X) (3.2)

This is essentially same as mapping the input space X into a new space F. The space F

is known as the Feature Space. It also takes into consideration the input features introduced

in order to classify the data to the correct category label. Additionally, some attributes of

the input quantities can also be considered in the feature space for classification. Figure 3.3

shows the transformation of the data, from input space to the feature space.

Figure 3.3: Transformation in to Feature Space [2]

Applying kernels to pattern classification can also lead to dimensionality reduction of

the input data set, in the feature space. This is done by selecting the smallest number of

features out of a given number of attributes, large enough to classify the input data and give

the essential information contained in the attributes. Increasing the number of features can

lead to poor performance & generalization of the classifier. That is, if we have a large set

of redundant features, then there are more chances that the function to be learned, cannot

be represented using a standardized learning machine. So basically, a good feature selection

involves - dimensionality reduction, and, removal of irrelevant features. Now, let us assume

that the classifier, in the feature space is governed by the following hypotheses for pattern
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classification.

f(X) =
N∑

i=1

wiφi(X) + b (3.3)

where, wi is the weight associated with each of the input data points; and b is the bias

of the system. φ : X → F is the non-linear mapping from the input space to the feature

space. Thus we can say that Linear Learning machines give us a dual representation for the

inputs. So in the feature space, the hypotheses can be given by the relation,

f (X) =
d∑

i=1

αiyi < φ (x) .φ (z) > +b (3.4)

where, αi is the transformed weight vector in the feature space; yi is the output corre-

sponding to each input point and d is the number of training points. The kernel function

K can be defined as K (x, z) =< φ (x) .φ (z) > for all x,zεX. Thus we can use the kernel

function to implicitly map the data into the feature space by finding the inner dot products

between two consecutive transformed input samples, thereby ignoring the computational

difficulties in finding the feature map. The kernel matrix thus formed, may be given as,

K = (< xi, xj >)d
i,j=1 (3.5)

Figure 3.4 summarizes the various stages involved in the implementation of a kernel-based

machine learning method.

Kernel functions may be of different forms, such as Linear kernels,Polynomial kernels etc.

One of the most popular forms of kernels is the Fisher kernels which were introduced in 1999

[34]. Section 3.2.1 highlights the functionality of Fisher kernels and how they were applied

in our study.

3.2.1 Fisher Kernels

Fisher kernels are known for their wide usage in generative and discriminative pattern clas-

sification, and recognition approaches [35, 36, 34, 37]. Generative models are those which

are used for randomly generating observable data; whereas Discriminative models are used

in machine learning for assessing the dependency of an unobserved random variable on an
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Figure 3.4: Application of Kernel Methods

observed variable using a conditional probability distribution function. They extract more

information from a single generative model and not just its output probability [9]. The

features obtained after applying Fisher kernels are known as Fisher scores. We analyze how

these scores depend on the probabilistic model, and how they give us the information about

the internal representation of the data items within the model. Fisher kernels have been ap-

plied in various domains such as speech recognition [33, 38, 39], protein homology detection

[36], web audio classification [40], object recognition [41], image decoding [42, 43], etc.. For

detailed information on Fisher kernels, refer to [9].

Fisher kernels combine the properties of generative models such as Hidden Markov model,

and discriminative methods such as support vector machines [34]. The use of Fisher kernels

for dimension transformation has two advantages [34, 9]:

1. Fisher kernels can deal with variable-length time series data.

2. Discriminative methods such as SVMs, when used with Fisher kernels can yield better

results.
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3.2.2 Support vector machines (SVMs)

SVMs constitute a unique machine learning method, developed by Vapnik et.al. [31]. The

conventional learning machines were generally linear in nature, and did not cover the aspects

of non-linearity. SVMs negate this factor and take non-linear input spaces into consideration,

for classification and regression, at the same time keeping intact the basic theories of kernel

induced feature spaces and the corresponding optimization problems. The optimization

problem faced in case of simplifying the input space and mapping it to an appropriate

output space is usually Lagrangian in nature. SVMs have gained tremendous interest in

recent years, due to their powerful feature retaining capability of the complex systems and

hence their good generalization performance. Applications include handwriting recognition,

face detection, pedestrian detection, text categorization, speech recognition, stock market

forecasts, Bioinformatics, etc.

In this study, we are dealing with the binary classification of time series signals, sorting

them into two classes. Usually, whenever we do binary classification, we tend to separate the

two categories of data using a hyperplane, such that the distance of this hyperplane from

either sides is maximum. Hence, it is also known as Maximum Margin Hyperplane. In case

of linearly separable categories, we observe that the two classes are clearly separated into

two regions by the hyperplane. Whereas, in the non-linear case, it’s seen that, some of the

data from either sides, gets mixed up.

These data points are also known as slack variables, and the basic aim is to re-create the

hyperplane such that maximum classification is achieved easily, along with the least number

of slack components. The slack variables are otherwise known as Misclassified points. The

above explanation becomes clear from the illustrations shown in Figures 3.5 and 3.6.

Let us assume that we have N data points representing two classes - C1 and C2. Now,

assuming that we get a linear separation case i.e. the classification is easily done using a

simple hyperplane, we get a scattered point distribution of the two classes. The mathematics

used in this study with respect to classifying C1 and C2 has been adopted from [20, 8].

Let the data points be denoted by the set {xi, yi} for i : 1 . . . .N and xi ∈ Rk (Real
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Figure 3.5: Linearly Separable case

Figure 3.6: Non-linearly separable case

Number). The separating hyperplane is given by the equation,

f (x) = w.x− b (3.6)

where, w is the weight vector perpendicular to the separating hyperplane. In order to classify

the categories as C1 and C2, we draw two hyperplanes (Figures 3.5, 3.6) on either side of

the separating hyperplane, such that some of the data points lie on these hyperplanes. Then
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the equations of the two hyperplanes would be:

HPC1 = y = w.x− b = +1 (3.7)

HPC2 = y = w.x− b = −1 (3.8)

Here we also assume that the distance between HPC1 and HPC2 is maximized. The

coefficients weight vector w has been normalized in this case with respect to the separating

hyperplane, HPC1 and HPC2.

We now aim at maximizing the distance between HPC1 and HPC2. During this process,

we take into consideration the data points lying on HPC1 and HPC2. These data points are

known as Support Vectors, since they help in classifying of data. The other data points may

be neglected for now, as long as they don’t fall between, HPC1 and HPC2.

Assume that we have a point on the plane HPC1. Then the distance of this point from

the separating hyperplane, will be given by the relation |w.x−b|
‖w‖ = 1

‖w‖

This implies that the distance between, HPC1 and HPC2 would be 2
‖w‖ . It becomes clear

from 2
‖w‖ that the distance can be maximized, if we minimize ‖w‖ = wT .w , along with the

condition that no data points exist between HPC1 and HPC2, and hence yi = +1 for C1

category, and yi = −1 for C2 category.

We can now summarize the optimization problem as:

min
w,b

1

2
wT w subject to yi (w.x− b) ≥ 1 (3.9)

In order to simplify, we can introduce Lagrange multipliers such that,

D (w, b, α) =
1

2
wT w −

N∑

i=1

αiyi (w.xi − b) +
N∑

i=1

αi (3.10)

Here α is the transformation of vector w into the higher dimensions.The above concept has

been explained from a theoretical point of view. In order to consider the real data, we have

to use the non-linear case, wherein we might get some data points between HPC1 and HPC2

hyperplanes. In this situation, we introduce the concept of Kernels. If we want to linearly
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separate the data points, we need to transform the data points to a different dimension, using

a function µ(x). Let us define a kernel function k (xi, xj) = µ (xi) .µ (xj) which represents the

high dimensional input space. This way, we need to consider only the form for k (xi, xj), and

not bother about µ(x). Thus we can conclude from the works of Vapnik et.al. [31] that,

while training a SVM for pattern classification problem, we get a quadratic optimization

function using Lagrange multiplier [8],

Minimize : E (α) = −
N∑

i=1

αi+
1

2

N∑

i,j=1

yiyjαiαjk (xi, xj) (3.11)

subject to :
N∑

i=1

yiαi , ∀ i : 0 ≤ αi ≤ C, where C is a constant.

The theory described so far, was just a basic touch to the know-how of support vector

machines. For a detailed information on SVMs and Fisher kernels refer to [44, 8, 9, 1].

Detailed information on Lagrangian optimization can be found in [8]. For the time-series

signal study, we have taken the Gaussian radial basis function as our kernel functions, and

applied the Sequential Minimal Optimization method (SMO) [45, 44] for finding the sepa-

rating hyperplane. When we use a Gaussian rbf as our kernel function, then the maximum

margin classifiers in the feature space are well regularized, i.e. we do not face the issues with

overfitting.

3.3 Proposed Work

In this study, we propose to use the Fisher kernels for analyzing the gradient (Fisher score

derivatives) of a high dimensional feature spaced input signal coming from a complex system

(financial or biomedical time series), using a recursive probabilistic model (applied to all

input vectors in the input set), for assessing the fate of the system. Fisher kernels combined

with the learning ability of SVMs make good classifiers in a binary context [35] since they

retain the essential features of the input dataset for a good classification. In our analysis we

have taken into consideration a Gaussian probabilistic model, for creating the Fisher kernel.
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3.3.1 Applying Fisher Kernels to a time-series model

In this section, we study the application of Fisher kernels for identifying patterns emerging

from a time-series model ( section 1.2). We use a generative Gaussian mixture model [1, 9, 8]

for our complex system. In our study, since we are performing binary classification, we have

two Gaussian components for each time series signal. These two Gaussian components for

each signal help us in assessing the tendency of the signal to be categorized in either of the

two classes. Let us make the following assumptions before we mathematically generate the

Fisher score model. The methodology in this section has been adopted from [46].

• The complex system to be modelled is a black box out of which a time series signal is

emerging.

• In order to make the data distribution in the signal to be i.i.d (independent and iden-

tical distribution), we apply some mathematical relations such as log-normal relations

or normalizing the dataset. By doing so, we generate another set of data which is

nearly an i.i.d distribution, thus giving us a transformed time series signal.

• Upon applying the previous assumptions, we then generate the Fisher score model for

the complex system as explained further.

Before we proceed with deriving the model and its equations, we assume the following vari-

ables and their meanings as shown in Table 3.1.

1. We use the assumptions mentioned in the beginning of this section for deriving the

Fisher scores.

2. Our study is on binary pattern classification, and in order to achieve this we use the

Fisher scores generated as described further in this section, for plotting and visualizing

between the two categories (e.g. active and dead companies, or abnormal and normal

knee joints).
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Table 3.1: List of variables used for Fisher scores’ computation

Symbol Indication
X=x1,....,xN The input dataset, which consists of a number of vectors or time-series signals
x An input vector or a time-series signal
N Number of input vectors in the given input dataset
Nd Dimensionality of the input vector
Nc Number of samples available in an input vector xi. This value can be same

for all input vectors within X or can be of variable length.
Ng Number of Gaussian components for clustering or pattern visualization = 2
Sc ith sample value in an input vector (i = 1 . . . .Nc)
rc Normalized value for the ith sample
θ=[aj, µj, σj] Gaussian estimates for the Ng components, with aj being the weight vector,

µjbeing the mean vector and σj being the variance vector.
R(i, j) Gaussian mixture model for the ith week’s returns, built using j=2 Gaussian

components
P(ri|θ) Probability density function for the ith normalized sample value
P(C|θ) Probability density function for the entire input vector or time-series signal

3. The length of each input vector (or the number of samples available) can be variable,

or all the input vectors can be of same length. We assume each input vector to be a

unique time series signal.

4. Our study based on binary pattern classification has been applied to two domains

: the financial domain wherein we classify between the potentially dead and active

companies; and the biomedical domain wherein we classify between abnormal and

normal knee joints for assessing the risk of cartilage degeneration. These two domains

have been explained thoroughly in Chapters 3 and 4. In the financial study, we intend

to find the log-normal stock returns using the weekly stock prices; whereas in the

biomedical domain we normalize the knee angle signals between the interval 0 . . . .1.

These stock returns or normalized knee angles are taken as our rc values. We do this

so as to make the distributions i.i.d in nature, as per the assumptions mentioned in

the beginning of this section.

5. We first find the initial values of the Gaussian estimates, θ = [aj, µj, σj] using the

Expectation Maximization algorithm [47, 48] for j = 1 . . . .Ng. The expectation max-
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imization algorithm is used for estimating the likelihood parameters of certain proba-

bilistic models.

6. Using these estimates we create the Gaussian mixture model M so that R(i, j) is an

Nc x 2 matrix.

R (i, j) =
1

σj

√
2π

exp


−1

2

(
ri − µj

σj

)2

 for

{
i = 1 . . . .Nc

j = 1 . . . .Ng

}
(3.12)

7. The diagonal covariance GMM likelihood is then given by the Probability density

function for the ith normalized sample value. Thus,P (ri | M, θ) is a Nc x 1 matrix.

P (ri | M, θ) =
Ng∑

j=1

ajR(i, j) (3.13)

8. The global log-likelihood of an input vector’s normalized values C = {r1, r2 . . . . . . ., rNc}
is given using the probability density function as follows. Therefore log P (C|M, θ) is

a single value for each input time series signal.

log P (C | M, θ) =
Nc∑

i=1

log P (ri | M, θ) (3.14)

9. The Fisher score vector is composed of derivatives with respect to each parameter in

θ = [aj, µj, σj]. The derivatives with respect to the jth prior, mean and variance are

given as follows.
d

daj∗
log P (C | M, θ) =

Nc∑

i=1

R(i, j∗)
∑Ng

j=1 ajR(i, j)
(3.15)

d

dµj∗
log P (C | M, θ) =

Nc∑

i=1

ajR(i, j∗)
∑Ng

j=1 ajR(i, j)
.

1

σj∗

(
ri − µj∗

σj∗

)
(3.16)

d

dσj∗
log P (C | M, θ) =

Nc∑

i=1

ajR (i, j∗)
∑Ng

j=1 ajR (i, j)
.

(
(ri − µj∗)

2

(σj∗)
3 − 1

σj∗

)
(3.17)
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for j∗ = 1 . . . . . . Ng

10. Each of the derivatives comprise of two components, thus giving us a 1 x 2 matrix for

each derivative.

d

daj

=

(
d

da1

,
d

da2

)
(3.18)

d

dµj

=

(
d

dµ1

,
d

dµ2

)
(3.19)

d

dσj

=

(
d

dσ1

,
d

dσ2

)
(3.20)

11. The likelihood Fisher score vector for each signal is thus given as follows.

Ψfisher (C) =

[
d

daj

, . . . .,
d

dµj

, . . . .,
d

dσj

]T

log P (C | M, θ) (3.21)

for j∗ = 1 . . . . . . Ng

12. Thus, for each input vector we get a 6 x 1 Fisher score matrix. In order to plot the

scores, we then add up each pair of Fisher Scores (with respect to weights, mean and

variance), to get a three-dimensional scatter plot.

13. The Fisher scores obtained for each input vector are then further used as input data

for training and testing our SVM model. The SVM model basically performs binary

classification and predictions in our scenario, using which we can infer statements about

the future state of the complex system taken into consideration.
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14. The correctness of the classification performed by SVM, is further verified when we

apply the same set of Fisher score data for Linear Discriminant Analysis (LDA). As

a note, our study is not intended to analyze the performance of LDA approach, or

compare it with SVM. The reader may refer to Section 8.3 for detailed information.

The following chapters will basically give us a domain specific knowledge of the complex

systems selected for our study, and the experiments conducted on the real-time signals emerg-

ing from these systems. More information on Machine Learning can be found in Appendix 7.

Details on Expectation-Maximization algorithm, SMO method, LDA and Cross-Validation

can be found in Appendix 8.



Chapter 4

Application to Financial domain -
Stock Markets

4.1 About Stock Markets

ASTOCK EXCHANGE is an organization which hosts a market where stocks, bonds,

options and futures, and commodities can be traded. The buyers and sellers come

together to trade during specific hours on business days. In financial terms, stock simply

means a supply of money, the company raises from individuals or other organizations. That

is, when you buy stocks of a company, you become the owner of a part of that company.

This ownership is called share and is usually measured in percentage with respect to the

number of shares owned by an individual, and the total number of shares made available by

the company to be sold in the market. Individuals or firms who own shares are referred to

as shareholders or stockholders.

When a company wants to sell its shares, it lists its stock on an exchange. The stock

exchanges are set up to make it faster and easier for people to buy and sell company stock.

When a company is traded on an exchange, it is referred to as Listed or Active. In order to

trade, firms and brokers in the stock exchange need to follow certain rules and regulations

such as the minimum number of shareholders, a minimum price per share, and a minimum

market cap. If at any time a company fails to meet these regulations, it is Delisted or

declared Dead by the stock exchange, and is not allowed to trade its shares in the market.

30
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When a company gets delisted, it indicates a serious financial or managerial trouble, and

may cause the stock prices to fall.

When individuals want to buy or sell shares, they can simply call a stock broker, which

is a firm authorized to trade at stock exchanges. The stock broker relays the trade message

to the floor of the correct exchange, and a representative of the company then completes

the trade request. A stock broker receives a commission for providing this trading service.

However, it is becoming increasingly popular for people to use online trading sites instead

of stock brokers.

Stockholders always hope that the companies they invest in are profitable businesses,

because they will then receive a share of the profits as well. However if the company ends

up in a loss, the shareholders would lose a significant portion of their invested money as

well. Shareholders usually have voting rights, typically one vote for every share they own.

Many companies have yearly meetings where the shareholders can vote on company issues.

Stockholders also receive annual or quarterly reports that let them know how the company

is doing financially. Such reports are mostly based on the company’s internal income state-

ments, etc. When an investor thinks that the stock market is going to go down, i.e. the

stock prices will fall, he is then known as a Bearish investor. Such investors buy stock very

cautiously. Similarly, individuals are called bullish when they believe that the stock market

will go up, thus making them invest more money into the stock market. Likewise, if the

prices of stocks as a group tend to rise, the stock market is called a bull market. If stock

prices as a group tend to fall, however, the stock market is referred to as a bear market.

The stock market is one of the most important sources for companies to raise money by

allowing businesses to be traded publicly, thus generating liquid funds for the companies.

These liquid assets can be helpful in clearing the company’s liabilities and hence secure its

businesses. The liquidity feature is also important from the view that, it makes the trading of

company stocks more attractive than other investments such as real estate or bank deposits,

since the investor can generate significant profits.

It has generally been observed that the stock prices and the stock market in general, prove
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to be good indicators of the the dynamics of an economy, and can influence the overall social

mood of the public. The better the stock market performance, the better the economy. In

fact, the stock market is often considered to be a primary indicator of an economy’s growth.

Rising share prices generally indicate that business investment is increasing, and vice versa.

4.2 Application of Fisher kernels and SVMs to finan-

cial time-series

Till date many machine learning approaches have been applied to process stock market data

for various purposes (see e.g., [49, 50, 51, 52]). In particular, the SVM approach, which is

one of the main tools used in this study, has been applied quite extensively for analyzing

financial data, and some of these applications have reported high accuracy rates such as in

[51, 52]. In this research, the application of SVM is combined with the implementation of

a kernel whose use has not been widespread for processing time series: Fisher kernel. More

specifically, the approach used in this study to perform binary classification of companies is

implemented in two major steps:

• Dimension transformation of the financial time-series using Fisher kernels, into the

feature space; and,

• Application of SVM to the feature space data, for predicting the potentially active

and dead companies. The implementation of SVM in this space uses the radial basis

function as a kernel.

In this study, we are dealing with a binary classification of business enterprises, sorting

them into ’collapse’ and ’survival’ categories. Usually, whenever we do a binary classifi-

cation, we tend to separate the two categories of data using a hyperplane. In this study,

the classification involves visual inspection of data points in the Fisher scores space, which

is obtained by applying the Fisher kernel method; and further learning of the classification

pattern is done using support vector machines. Figure 4.1 illustrates the step-wise procedure

for classification.
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Figure 4.1: Methodology for classifying companies

Using this methodology we divide our implementation into various stages of data collec-

tion, processing and outcomes, in the following sections.

4.2.1 Data collection and Processing

Before we initiate the task of developing a comprehensive software system that monitors,

assesses and anticipates the dynamics of a nation’s economy and its sectors, there is a need

to design and test the core methodology and algorithms that will underlie the functioning of

the software system’s engine - addressing such a need is what this thesis is all about. We have

thus analyzed the random behavior of changes in weekly stock prices for different companies

in one economic sector: the Pharmaceuticals and bio-technology sector. The intention of

this analysis is to evaluate the performance of Fisher kernels and support vector machines

in discriminating the companies that will likely survive from the other ones.

The stock price behavior exhibited by the companies is also dependent on the sector

taken into consideration. So our experiments can also be extrapolated to monitoring the

sector dynamics along with the assessment of the potentially surviving or collapsing firms

in a particular sector. When we consider a common time frame, not all companies have

the same amount of data. In a previous study we had taken the data such that we get
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maximum number of firms along with maximum amount of weekly price data [53]. This

was basically a selection of a fixed length financial time-series. In this research we deal with

variable length stock data for each company in a common time frame and process it likewise

in three dimensions. The stock price distribution length for each company is variable in this

case. The financial time-series data is first processed and transformed using Fisher kernels

into three dimensions. The three-dimensional scatter plot provides visualization between the

active and dead companies, which would further aid in inferring the future states of active

companies. The set of all the Fisher scores for each sector is then applied for classification

and prediction using support vector machines.

In this study we have considered the companies falling under the Pharmaceuticals and

Biotechnology sectors listed in the TSX [14], NYSE [13], TSX-Ventures [14] and NASDAQ

[15] stock exchanges. We collected the weekly stock price data for various companies from

a common time frame of January 1950 to December 2008. The data is collected using the

following procedure on Thomson Datastream software. This software is one of the world’s

largest and most trusted sources for financial statistical data. It provides historical informa-

tion on key datasets which include equities, investment trusts, warrants, bonds, exchange

rates, interest rates, commodities and other macroeconomic data taken from worldwide fi-

nancial institutions and agencies. Datastream also provides historical stock price data in

the form of a time-series, and may cover more than 50 years of data. Available stock price

frequencies include daily, weekly, monthly, quarterly and yearly. Although a multi-resolution

analysis has not been done in our experiments, but such study can be used as a direction

for future research. Thomson Datastream defines an active company as one which is cur-

rently listed in the exchange and is trading, whereas, a dead company as one which has been

delisted from the exchange since it does not perform any trading. With regards to these

definitions, we are classifying between active and dead companies, in a particular economic

sector. Table 4.1 mentions the typical list of criteria to be set while retrieving a search in

the Datastream.

In order to collect our data under the Pharmaceuticals and Biotechnology sector, we gave
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Table 4.1: Typical search criteria in Thomson Datastream

Search Field Indication

Name The name of a particular company (if known)
Market Country in which the company’s business is concentrated
Base Date The date on which the started trading in the market (can be an

approximation)
Currency Currency in which the user wants the stock prices to be shown (can be

adjusted)
Data
Category

About 18 available on Datastream

Status Active, Dead or Suspended
Instrument
type

Type of financial instrument required e.g. equity, bonds, warrants, etc.

Sector Specifies the particular industry sector, e.g. Pharmaceuticals and
Biotechnology

Exchange Name of the stock exchange
Data type Opening, closing, highest and lowest stock prices
Data type
base date

Approximate time period from which the data needs to be collected

Data
frequency

Daily, weekly, monthly, quarterly, and yearly

the following inputs to the search engine in Datastream, as shown in Table 4.2.

Table 4.2: Search Criteria for Pharmaceuticals and Biotechnology sector

Search Field Inputs

Market Canada, United States
Base Data After 01/01/50
Currency United States Dollar
Status Active, Dead
Instrument
type

Equity

Sector Pharmaceuticals and Biotechnology
Exchange NASDAQ, NYSE, Toronto, TSX-Ventures
Data type Price (Adjusted - Default)
Data type
base date

After 01/01/50

Data
frequency

Weekly

The data collected from Thomson Datastream, is downloaded into an integrated Microsoft
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Excel workspace, as shown in Figure 4.2. The rows represent the time-line or week, and the

columns represent various companies. As we can see from Figure 4.2, the names of the

companies can be accessed from the top row. Also, we observe that not all companies

started trading in the stock market on or before January 1950; which is the reason why we

are able to see some null values in the data. In order to process this null data, we replace

all the null values by zeros (0’s) and then proceed with the calculation of log-normal stock

returns.

Figure 4.2: Sample Stock price data: Pharmaceuticals and Biotechnology

Figures 4.3 and 4.4 illustrate the stock price distribution for the active and dead compa-

nies falling under the Pharmaceuticals and Biotechnology sector. From observing the stock

price distribution charts, it becomes clear that it is difficult or almost impossible to predict

the next stock price or even the future state of the stock price, i.e. whether the price will be

high or low. In our study, by classifying between the active and dead companies, we have

tried to infer statements about the performance of each company and whether it would be
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a potential survivor or not.
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Figure 4.3: Stock price distribution of Active companies
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Figure 4.4: Stock price distribution of Dead companies

As observed quantitatively in Figures 4.3 and 4.4, the stock price distribution is not an

i.i.d (independent and identical distribution). So in order to normalize the distribution, we
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apply the concept of Black and Scholes [54, 55, 56] theory on stock price option trading

as, Average Weekly returns, rw = ln
(

Sw

Sw−1

)
, where Sw is the closing stock price for the

current week, and Sw − 1 is the closing stock price of the previous week. The normalized

distribution would prove to be a better fit with the Gaussian Mixture Model used in the

Fisher kernel. ..Figures 4.5 and 4.6 illustrate the log-normal stock price returns’ distribution.
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Figure 4.5: Log-Normal stock returns distribution of Active Companies

An active company in this context indicates that it is currently trading and is listed in a

particular stock exchange. Whereas, a dead company indicates that the firm has been delisted

from the stock exchange, and that it no longer performs stock trading. A company can be

listed as ’dead’ for many reasons such as bankruptcy, mergers or acquisitions. Thomson

Datastream uses a flat plot or a constant value as an indication that the company has

stopped trading in the exchange. This becomes clear from Figure 4.4.

4.2.2 Plot generation, SVM application and LDA validation

The log-normal stock returns data, obtained using the Black and Scholes theory are first used

for finding the initial estimates of mean, variance and weight vectors using the Expectation

Maximization algorithm [47, 48]. In this particular study, we have taken two scenarios for
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Figure 4.6: Log-Normal stock returns distribution of Dead Companies

finding the Gaussian estimates of the log-normal returns dataset. Using these two scenarios

we generate two sets of results with respect to the Fisher score plots, SVMs and LDA.

1. Scenario 1 - Separate Estimates for Active and Dead Companies

The initial Gaussian estimates are calculated separately for Active and Dead compa-

nies’ stock returns datasets, which are further used for calculating the Fisher scores for

all the companies as per the methodology described in section 3.2.1. The Fisher scores

for each company are obtained with respect to three parameters. These parameters

are basically the derivatives of the global log-likelihood of each dataset with respect to

each of mean, variance and weight vectors. These Fisher scores when plotted in three

dimensions provide a scope for visually classifying between the active and the dead

companies, as shown in Figure 4.6. At this stage, we have basically performed a trans-

formation of a financial time-series into three dimensions. That is, for each company

we have processed its stock market data into a set of six Fisher scores. In order to plot

these Fisher scores, we summed up the Fisher score pairs for all the parameters, as

indicated in Equations 4.1, 4.2 and 4.3. So the coordinates of the 3-D plot in Figure
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Figure 4.7: Fisher score plot for visualization - Separate Gaussian estimates

4.7 are basically the sum of Fisher scores - SFS1, SFS2, SFS3.

SFS1 =

(
d

da1

+
d

da2

)
log P (C | M, θ) (4.1)

SFS2 =

(
d

dµ1

+
d

dµ2

)
log P (C | M, θ) (4.2)

SFS3 =

(
d

dσ1

+
d

dσ2

)
log P (C | M, θ) (4.3)

Using the illustrated Figure 4.7 data, we used support vector machines for training

and thereby classifying the potentially surviving and collapsing companies. Firstly,

we randomly split the Fisher score dataset into training and testing groups, using

the Hold-out method. We then train the SVM classifier using the training dataset,

thus generating the support vectors for the learning model. These support vectors are

further re-evaluated using the testing dataset. Table 4.3 shows the SVM results for

3-D and 6-D Fisher scores.
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Table 4.3: Results from SVM performance - Financial time series

Dataset Sensitivity
(%)

Error rate
(%)

Classification
accuracy (%)

3D Fisher
Scores

92.96 3.52 96.48

6D Fisher
Scores

96.09 2.35 97.66

In order to validate our results, we further used the method of Linear Discriminant

Analysis (LDA)[1] along with the Leave-one-out cross validation technique. Tables 4.4

and 4.5 show these results in details for training, testing and cross-validating 3D and

6D Fisher scores.

Table 4.4: LDA results for 3-dimensional Fisher scores - Financial time series

Category Predicted
Membership
Dead Active

Original
Data

Count of
Data clas-
sified
Dead 235 21
Active 0 256
% of Data
Classified
Dead 91.8 8.2
Active 0.0 100.0

Cross-
validated
data

Count of
Data clas-
sified
Dead 234 22
Active 0 256
% of Data
Classified
Dead 91.4 8.6
Active 0.0 100.0

Also,

• Cross validation was done only for those cases in the analysis. In cross validation,



42
each case was classified by the functions derived from all cases other than that

case.

• 95.9% of original grouped cases correctly classified.

• 95.7% of cross-validated grouped cases correctly classified.

Similarly we got the results for the six-dimensional Fisher scores as shown in Table

4.5.

Table 4.5: LDA results for 6-dimensional Fisher scores - Financial time series

Category Predicted
Membership
Dead Active

Original
Data

Count of
Data clas-
sified
Dead 234 22
Active 0 256
% of Data
Classified
Dead 91.4 8.6
Active 0.0 100.0

Cross-
validated
data

Count of
Data clas-
sified
Dead 234 22
Active 0 256
% of Data
Classified
Dead 91.4 8.6
Active 0.0 100.0

Similarly as compared to previous case,

• 95.7% of original grouped cases correctly classified.

• 95.7% of cross-validated grouped cases correctly classified.

2. Scenario 2 - Common set of Estimates for Active and Dead Companies

As opposed to the first scenario, in this situation, we find common Gaussian estimates
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Figure 4.8: Fisher score plot for visualization - Common Gaussian estimates

for both Active and Dead companies’ stock returns datasets. In order to calculate

the estimates, we combine the Active and Dead stock returns data into one dataset.

We then process this dataset using the Expectation Maximization algorithm [47, 48].

Subsequently we generate the Fisher scores, and thus obtain the three dimensional

Fisher score plot, as shown in Figure 4.7.

As is in previous scenario, the SVM training and testing yields the following results in

Table 4.6 , with respect to 3-D and 6-D Fisher scores.

Table 4.6: Results from SVM performance - Financial time series

Dataset Sensitivity
(%)

Error rate
(%)

Classification
accuracy (%)

3D Fisher
Scores

70.31 16.01 83.98

6D Fisher
Scores

78.90 14.06 85.93

These results are further validated using LDA approach as follows. Following Tables
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4.7 and 4.8, show these results with respect to training, testing and cross-validation.

Table 4.7: LDA results for 3-dimensional Fisher scores - Financial time series

Category Predicted
Membership
Dead Active

Original
Data

Count of
Data clas-
sified
Dead 167 89
Active 13 243
% of Data
Classified
Dead 65.2 34.8
Active 5.1 94.9

Cross-
validated
data

Count of
Data clas-
sified
Dead 167 89
Active 13 243
% of Data
Classified
Dead 65.2 34.8
Active 5.1 94.9

Also,

• Cross validation was done only for those cases in the analysis. In cross validation,

each case was classified by the functions derived from all cases other than that

case.

• 80.1% of original grouped cases correctly classified.

• 80.1% of cross-validated grouped cases correctly classified.

Similarly we got the results for the six-dimensional Fisher scores as shown in Table

4.8.

Similarly as compared to previous case,

• 83.2% of original grouped cases correctly classified.
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Table 4.8: LDA results for 6-dimensional Fisher scores - Financial time series

Category Predicted
Membership
Dead Active

Original
Data

Count of
Data clas-
sified
Dead 188 68
Active 18 238
% of Data
Classified
Dead 73.4 26.6
Active 7.0 93.0

Cross-
validated
data

Count of
Data clas-
sified
Dead 187 69
Active 18 238
% of Data
Classified
Dead 73.0 27.0
Active 7.0 93.0

• 83.0% of cross-validated grouped cases correctly classified.

The following section discusses the various observations and inferences we made from our

experiments with Financial time-series.

4.3 Observations and Discussions

From the Fisher score plots shown in Figures 4.7 and 4.8 we can make the following obser-

vations:

• We observe two clusters in the plots 4.7 and 4.8 - Active companies (indicated in

blue), and Dead companies (indicated in red). These clusters provide a scope for

visually classifying between the two categories, and also indicate the tendency of each

company - whether it is likely to remain active or become dead in the near future.

• The Fisher score points (corresponding to different companies) that lie very close to
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each other in the ’active’ region, indicate that these firms are likely to remain healthy

(money-wise) in the stock market, and may not be delisted in the near future. Active

companies’ Fisher score points, which are away from the denser active region, and tend

to move towards the dead cluster, indicate that these companies may likely be dead

in the near future. They might go either bankrupt, or may undergo a merger or an

acquisition.

• We also observe that the stock price fluctuation of dead companies is quite high as

compared to active companies (Figures 4.3 and 4.4). This indicates that the active

companies lying close to one another, thus creating a dense active region, are more

suitable for long term investments. If an investor wants to make considerably large

profits in a short amount of time, then investing in an active company (away from

the dense cluster), which is likely to go dead, would be an appropriate option. The

only constraint for the investor, that lies in this case would be - At exactly what time

should the shares be sold in order to make maximum profits.

Further training and testing with support vector machines yielded us about 96-97%

classification accuracy in Scenario 1, and about 83-85% in Scenario 2. These results

were further validated by using the Fisher scores (3-D and 6-D) as input data in the LDA

approach, and the classification rate turned out to be about 95% for Scenario 1, and 83%

for Scenario 2. Note that the 3-D Fisher scores are actually the sum of the 6-D Fisher

scores, as indicated in Equations 4.1, 4.2 and 4.3. We also observe that there is significant

difference in the classification accuracies between scenarios 1 and 2.

In scenario 1 we find separate Gaussian estimates for active companies and dead compa-

nies, thus considering each category as a separate input set to the learning machine. Whereas

in scenario 2, we find common Gaussian estimates by considering the active and dead compa-

nies as a single input dataset. This indicates that Gaussian estimates are essential indicators

(in the form of mean, variance and weight vectors) for each category, and define the behavior

of that category (active or dead).
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However, if we find the common estimates, then we are considering both classes to belong

to the same input set, and hence the values obtained for the Gaussian estimates define the

behavior of the entire sector taken into consideration. This might be useful from a holistic

perspective: i.e. if we are assessing the fate of an entire economic sector by analyzing and

predicting the potential survival or collapse of active businesses in that sector. But if we

are simply classifying and predicting the potential survivors and collapsing firms, without

considering the economic sector as a whole, then using separate Gaussian estimates for active

and dead companies’ datasets might be more suitable.

The LDA results indicate that our method of applying Fisher kernels for dimension trans-

formation, followed by the use of support vector machines was highly suitable for performing

pattern classification and predictions on financial time-series data. One of the reasons behind

such a visually accurate separation may be that, we have exploited the relationship between

two consecutive stock prices by applying the Black and Scholes theory [54, 55, 56], thus

obtaining the weekly stock price returns for each company. These stock price returns give us

a distribution, which is easier to analyze and model using GMM, as compared to a non-i.i.d

distribution. Other reasons behind such accuracy rates (96% using SVMs) could be the use

of Gaussian radial basis function as our kernel function - which creates a good classifier for

non-overlapping classes, and application of SMO method for finding the hyperplane, which

splits our large quadratic optimization problem into smaller portions for solving.

This experiment was done for the financial data from Pharmaceuticals and Biotechnology

sector (with 256 active and 256 dead companies), and can be extrapolated to other sectors

as well. The classification accuracy of our learning model is highly dependent on the stock

price fluctuations and hence the corresponding behavior of the stock returns, and so it may

vary with other sectors. But the accuracy rate would tend to remain approximately the same

in most sectors’ study.

The above observations about the high performance of Fisher kernels and SVMs will

become more convincing as we proceed to the next Chapter 4, wherein we apply these

concepts to a biomedical time-series, for predicting the knee joint abnormality with respect
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to cartilage degeneration.



Chapter 5

Application to Biomedical domain -
Osteoarthritis

5.1 About Osteoarthritis and other joint-related dis-

orders

OSTEOARTHRITIS (OA) is a clinical syndrome of joint pain followed by certain

functional limitations and hence a reduced quality of life. It is one of the most

common forms of arthritis and a leading cause of pain and disability worldwide. The most

common body parts affected by OA include knees, hips and small hand joints. Although OA

is accompanied by acute joint pain and reduced functionality, sometimes structural changes

occur without any other common symptoms. Such frequent discordance in OA pathology

indicates that there is a need for separate consideration in epidemiological studies and clinical

trials of osteoarthritis treatments.

The lower human body is considered to be the most significant support for the human

structure’s physical functioning. The major parts of the lower human body which are used in

daily activities are the knee joints. They carry out the basic human movements of walking,

running and sitting, and support almost three-fourths of the human body.The joints are

lubricated and connected through the cartilage by a fluid comprising of about 70% liquid

state protein, and about 30% of strong connective tissue [57].

Extensive use of knee joints during one’s lifespan, may reduce the liquid protein in the

49
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cartilage, thus leading to increased friction between the fibrous tissue and the bone, and

can lead to the degeneration of articular cartilage. Some of the symptoms associated with

this degenerative disorder are joint pain, tenderness, inflammation and inability to walk

properly. Although the human body naturally tries to sustain the damage, the internal

regrowth processes rather accelerate this damage, thus leading to more complications. Such

disorders can eventually lead to conditions such as osteoarthritis.

OA is a metabolically active process which involves all the joint tissues (cartilage, bone,

synovium/capsule, ligaments and muscle). The key physical changes in the joints include

loss of articular cartilage and restructuring of adjacent bone with new bone formation. A

combination of tissue loss and its regeneration defines osteoarthritis as the repair process

of joints. This activity of tissue regeneration may be triggered by extensive trauma to the

joint, but once initiated all the joint tissues take part, showing increased cellular activity and

tissue production. Osteoarthritis is a slow but efficient repair process that often compensates

for the pain caused in the regeneration process, resulting in an altered but symptom-free

joint. However, in some cases, because of excessive injury or use, or low repair potential,

the osteoarthritis process cannot compensate, thus leading to continuous tissue damage and

joint failure.

OA is not defined as a disease but is more of a complex joint disorder, characterized by

many risk factors. These risk factors can be broadly classified as follows:

• Genetic risk factors, which include hereditary characteristics of knees, hands and hips.

• Bio-mechanical risk factors such as joint injuries, overwhelming recreational or occu-

pational usage, etc.

• Constitutional risk factors, which include bone density, ageing, obesity, etc.

OA is also characterized by other risk factors such as environmental factors, lifestyle, which

are important, then an individual is taken into consideration for diagnosis.

Osteoarthritis is not just a disorder confined to the cartilage wear and tear. It is also

associated with the growing age of a person. This disease is rarely found in case of younger
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people. As a person ages, the liquid content of the cartilage decreases gradually, thus putting

more pressure on the cartilage fibrous tissue. This eventually leads to wearing of the tissue

due to rubbing against the joints, and thus causing acute pain as seen in osteoarthritis.

Osteoarthritis is not just associated with knee joints but also with hands, feet, spine and

hips. As this disorder progresses, certain common symptoms can be observed in a patient

such as stiffness and acute pain, which exponentially become worse, when the joints are

used more throughout the daily life. Osteoarthritis is categorized into two: Primary and

Secondary. Figure 5.1 [3] depicts the degeneration of articular cartilage in knee joints, hence

leading to OA.

Figure 5.1: OA development [3]

Primary osteoarthritis is a chronic degenerative process of the articular cartilage, which

progresses gradually with person’s age. It is usually not associated with any other side-

symptoms, and occurs with progressive wearing of the cartilage tissue, due to the slow

depletion of the liquid content in the cartilage. The human body reacts to this disorder

by exhibiting new bone outgrowths near the joints, thus causing acute pain in the joints

and inability to walk or perform certain movements. Secondary osteoarthritis is however
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associated with not just the degeneration of cartilage tissue, but also with other disorders

such as congenital deformity of joints, injuries, hormonal imbalances, obesity, pregnancy and

diabetes.

Early detection of such disorders can motivate the use of various treatment options for

slowing down the wear and tear of cartilage. The methods usually employed for early treat-

ment of osteoarthritis or other join related problems, include physiotherapy, medication using

anti-inflammatory drugs, topical ointments, and invasive methods such as joint replacement

surgeries, acupuncture and fluid injections in the joint areas. For more detailed information

on joint-related disorders and particularly osteoarthritis, refer to [57, 58].

5.2 Studying Osteoarthritis using intelligent methods

- Literature survey

Joint related disorders such as osteoarthritis cannot be easily detected using simple lab-

oratory tests. Blood tests are performed to exclude diseases that can cause secondary os-

teoarthritis, as well as to exclude other arthritis conditions that can mimic osteoarthritis. OA

can be detected using certain invasive procedures such as Arthrocentesis and Arthroscopy.

Arthrocentesis is often performed in the doctor’s office. During arthrocentesis, a sterile

needle is used to remove joint fluid for analysis. Joint fluid analysis is useful in excluding

gout, infection, and other causes of arthritis. Removal of joint fluid and injection of corticos-

teroids into the joints during arthrocentesis can help relieve pain, swelling, and inflammation.

Arthroscopy is a surgical technique whereby a doctor inserts a viewing tube into the joint

space. Abnormalities of the cartilage and ligaments can be detected and sometimes repaired

through the arthroscope. If successful, patients can recover from the arthroscopic surgery

much more quickly than from open joint surgery. Finally, a careful analysis of the location,

duration, and character of the joint symptoms and the appearance of the joints helps the

doctor in diagnosing osteoarthritis. Bony enlargement of the joints from spur formations is

characteristic of osteoarthritis.

Although certain symptoms such as acute joint pain or inability to walk may be help-
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ful in diagnosing a patient with OA, such problems, require very accurate and preferably

non-invasive procedures for detection. This has been made possible by the application of

computers to medicine. OA can be easily detected using X-ray technology. If a subject has

been affected by osteoarthritis, then in the X-ray, one might be able to observe the loss of

cartilage fluid, making the knee-cap and the adjacent bones around it, more visible. The

common X-ray findings of osteoarthritis include loss of joint cartilage, narrowing of the joint

space between adjacent bones, and bone spur formation. Simple X-ray testing can be very

helpful to exclude other causes of pain in a particular joint as well as assist in decision making

as to when surgical intervention should be considered. Other methods of diagnosing include

CT Scan, Ultrasound, or a radiograph. Figure 5.2 [4] shows an X-ray image of a typical knee

joint affected by Osteoarthritis.

Figure 5.2: X-ray image showing OA affected knee joint [4]

Apart from using computers directly to find OA symptoms, some intelligent computing

methods such as neural networks [59, 60, 61, 62, 63], support vector machines [64, 65],

genetic algorithms, fuzzy logic, principal component analysis [66], Auto-regressive modelling

[67, 68, 69, 70, 71], etc. can also be helpful in detecting OA and its extent of severity
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in the subject. These intelligent or machine learning techniques have proven to be quite

useful in detecting and predicting various joint related disorders. Some of the applications

include pattern classification of hip images into OA severities, analyzing trabecular bone

structure, assessing gait patterns, identifying joint locations with OA symptoms, detecting

Patellofemoral pain syndrome and detecting recovery from knee replacement surgery.

The intelligent methods applied in our study may require extensive amounts of input

data (since it is acquired from patients or test subjects, data collection is not simple), but

the outcomes so far have been quite promising and can prove to be helpful in reducing the

number of invasive procedures taking place each year. It would also aid in early detection and

hence prompt solutions for treating osteoarthritis. This study will help us in determining the

tendency of a subject getting affected by osteoarthritis, and even to predict the possibility

that a subject may need to undergo joint replacement surgery.

5.3 Application of Fisher kernels and SVMs to knee-

signals for classification and predictions

In this research, we are dealing with a binary classification of knee joint signals, sorting them

into ’abnormal’ and ’normal’ categories. Usually, whenever we do a binary classification, we

tend to separate the two categories of data using a hyperplane. In this study, the classification

involves clustering of data points in the Fisher scores space, which is obtained by applying

the Fisher kernel method. However, the two classes involved in the classification have been

defined from the start, while collecting the data. Thus, the learning method that is used in

this study is not completely unsupervised, as the data is already labeled. Figure 5.3 shows

an illustration for the methodology adopted.

Using this methodology we divide our implementation into various stages of data collec-

tion, processing and outcomes, which will be explained as we read further.
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Figure 5.3: Methodology for classifying knee joints

5.3.1 Signal collection and Processing

The vibration signals collected from knee joints during normal movement are known as vi-

broarthrographic signals. These signals can be related to the properties of the joints, such

as density, roughness, lubrication of cartilage, and can prove to be useful for early detec-

tion of cartilage degeneration related disorders such as OA. The signals for this experiment

were collected by Krishnan et.al [71, 70], for 38 abnormal and 51 normal knee-joint cases.

Following points summarize the data collection procedure described in [71].

• The subjects were made to sit on a table, with their legs suspended.

• In order to detect the signals and record them, a piezoelectric accelerometer was placed

on the surface of the knee.

• the signals were recorded using an instrumentation recorder during the swing motion

of the knee joints from 135 ◦ to 0 ◦ and back to 135 ◦ within a time period of 4 seconds.

• The angles were measured using an electronic goniometer [71], placed on the lateral

side of the knee.
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• The signals were then amplified and conditioned by a 10 Hz to 1000 Hz bandpass filter,

using isolation preamplifiers and universal amplifiers. The VAG signals obtained were

then digitized with a sampling rate of 2.5 kHz and 12 bits/sample.

The digitized signals were then stored in an Microsoft Excel [72] worksheet, as illustrated

in Figure 5.4. The rows indicates the count of the data available and the columns represent

the subjects.

Figure 5.4: Sample knee signal data

The plots of these signals can be observed in Figures 5.5 and 5.6.

In order to simplify our calculations, we normalize the dataset values for each case study

between the interval 0 . . . .1, in order to generate the Fisher scores for all the subjects present.

Note that, although the Fisher score plot in the next section, would be a cluster plot showing

two classes, the labels of these classes (abnormal and normal) are known to us from start.

So this learning method is supervised in nature. The normalized VAG signals are as shown

in Figures 5.7 and 5.8.

Following section 5.3.2 describes the method of generating the Fisher scores and the

results obtained after training and testing the subsequent support vector machine.
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Figure 5.5: Normal Knee Signals
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Figure 5.6: Abnormal Knee Signals

5.3.2 Plot generation and SVM application

In our study, we are trying to transform each signal into a three dimensional point, such

that we get a classification pattern between the abnormal and normal cases. Using this

classification pattern, we try to generate statements about the future states of knee joints,
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Figure 5.7: Sample normal knee signal
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Figure 5.8: Sample abnormal knee signals

and their potential of getting affected by osteoarthritis.

An ’abnormal’ case study in this context indicates that the knee joint is currently expe-

riencing degeneration of cartilage and has the potential of getting affected by osteoarthritis.

Whereas, a ’normal’ case study indicates that the knee joint is functioning properly and has

less chances of experiencing cartilage degeneration.
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The Fisher scores were generated as per the methodology explained in section 3.2.1. The

signals used for generating the Fisher score matrices for each subject were the normalized

VAG signals. The VAG data was first used for finding the initial estimates of mean, variance

and weight vectors using the Expectation Maximization algorithm [48, 47]. The dataset was

then processed using Fisher kernels implemented with a Gaussian Mixture Model in order

to obtain the Fisher Scores with respect to three parameters.

These parameters are basically the derivatives of the global log-likelihood of each dataset

with respect to each of mean, variance and weight vectors. These Fisher scores when plotted

in three dimensions provide a scope for visually classifying the abnormal and normal case

studies, as shown in Figure 5.9. At this stage, we basically performed a transformation of

the knee signal time-series into three dimensional sum of Fisher scores. That is, for each

case study we processed its knee joint data into a set of six Fisher scores. In order to plot

these Fisher scores, we summed up the Fisher score pairs for all the parameters, as indicated

in Figure 5.9 and Equations 4.1, 4.2 and 4.3.

Figure 5.9: Fisher score plot for visualization

Using the illustrated (Figure 5.9) data, we used support vector machines for training and

thereby classifying the potentially abnormal and normal case studies. Firstly, we randomly
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split the Fisher score dataset into training and testing groups, using the Hold-out method.

We then applied SVMs for training and testing of the system, using the Gaussian radial

basis function (RBF), as our kernel function. For finding the hyperplane separating the two

classes, we used the method of Sequential Minimal Optimization (SMO)[45]. SVMs were

applied to both three-dimensional and six-dimensional Fisher scores for classification and

prediction. The results for this have been shown in Table 5.1.

Table 5.1: Results from SVM performance - Knee Signals

Dataset Sensitivity
(%)

Error rate
(%)

Classification
accuracy (%)

3D Fisher
Scores

84.21 15.91 84.09

6D Fisher
Scores

89.47 11.37 88.63

5.3.3 LDA analysis and cross-validation

In order to validate our results, we further used the method of Linear Discriminant Analysis

(LDA)[1] along with the Leave-one-out cross validation technique. Following Tables 5.2 and

5.3 show these results in details for training, testing and cross-validating 3D and 6D Fisher

scores.

Also,

• Cross validation was done only for those cases in the analysis. In cross validation, each

case was classified by the functions derived from all cases other than that case.

• 82.0% of original grouped cases correctly classified.

• 75.3% of cross-validated grouped cases correctly classified.

Similarly we got the results for the six-dimensional Fisher scores as shown in Table 5.3.

• 91.0% of original grouped cases correctly classified.
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Table 5.2: LDA results for 3-dimensional Fisher scores - Knee Signals

Category Predicted
Membership
Abnormal Normal

Original
Data

Count of
Data clas-
sified
Abnormal 35 3
Normal 13 38
% of Data
Classified
Abnormal 92.1 7.9
Normal 25.5 74.5

Cross-
validated
data

Count of
Data clas-
sified
Abnormal 31 7
Normal 15 36
% of Data
Classified
Abnormal 81.6 18.4
Normal 29.4 70.6

• 88.8% of cross-validated grouped cases correctly classified.

As we proceed further to the next section, we discuss our observations and inferences

from above results.

5.4 Observations and Discussions

From the Fisher score plot shown in Figure 5.9 we can make the following observations:

• Two patterns can be observed from the plot: Abnormal knee joints (indicated in red),

and normal knee joints (indicated in blue). These patterns prove to be useful for

visually classifying between the two classes respectively.

• The Fisher score points (which correspond themselves to different subjects) that lie

very close to each other in the ’normal knee joint’ region, indicate that those respective
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Table 5.3: LDA results for 6-dimensional Fisher scores - Knee Signals

Category Predicted
Membership
Abnormal Normal

Original
Data

Count of
Data clas-
sified
Abnormal 34 4
Normal 4 47
% of Data
Classified
Abnormal 89.5 7.9
Normal 7.8 92.2

Cross-
validated
data

Count of
Data clas-
sified
Abnormal 34 4
Normal 6 45
% of Data
Classified
Abnormal 89.5 10.5
Normal 11.8 88.2

subjects have a greater probability of not getting affected by joint related disorders,

and are likely to remain healthier, as compared to those points which are comparatively

more nearer to the ’abnormal knee joint’ region or quite at a distance away from the

dense ’normal knee joint region’.

• The ’abnormal knee joint’ region corresponds to those subjects, which have shown to

have OA symptoms, as well as those which have been affected by OA or other joint

related disorders. We observe that the points that are closely located to one another in

the ’abnormal knee joint’ region, their corresponding subjects have a higher probability

of undergoing invasive treatments for OA, such as joint replacement surgery. We say

this because these subjects tend to show a higher severity of cartilage degeneration, as

compared to the abnormal subjects which are distant from the dense abnormal region.

The Fisher points away from the denser abnormal region, indicate that the correspond-

ing subjects have a lower probability of undergoing joint replacement surgery, and can
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be treated by simple non-invasive procedures such as physiotherapy.

Upon further training and testing with support vector machines, we found out the accu-

racy to be about 84-88 % (Table 5.1). This is a fairly high classification accuracy. The SVM

was trained using a Gaussian radial basis kernel, and the SMO method was employed for

finding the hyperplane. SVMs were not just used for classification, but were also applied for

predicting the potential of a subject getting affected by OA, or a subject needing to undergo

a joint replacement surgery.

The SVM results have been further validated using LDA approach along with the Leave-

one-out cross validation approach as indicated in Tables 5.2 and 5.3. Similar classification

accuracy was obtained during validation, with 75-88 % of cross-validated groups correctly

classified, and about 82-91 % for original groups. Note that the 3-D Fisher scores are actually

the sum of the 6-D Fisher scores, as indicated in Equations 4.1, 4.2 and 4.3.

In conclusion, our experiments with the knee joint signals for classifying the potentially

abnormal and normal joints, along with predicting the probability of a subject needing to

undergo a joint replacement surgery, have yielded fairly high results. These good classifica-

tion and prediction accuracies can be attributed to the fact that Fisher kernels along with

SVMs and LDA approaches, have performed really well. One of the reasons behind such

high accuracies may be the characteristic properties of Fisher kernels - retaining the essential

features during dimension transformation. Also we consider the fact that SVMs have shown

quite promising results in other applications such as face recognition, speech recognition and

verification, pollen grain classification, document classification, etc.

As we proceed to the next Chapter 6, we will see how these experiments with time-series

signals from different domains can help not only in modeling complex systems, but can also

prove to be of good commercial use (profit or non-profit).



Chapter 6

Discussions, Conclusions and Future
Work

THIS thesis work was aimed at modelling two complex systems, whose outputs were

in the form time series signals. As per our experiments and the subsequent discus-

sions in sections 4.3 and 5.4, we can conclude that our application of kernel based machine

learning techniques for modelling time series signals was highly successful and promising.

The study identifies not only the benefits to an individual but also brings out the advan-

tages from a holistic approach. In our previous study [53] Fisher kernels were not able to

perform binary classification in two dimensions. But in this study, by introducing three

dimensional Fisher scores, we have been able to separate and visualize the two classes, more

accurately. A normal distribution is easier to analyze and model using GMM (Gaussian

Mixture Model), as compared to a non-i.i.d distribution. In other words, we can say that

Gaussian mixture models give the best fit for normally distributed datasets.In our experi-

ments with kernel-based machine learning methods, we applied the learning methodology to

time-series signal classification and predictions. We had taken two different domain-specific

time-series signals into consideration for our research:

• Stock price distributions

In this study we used the historical stock price distributions of various companies in

a particular economic sector. Using Thomson’s Datastream software, we downloaded

the stock price data of all the active and dead companies in the Pharmaceuticals and

64
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Biotechnology sector. The stock exchanges taken into consideration were NASDAQ

[15], NYSE [13], TSX [14] and TSX-Ventures [14]. All the stock prices were adjusted

to USD$ (United States Dollar) currency. Using these stock price distributions we

computed the stock returns which are assumed to show an i.i.d nature. The stock

returns dataset for all the active and dead companies was used for dimension transfor-

mation using Fisher kernels. This dimension transformation gave a three dimensional

scatter plot for visually classifying between the active and dead companies. The Fisher

scores were then applied to SVMs for classifying and predicting the potentially sur-

viving and collapsing firms in the Pharmaceuticals sector. The objective in this study

was to predict the chances of a currently active company to be delisted from the stock

exchanges due to bankruptcy, or merger, or acquisition, or simply because it failed to

follow the rules and regulations for trading in the market. We did this study consid-

ering two scenarios, as mentioned in section 4.3. Scenario 1 gave us a classification

rate of 96-97%, while applying scenario 2 resulted in 83-85% accuracy. These results

were validated using the LDA approach as well, which gave us similar classification

rates. Studying the stock market dynamics using intelligent kernel-based methods for

predicting and classifying the active and dead companies has a lot of benefits.

– To begin with, at the core level, it can prove to be quite useful to investors. Some

people invest in the stock market to make long-term gains and find it as a way

of growing their monetary assets, while some consider the investments for short

term gains in order to make quick profits. A qualitative observation from Figures

4.5, 4.6, and 6.1 would reveal that strong active companies which have a very low

chance of collapsing, yield lower returns as compared to those firms which have

a high probability of being delisted from the exchange. A lower returns yielding

company would be beneficial for an investor aiming to get high returns in the long

run, whereas a high returns giving firm would be helpful for investor who wants

to make quick profits and withdraw his investment from the market.

– If we consider a strategic management approach to this study, it proves to be useful
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Figure 6.1: Fisher Score plot: Financial Time Series

from the observation that, we can figure out which company is likely to collapse

or survive in the near future. Advising firms about their current situation in the

potentially surviving region, would help them change their business strategies and

management policies in order to remain strong competitors in the market.

– Looking from a holistic and sustainability perspective, this study can also prove

to be beneficial in assessing the health of an economic sector, which might be of

primary concern from a provincial or a national economic point of view. For exam-

ple, if a particular economic sector has fewer number of strong active companies,

as compared to those which are highly likely to collapse, then the administration

can make certain decisions about managing that sector. These actions may in-

clude cuts in the provincial funds pumped into that sector, or completely transfer

all the businesses in that sector to a different province where it would be more

profitable to do business in the long run. On the contrary if a sector is observed

to be very strong in generating revenues, i.e there are more potentially surviving

firms than the collapsing ones, then one of the courses of action to be taken by

the government might be promoting that sector by increasing public and private
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investments into it.

• Knee signal distributions

The signals used from this domain, were the knee joint signals collected using the

vibration arthrometry technique [70, 71]. These signals were digitized and conditioned

before undergoing dimension transformation using Fisher kernels. The transformed

data in the form of Fisher scores for each case study, was used as input to support vector

machines, for performing classification and predictions. The main aim in this study

was to classify between the potentially normal and abnormal knee joints, and predict

the possibility of a subject to undergo a joint replacement surgery, or even predict

the chances of a normal subject to get affected by osteoarthritis in the near future.

About 84-88% of the subjects (abnormal and normal) were correctly classified using

SVMs. This accuracy was further validated when the LDA approach gave about 75-

88% correct classification rate. This study can prove to be helpful from an individual’s

perspective as well as from the health care system’s perspective.

– This study is not restricted to knee joints, but can also be applied to other lo-

cations as well, such as hip joints or elbow joints. The normal knee joint scatter

distribution in the Fisher score plot (Figure 6.2) reveals two kinds of subjects: the

ones which have very healthy knee joints (normal region), and the ones with com-

paratively weaker joints (abnormal region). The subjects with strong and health-

ier knee joints have a very low probability of getting affected by Osteoarthritis

and thus undergo a joint replacement operation in the near future. Whereas the

subjects with weaker joints, have a higher probability of getting affected by joint

related disorders.

– Considering an individual’s perspective, this study can identify the subject’s

chances of getting affected by OA, and requiring further invasive treatments. At

the same time, such research would also be helpful in reducing the number of in-

vasive diagnostic and treatment procedures for OA, and promote the application
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Figure 6.2: Fisher Score plot: Knee Signals

of non-invasive treatments such as physiotherapy, acupuncture, electrotherapy,

external walking aids or even using nutraceuticals [57].

– Taking the health care system’s approach, this study can reveal certain demo-

graphics in a given region, such as the number of registered OA cases and their

management, the treatment options available, etc..

A qualitative observation of the financial time-series signals (stock returns) reveals that

the distribution in Laplacian in nature. That is, although the histogram of a sample vector

appears to be bell-shaped as is in a normal distribution, we actually observe that the curve

is peaked around the mean value and has fat-tails on either sides. In our study we had

assumed the stock returns to have an i.i.d nature but the empirical distribution of the

weekly stock returns has more observations around the mean value, and in the extreme tails

of the distribution. Despite these facts, the results from our experiments look promising.

The high classification rates obtained in our study can also be justified by the fact that

Fisher kernels and SVMs have performed really well for other applications such as object

recognition (performances above 90%) [41], speech recognition [38, 33, 39] and speaker ver-
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Figure 6.3: Histogram of a sample stock returns distribution

ification [46], recognizing hand gestures [73], detecting remote protein homologies [36], web

audio classification [40], video classification [74], face recognition [75], pollen grain detec-

tion and classification [76], document classification [77], face detection [78], fault isolation

in auto-braking systems [79], human skin color segmentation [80], document clustering [81],

estimating length of stay in appendectomy patients [82], identity verification [83, 84], image

fusion [85], spam categorization [86], image classification [87], digit recognition [88], human

origin classification [89], etc.

Automation of our research work in order to yield dynamic outputs in the form of pre-

dictive statements and visualization plots can be pursued as a future study. Experimenting

with variable-length time-series in this study has definitely opened doors for more research,

such as,

• Assessing the time-frame within which companies can experience bankruptcy, mergers

or acquisitions. Also there exists a scope for monitoring sustainability issues for various

economic sectors on a provincial as well as national scale.

• Assessing the time-frame of cartilage degeneration, and a scope for monitoring Os-

teoarthritis.
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Analyzing these issues in near future, will be quite interesting and challenging.



Chapter 7

Appendix A

7.1 Machine Learning Design

Many stages of machine learning theory are needed for pattern classification, which will be

helpful in our study. Figure 7.1 illustrates the typical stages involved in a pattern recognition

system [1].

Figure 7.1: Typical Stages: Pattern Recognition

1. Sensing:

The inputs or set examples given to the learning machine, are sensed or identified

using certain transducers such as an optical device, or a signal processing unit. The

71
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properties of the sensor may be problem dependent such as bandwidth, SNR(signal to

noise ratio), latency, etc.

2. Segmentation:

This involves separating the individual examples or patterns for mapping to the re-

spective output or category labels. Segmentation is one of the most crucial stages,

as there might involve problems with regards to overlapping of patterns; for example,

while segmenting between salmon and sea-bass, one might observe some samples of fish

overlapping each other or too close to one another, such that it becomes difficult for the

sensor to recognize each fish sample. In our research, we have performed time-series

segmentation. For example, the financial time-series signals in our study (composed of

stock prices) has been segmented such that the companies with stock prices remaining

constant over a certain time period, and are delisted from the exchange, are assigned

to the Dead company label. Similarly companies with continuous variations in stock

prices in a given time period and currently listed in the stock exchange are assigned to

the Active company label.

3. Feature Extraction:

When a particular sample has been segmented by the sensor, its properties can then

be easily identified and used for pattern classification for other samples. For example,

when a fish has been identified as either a salmon or a sea-bass, then its various

properties such as width, length, weight, color, etc., can be recorded, and later used

for statistical comparisons within the entire dataset, for further classification. These

specific or characteristic properties of the input samples constitute what are known as

features, and the method hence employed to extract these features from each sample,

is called feature extraction. This is the most important stage in pattern recognition

systems. Only the most accurately selected features can lead to the designing of an

optimum classification machine.

4. Classification:
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The objective of the classifying stage is to fully use the feature vector extracted in

the former stage, and hence map the input sample to the correct output or category

label. Since perfect classification is not achievable, considering external and internal

disturbances, we often determine the probabilistic value of an input sample being

assigned to a particular output. The degree of difficulty in classification, again depends

on the feature values available for each input sample. The feature values’ variability in

the same category, may be due to complexity of the pattern recognition problem and

may be due to noise.

5. Post Processing:

In this final stage we evaluate the performance of the classifier. Various measures such

as error rate can be used to monitor the classification. In order to improve system

performance, the post-processor may exploit the input dependent information. We

can also apply different feature combinations and create similar classifiers so as to

assess their working, and select the most accurate classifier of the set.

7.2 Designing the optimum classifier

The design and selection of an optimum classifier from a given pool of features, can be

achieved by employing the following design cycle [1] as shown in Figure 7.2.

Following briefly described are the various steps of the classifier design cycle:

• Data Collection:

Data collection can account for a major part of the cost of implementing a pattern

classification system. In order to study the complex system, an initial small set of

examples may be sufficient. But in order to create a learning model, for analyzing the

complex system, we may need a larger set of examples (or input data). There may exist

some limit on the number of examples to be taken into consideration while building

an optimum classifier. This limit usually depends on the human expert’s observations

from the learning model’s performance, as well as on the complex system taken into



74

Figure 7.2: Classifier design cycle

consideration for modeling.

• Feature Selection:

When it comes to pattern classification, the method of selecting the most important

and characteristic features from the input data, is a critical step. In order to classify

two or more categories from a given input set, we need to select some distinguished

features which are common properties of the input data. Using these features we try

to parameterize the input data, so that classification becomes simpler. Also, prior

knowledge about the input data plays an important role in feature selection. The

desired features usually have the following properties:

– Simple to extract,

– Invariant to random transformations,

– Insensitive to noise, and,

– Useful for discriminating patterns in different categories

• Model Choice:

Creating a learning model using the most appropriate features is not an easy task. The
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hypothesized learning model’s performance may not be accurate enough. However by

continuous analysis of various models, we can find the appropriate learning model to

be trained as our classifier.

• Training:

The process of using the input data in order to find the best classifier, using a set of

features, is known as training of the classifier. Different methods can be applied for

training the learning model. The more trained the model is, the better classifier it

becomes.

• Evaluation:

In this final step of the classifier design cycle, we evaluate the classification perfor-

mance of the selected model. In case the performance or classification accuracy is not

desirable, then the entire process of the design cycle is repeated, starting with feature

selection. Evaluation of a model becomes simpler, if prior knowledge about the in-

put data is available and aides in selecting the correct set of features and hence the

optimum learning model.

The input patterns, sometimes, cannot be separated easily using a definable boundary in

the linear input space. It may happen that the boundary is too complex, thus resulting in

overfitting of data, thereby leading to poor generalization of the classifier. The aim here is

to build a classifier such that, it is able to segregate between classes, given any label and any

input pattern. This might be possible on an abstract level, but may not be on a practical one.

However we can move closer to building a good generalized classifier model using various

concepts such as Kernels, Support vector machines, Neural Networks, Fuzzy logic, Genetic

algorithms, etc. As evident from Figure 7.2, any intelligent method which involves using

information from training samples, in the design of a classifier, employs learning.

7.3 Types of Machine Learning techniques

Machine learning can be briefly categorized into four types [8, 1]:
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• Supervised Learning

In this type of learning method, there exists a human user or teacher, who assigns

category labels for classification, along with the input patterns as the training set.

The system thus learns from the given labels and the corresponding inputs, to classify

the given data effectively.

Figure 7.3: Supervised Learning [5]

• Unsupervised Learning

Unlike Supervised learning method, this technique of machine learning does not involve

an external user or teacher, from whom the category labels can be taken, and we have

only the input data. The aim here is to find the regularities in the input. The learning

system takes the entire input set, and separates it into various clusters or natural

groupings based on algorithms such as SOMs (Self Organizing Maps). This learning

methodology essentially involves density estimation.

• Semi-Supervised Learning

In the semi-supervised learning method, the features of the input sets or the output

labels are only partially known.This learning method involves training large amounts

of unlabeled data, together with labeled data, in order to build better classifiers. An

example of this learning technique would be k-means clustering.
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Figure 7.4: Unsupervised Learning

Figure 7.5: Semi-Supervised Learning

• Reinforcement Learning

In this type of machine learning technique, the external user does not provide any

category label to the classifier, but instead makes a comment on the resulting output

which the system assigns to the input data. The comment is usually like a right or

wrong statement, i.e. the external teacher will simply say if the system has mapped

the input to the correct label or not. This is similar to semi-supervised learning, where

the intelligent system forms natural groupings or clusters, using some characteristic

parameters for the input data, and the external teacher simply provides a hint on
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whether the classification done was right or wrong.

Figure 7.6: Reinforcement Learning [5]

Modelling learning algorithms for pattern classification and regression, sometimes gives

us the desired results as opposed to direct programming techniques, wherein the computing

system doesn’t learn from experience. Also the learning methodology gives us better insights

about the behavior of the complex system in focus.



Chapter 8

Appendix B

8.1 Expectation Maximization Algorithm

The Expectation-Maximization algorithm is used for estimating the likelihood parameters of

certain probabilistic models. The algorithm was first generalized and compiled by Dempster

et.al [47]. It is basically an iterative procedure which is followed in two steps. Assume that

the likelihood function of a sample in an input vector is C (θ | X,Z) where θ is the parameter

vector, X is the observed sample value and Z is an empty array for missing or unobserved

values. We then find the maximum likelihood estimate using the marginal likelihood of the

observed data X.

• Calculation of an Expectation E, of the log-likelihood using the initial estimates of the

probabilistic model defining parameters as shown.

T
(
θ

∣∣∣ θ(t)
)

= EZ|x,θ(t) [ln C (θ | X, Z)] (8.1)

• Calculation of the Maximization M, which finds the parameters that maximize the

value of E from first step as shown in the next equation. The maximizing parameters

are then used for assessing the distribution of variables in the following expectation

step.

θ(t+1) = arg max
θ

T
(
θ

∣∣∣ θ(t)
)

(8.2)
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For more detailed information on the Expectation-Maximization algorithm, refer to [48,

47]

8.2 Sequential Minimal Optimization

The SMO method is highly useful for large optimization problems, because the scaling factor

with training set size is better. SMO basically involves breaking down of a complex quadratic

optimization problem into smaller problems for analysis. Instead of using the conventional

numerical quadratic programming (QP) as an inner loop, this method uses an analytic QP

step. The overall QP problem is decomposed into smaller sub-QP problems using Osuna’s

theorem, in order to ensure convergence.

The algorithm then chooses to solve the smallest QP optimization problem at every step.

In the standard QP problem, the smallest possible QP problem involves two Lagrange mul-

tipliers, since the multipliers must obey a linear equality constraint. At every step, two

multipliers are chosen to jointly optimize and update the SVM. This reduces the computa-

tional time and the required matrix storage memory, thus increasing the efficiency of the

learning machine. For a better understanding of the SMO method, refer to [45, 44].

In our study Fisher kernels, support vector machines, the expectation-maximization al-

gorithm and sequential minimal optimization have been implemented using various functions

and toolboxes in MATLAB software [90].

8.3 Linear Discriminant Analysis (LDA)

The main objective of Linear Discriminant Functions is to separate the given classes clearly,

and the learning methodology that does this is known as Linear Discriminant Analysis

(LDA). The LDA approach creates a discriminant function which maps the inputs to correct

classification labels [1, 91]. A discriminant function that is a linear combination of the

components of x can be written as

g(x) = wTx + w0 (8.3)
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where w is the weight vector and w0 is the bias. In case of binary classification the linear

classifier has the following decision rule: Decide w1 if g(x) > 0 and w2 if g(x) < 0. Thus x is

assigned to w1 if the inner product wTx exceeds the threshold w0, and decide w2 otherwise.

if g(x) = 0, x can ordinarily be assigned to either class. The relation g(x) = 0 defines a

decision surface that separates points assigned to w1 from points assigned to w2. When g(x)

is linear, this decision surface is a hyperplane. If x1 and x2 are both on the decision surface,

then

wT (x1 − x2) = 0 (8.4)

and this proves that w is normal to any vector lying in the hyperplane.

In general, linear discriminant analysis separates the feature space by a hyperplane de-

cision surface. The orientation of the surface is determined by the normal vector, and the

location of the surface is determined by the bias. The discriminant function g(x) is pro-

portional to the signed distance from x to the hyperplane, with g(x) > 0 when x is on the

positive side, and g(x) < 0 when x is on the negative side.

In a two class linearly separable scenario, there is a set of n input samples x1,x2, ...,xn

with labels w1 and w2. This is being done to determine the weights w in a linear discriminant

function g(x) = wTx + w0.

A sampled xi is classified correctly if wxi+w0 > 0 and xi is labeled w1, or if wxi+w0 < 0

and xi is labeled w2. From this it can be concluded that in the binary classification case

all samples of w2 can be replaced by their negatives, and therefore the class label can be

eliminated, in which wyi > 0 for all of the samples. yi is the normalized sample. This is

often called the solution or normalization sample. In order to find the solution to the set of

inequalities, a criterion function has to be minimized [1].

The main objective of the LDA approach is to create a transformation matrix W which

maximizes the ratio of between−class scatter to within−class scatter. A within−class scatter

matrix Sw is defined as:

Sw =
c∑

i=1

∑

x=Ci

(x−mi)(x−mi)
t (8.5)
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where c is the number of classes, Ci is a set of data belonging to the ith class, and mi is

the mean of the ith class. The within−class scatter matrix represents the degree of scatter

within classes as a summation of covariance matrices of all classes. A between−class scatter

matrix SB is defined as:

SB =
c∑

i=1

ni(mi −m)(mi −m)t (8.6)

The LDA function generated in order to maximize the separation would be given as,

J(W ) = W tSBW
1

W tSW W
(8.7)

In our study we have employed Statistical Package for Social Science (SPSSTM) Software,

for performing Linear Discriminant Analysis on the Fisher score data [92]. We have used

LDA in our experiments as way of validating the correctness of our results obtained with

SVM-Fisher kernel analysis.

8.4 Cross-validation techniques

Machine learning methodology is mainly focussed on building good classifiers. The error

incurred by these classifiers over an entire input dataset, is defined as Generalization Error

(GE). However, in practice, a complete input dataset is not available every time, and hence

we cannot compute the GE. Also we can’t say exactly how the learning machine will respond

or give predictions using input data it has not seen. In order to overcome this problem we

try to use only a part of the input as training set. Some of the input data is kept aside

for evaluating the machine’s performance. This technique of evaluation is known as cross-

validation [1, 93].

Cross-validation techniques are usually applied for assessing the approximate GE value

for a given input data, and hence monitor how the learning model would generalize to

an independent dataset. These techniques are usually applied to predicting or forecasting

systems, and help in estimating how good the prediction capability of the system is. Cross-

validation involves:

1. Partitioning the input dataset into Training set,and Testing set or Validation set.
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2. Teaching the learning machine for analysis using the training dataset.

3. Validation of the analysis from previous step, using the validation set.

Assume that we have a learning model M, characterized by one or more unknown param-

eters. The input dataset has been split into training and validation sets. During the first

stage of the model learning, we apply a fitting process which tunes the model parameters

to the training data, so that it is mapped correctly to the given outputs or category labels.

In order to check the fitting or generalization of the learning model, we apply the validation

set, and check how well the estimated model parameters fit to this set.

Usually, in case of validation sets, fitting would not be as accurate as the training set,

thus giving us the generalization error. But a correct estimation of the model parameters,

and hence better training, can result in low GE from validation, and create better learning

models. For further information on cross validation techniques, refer to [1]. Following

sections 8.4.1 and 8.4.2 discuss two methods of cross-validation applied in our study.

8.4.1 Leave-one-out technique (LOO)

In this method of cross-validation, we split the input dataset such that, we get the first input

sample to be the validation set, and the remaining input samples to be the training set. Using

this training set, we train the learning model, thus obtaining the parameters’ estimates.

Then the learnt model is tested using the validation sample for checking generalization.

This process continues until each of the input sample has been considered as a validation

set. Although the computational constraints are higher in this method considering the large

number of times training is done, the end results prove to be effective and accurate. In

our experiments we have used the Leave-one-out technique as part of the LDA analysis, for

validating the accuracy of classifying the original grouped cases.

8.4.2 Hold-out technique

This method is one of the simplest kind of cross validations [94]. The input dataset is

separated into two sets : training and validation. Both the sets are made of randomly



84
selected samples from the input set. The hypotheses or the parameter function for the

learning model is chosen by using the training set only. Then the trained model is asked

to predict the outputs for the validation data. The errors collected from this process, are

used for calculating the mean absolute error, which is further applied for evaluating the

model’s performance. The basic advantage of using this method is that, it takes much less

computational time as compared to the Leave-one-out method. However, we can encounter

high variance in outputs. The performance evaluation of the model heavily depends on which

data points are in training set and validation set. Therefore, the performance of the learning

machine may vary, depending on the sample selection in training and validation sets. The

hold-out method has been applied in our study as part of designing the SVM classifier. Using

this method, we randomly select training and testing (or validation) data (in the form of

Fisher scores) and use them to design the SVM classifier.



List of Acronyms

3-D - Three Dimensional

6-D - Six Dimensional

EM - Expectation Maximization algorithm

LDA - Linear Discriminant Analysis

LOO - Leave-One-Out

NASDAQ - National Association of Securities Dealers Automated Quotations

NYSE - New York Stock Exchange

OA - Osteoarthritis

RBF - Radial Basis Function

SMO - Sequential Minimal Optimization

SPSS - Statistical Package for the Social Science

SVM - Support Vector Machines

TSX - Toronto Stock Exchange

VAG - Vibroarthrogram
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