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Abstract

Wyner-Ziv video coding (WZVC) is a fast emerging video coding technique for wireless video

sensor networks. WZVC moves the complexity from the encoder (sensor) to the decoder (re-

ceiver). This thesis proposes few enhancements to solve challenging problems in WZVC,

namely 1) handling impairments of a fading wireless channel in WZVC environment, 2)

investigating rate penalty of WZVC in wireless fading channels, 3) adaptive encoder rate

control using inter-frame cross-correlation properties, and 4) better side information estima-

tion with a bit-based noise variance computation technique.

In case (1), the decoder metric values in WZVC are calculated with respect to the cor-

relation noise, channel noise, and fading. Multiple input multiple output (MIMO) diversity

scheme is studied with WZVC for improving the reconstructed video output. Simulation re-

sults show that the average peak signal to noise ratio (PSNR) of Foreman video is improved

by ≈ 3 dB with the configuration of 2I4O compared to single input single output (SISO)

channel at SNR = 2 dB.

In case (2), expressions for the rate penalty are analytically derived under different wire-

less channel conditions. WZVC scheme with receiver diversity (WZVC-RD) is proposed
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and also demonstrated that it alleviates the channel-induced rate penalty. Simulation re-

sults show that with adequate diversity, the channel induced rate penalty can be almost

completely eliminated, i.e., the average rate penalty is reduced to be less than 20 Kbps in

WZVC-RD for Foreman video at SNR = 2 dB.

In case (3), theoretical rate-distortion behavior of conditional decoding is compared with

that of the practical WZVC. An encoder rate control algorithm is proposed with respect to

the cross-correlation threshold (CCTH) at the decoder, where the definition of the threshold

is derived based on cross-correlation statistics of the key frames. Additionally, an adaptive

threshold algorithm (ATHA) is proposed to improve the PSNR versus rate relationship.

In case (4), correlation noise variance estimation is proposed with respect to the bit

pattern of each pixel; it is named as “bit-based noise variance”. PSNR improvement of ≈ 4

dB is observed for the Foreman video frames with higher correlation noise.
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Chapter 1

Introduction

These days, a large proportion of the world’s population are forced to uses image, audio,

and video coding technologies in their day to day lives. Users in developed and developing

countries are very familiar with some of the most popular devices such as; mobile phones,

tablets, digital cameras, digital television and MPx players, where audio-video compression

is a key technology.

The purpose of audio-video compression is to reduce the amount of the transmitting bits

for a certain target decoded signal quality. The current video coding paradigm is mostly

based on the well known techniques such as motion compensated temporal prediction be-

tween video frames, transform coding, quantization of the transform coefficients (It is essen-

tial to the human visual system limitations), and entropy coding. The current video coding

considers both temporal and spatial domains, which is also known as predictive, or hybrid

(time and frequency) coding.
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Predictive coding has been used as the solution for the most of the available video coding

standards; e.g. ITU-T H.26x and ISO/IEC MPEGx. In this video coding architecture, the

correlation between the video frames (temporal coding) and within the video frames (spa-

tial coding) is exploited at the encoder; this leads to rather complex encoders with simpler

decoders. The aforementioned predictive coding adequately fits some application scenarios

such as broadcasting and video storage.

Video TransmitterVideo Receiver

Wireless Video

Cameras

Video

Receiving

End

Uplink Downlink

Figure 1.1: Video Streaming Consists of Uplink and Downlink

Fig. 1.1 shows the video streaming from portable video cameras to fixed and portable

receiving end. It is divided as an uplink portion and downlink portion. In general, the

downlink portion is composed of encoders, transmits to millions of decoders; here the con-
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ventional predictive video coding is used as the most suitable technique. One of the most

efficient video coding standard, H.264/ AVC, is applied to mobile video telephony, internet

streaming to high definition television (HDTV), and Blu-ray discs [1]. The uplink portion

in Fig. 1.1 shows the streaming from the video sensors, mobile devices, and internet to the

base station. There are numerous applications prefer to use up-link model only, e.g., multiple

number of sensors transmit data to a centralized receiver.

Video

Sensors

Centralized

Receiver

Wireless Channels

Figure 1.2: Video Sensors with Uplink

Fig. 1.2 shows an explicit diagram of the uplink portion from Fig. 1.1. Here, video sensors
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transmit the video information to the centralized receiver/server. This type of video sensor

networks require light encoding, robustness to channel losses, high compression efficiency,

and low latency, e.g., wireless digital cameras, low power surveillance, and video sensor

networks. Requirements of these emerging applications stimulated the development of the

so-called distributed video coding (DVC)/Wyner-Ziv video coding (WZVC) paradigm.

1.1 Wyner-Ziv Video Coding

The WZVC is developed from the Slepian-Wolf [2] and the Wyner-Ziv [3] theorems. The

Slepian-Wolf theorem refers to lossless compression, while the Wyner-Ziv theorem refers to

lossy compression with side information available at the decoder. The Slepian-Wolf theorem

states that two statistically dependent signals, X and Y , can be separately encoded and

jointly decoded with an arbitrarily small error probability, if the achievable rate region

satisfies the following conditions [2];

RX ≥ H(X/Y ) (1.1)

RY ≥ H(Y/X) (1.2)

RX +RY ≥ H(X, Y ) (1.3)

where, RX and RY are achievable rates for X and Y respectively, and H(X|Y ) and H(Y |X)

are conditional entropies.
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The Wyner-Ziv theorem states that by assuming X and Y to be statistically dependent

Gaussian random processes, and Y as the side information for encoding X , the rate-mean

squared error distortion function for X is the same, whether the side information Y is

available only at the decoder, or both at the encoder and the decoder [3]. In WZVC, if X

and Y are correlated video frames, Y can be considered as a corrupted or noisy version of

X , and can be modeled as;

Y = X +N (1.4)

where, N is defined as the correlation noise between X and Y with a Laplacian probability

distribution. The practical designs of WZVC started around 2002 based on Slepian-Wolf

and Wyner-Ziv theorems, where error correction codes (channel codes) are incorporated

such as Turbo codes and low density parity check (LDPC) codes. The literature of WZVC

is summarized in Chapter 2.

1.1.1 Wyner-Ziv Video Coding in Practice

WZVC is based on two pioneer research works; research team at Stanford University pro-

posed WZVC with Turbo coder as channel coder [4], [5], and research team at University

of California, Berkley, who proposed WZVC with sending syndromes [6], [7]. Both of these

researchers considered hard-value of parities / syndromes from the encoder to decoder. Later
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on, a few researchers have taken into account the impact of channel impairment. S. Rane. et

al considered an error prone channel where the systematic lossy error protection (SLEP) is

compared with forward error correction (FEC) [8]. SLEP is a joint algorithm of the hybrid

video coding and WZVC [6]. The PRISM2007 [9] discussed the channel noise impact on

the side information and outlined requirements for increasing predictors at the decoder side.

However, many research works have not discussed wireless channel fading impairment in

WZVC. Recently, a few research papers related to WZVC focus in hybrid distributed video

coding and its applications [10], [11] and joint source coding and routing in distributed video

coding [12].

1.1.2 Wyner- Ziv Video Coding and Correlation Noise

The side information Y is illustrated in (1.4), whereX is the input frame andN is the correla-

tion noise [4]. Estimation of N due to the residual difference between side information and in-

put video frame is the exciting part in DVC/WZVC research. In previous works, researchers

used a Laplacian distribution as a noise distribution f(Y −X) = 1
2
β exp (−β|Y −X|), where

variance is known as 2
β2 . β has been computed over the whole video sequence off line at the

encoder before the WZVC procedure starts, and kept constant for the decoding of all Wyner-

Ziv frames [4], [5], [13], [14].

Note that the value of β is essential to convert the side information into soft-value in-
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formation which improves the performance of Turbo decoding. The soft-value of the side

information can be computed with respect to the bit-metric value or log likelihood ratio

(LLR). The noise variance or β decides LLR value; therefore, the noise variance σ2 needs to

be estimated for each bit/symbol of side information.

Perira et.al. proposed the correlation noise estimation between WZ frame and side

information using the statistical relationship between key frames [6], [15]. The weighted

mean squared error (WMSE) between the the two key frames is given by, WMSE(x; y) =

(1
2
)2

∑
(x,y)ǫSI(XB(x,y)−XF (x,y))2

L
, where L denotes frame size , and XB and XF are key frames.

WMSE(x, y) is considered as variance of the correlation noise [15], [16] and it varies from

pixel to pixel; this correlation noise determines the soft-value of the side information. The

decoder considers the side information as the systematic information. However, the pixel

based variance will not be perfect when we consider the iterative decoding based on the

systematic received bits. Therefore it is required to compute the variance with respect to

the bit values.

1.1.3 Encoder Rate Control in WZVC

In WZVC, error control codes are applied to generate parity bits. Compression is achieved

by sending the fraction of the parity bits (punctured from the original parity) to the de-

coder [17], [6]. The decoder uses the received parity to correct errors in side information for

7



reconstructing WZ frame; here, the side information is referred in (1.4). The most challeng-

ing task is to control the transmission of parity bits at the encoder.

Feedback channel is employed in WZVC to control the number of parity bits requested

by the decoder [4], [18]. The encoder has a buffer to store the parity bits and the feedback

channel requests the additional bits for successful decoding with reduced distortion, where

the decoder uses a error-probability threshold to determine whether the available parity

information is enough for decoding. If the decoder finds that the error probability is above

the threshold, it requests additional parity bits from the buffer through the feedback channel;

this process is repeated until the error probability falls below the threshold. The major

drawback of this arrangement is latency, which arises due to the continuous error probability

calculation and the process of reporting to the encoder. Some WZVC research works propose

the rate allocation algorithms from the encoder side which eliminates the requirement of

implementing the feedback channel [19], [20], [21]. However, the encoder complexity is

increased considerably in the above setup, which deviates from the concept of complexity

balance in WZVC.

1.2 Thesis Contribution

From the discussion in the previous section, it is clear that there are more challenges to be

addressed on the decoder side of a WZVC than on the encoder side in video transmission
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over wireless channels. Therefore, in this thesis, we studied some of the challenges on the

decoder side and proposed solutions that effectively improve the performance of WZVC in

a wireless environment.

1.2.1 WZVC in Wireless Channel Environment

Most of the previous work on WZVC assumed the ideal transmitting channel. Recently, a

few researchers have started considering channel impairments. The robustness of the trans-

mission scheme and their effects on the transmission errors is investigated by Puri et al.

in [9], where the side information is influenced by the channel noise. We first investigate the

reconstructed WZ video quality in the wireless fading channel. Since the wireless channel

randomly fluctuates, utilization of more than one uncorrelated wireless links simultaneously

improve the overall performance [22], [23], [24]. Hence, with MIMO-WZVC, we have incor-

porated the transmit-receive diversity technique/Multiple-Input-Multiple-Output (MIMO)

with WZVC. On the otherhand, in Turbo decoding, systematic and parity information are

fed as soft-values. Therefore, we have defined two parameters, channel-metric value and bit-

metric value for parity and side information, respectively. The channel-metric value depends

on the channel noise and fading gains of the wireless channel, and the bit-metric value is

determined with respect to the correlation noise between WZ frame and side information.
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1.2.2 Rate Penalty Due to the Wireless Channel and Proposed

Improvement

In previous research [9], it was shown that the transmission rate of WZVC depends on both

the correlation noise and the channel noise. However, in wireless channels, in addition to

the channel noise, channel fading also influences the transmission rate. The combined effect

of channel noise and fading on residual information (Z) is very detrimental, which requires

a higher rate Z to achieve the same quality. In other words, a noisy fading channel can

effectively reduce the transmission rate; this is termed rate penalty.

For the first time we investigate the required transmission rate of WZVC in noisy fading

wireless channels. We analytically show that the AWGN (additive white Gaussian noise)

channel has a higher rate penalty than the noiseless channel, and a fading channel has even

higher rate penalty than the AWGN channel. Thus, a WZVC with receiver diversity (WZVC-

RD) setup is proposed in order to reduce the rate penalty in WZVC over the wireless fading

channel.

1.2.3 Encoder Rate Control in WZVC with Cross-Correlation Thresh-

old (CCTH)

We introduce an encoder rate control mechanism with respect to the cross correlation thresh-

old (CCTH) of the available key frames at the decoder. We investigate the behavior of the
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cross-correlation statistics of the available frames (key frames) at the decoder to analyze the

rate distortion behavior. The reconstructed function with respect to the side information Y

and residual information Z is analyzed, and Z is derived in terms of cross-correlation of X

and Y , denoted by ρXY . In addition, the theoretical conditional rate is also derived with

respect to ρXY . Furthermore, we justify the behavior of rate-distortion with respect to the

cross correlations of the key frames which are closer to ρXY .

From the above fact, we propose an encoder rate control algorithm with respect to the

cross-correlations of the key frames. We need to define thresholds with respect to the statis-

tics of cross-correlation points; this determines the required number of parity bits from the

encoder. Thus, we have also proposed an adaptive threshold algorithm (ATHA), which

classifies number of the higher/lower threshold points.

1.2.4 Correlation Noise Estimation in WZVC

Soft-value of side information is considered as the received systematic value at the decoder

of WZVC. Log-likelihood ratio (LLR) has to be calculated with respect to each bit at the de-

coder; here LLR value depends on correlation noise for each bit/symbol of side information,

and thus LLR supports the computation of the soft-value of the side information. Corre-

lation noise is computed with respect to frame based and pixel based estimation. Instead

of the static Laplacian model, as previously used, we propose a dynamic online estimation
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technique of correlation noise with respect to bit pattern of each pixel, denoted as bit-based

variance estimation. The bit-based variance of correlation noise is important due to the fact

that an iterative algorithm at the Turbo decoder depends on the received bits per symbol.

1.3 Thesis Organization

The rest of the thesis is organized as follows; Chapter 2 briefly introduces the basics of

WZVC theories and explains the wireless communication principles. Chapter 3 proposes

WZVC with wireless channel impairments, where WZVC over a single wireless channel is

considered initially. Thereafter, WZVC is incorporated with multiple input multiple output

(MIMO) channel. Chapter 4 investigates the rate penalty in WZVC with wireless channel

and the improvement of rate penalty with WZVC-RD. In Chapter 5, the encoder rate control

of WZVC is determined with respect to the cross-correlation coefficients of the key frames at

the decoder. Chapter 6 presents the correlation noise estimation at the decoder, where the

soft-value of side information is determined by the bit-based noise variance. The contribution

of this dissertation is summarized in Chapter 7, which also summarizes the future research

directions relevant to this thesis. A snap shot of the thesis contribution work is shown in

Fig. 1.3.
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Figure 1.3: Thesis Contribution
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Chapter 2

Basics of Wyner-Ziv Video Coding

Traditionally, video transmission focuses on broadcasting services where one complex high

power transmitter serves multiple low cost receivers that originate from cable television

(CATV) systems [25]. For example, the digital video coding solutions that are available

in the market rely on hybrid block-based motion compensation/ discrete cosine transform

(MC/DCT) architecture. Both the ITU-T VCEG and ISO/IEC MPEG standards follow

this approach for applications where the video content is encoded once and decoded multiple

times, such as in broadcasting or video streaming [26], [27]. In such applications, the video

codec architecture is primarily a one-to-many model, where a single complex encoder and

multiple light decoders are utilized.

The complexity burden of the encoder is mainly associated with the motion estimation

and compensation tasks. However, some emerging systems such as wireless video surveil-

lance [28], multimedia sensor networks [29], wireless PC cameras, and mobile camera phones
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require a different arrangement. These systems are required to be implemented using low-

complexity encoders at the expense of a high complexity decoder.

The WZVC is proposed to achieve low-complexity encoding with an asymmetric video

compression, where the individual frames are encoded independently (intraframe encoding),

but decoded conditionally (interframe decoding). This means that video statistics are used

(partially or fully) in the decoder only, which result in low encoding complexity. For in-

stance, if multiple cameras sense partially overlapped geographical areas in a wireless video

surveillance scenarios, WZVC explores the correlation between the multiple video sequences

at the decoder. Therefore it is possible to achieve a low encoder complexity, reducing the

total cost of the system (in terms of hardware), since there will be multiple encoders and a

single decoder.

The theoretical foundations of WZVC have been developed in 1970s from two main infor-

mation theories described Slepian-Wolf and Wyner-Ziv theorems. The Slepian-Wolf theorem

refers to lossless compression, while the Wyner-Ziv theorem refers to lossy compression with

side information available at the decoder.
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2.1 Slepian-Wolf Theorem

Slepian-Wolf theorem states that two statistically correlated discrete random sequences X

and Y are encoded independently and then jointly decoded. Here, X and Y are indepen-

dently and identically distributed (i.i.d) random variables.

Encoder 1

Encoder 2

Conditional

Decoder

X

Y

X’, Y’

RX

RY

Figure 2.1: Slepian-Wolf Model

Fig. 2.1 shows the Slepian-Wolf model; here encoders 1 and 2 perform independent

encoding, and joint decoding at the decoder. The Slepian-Wolf theorem states that the

minimum rate for joint encoding-decoding is the same as the minimum rate for independent

encoding- joint decoding, with an arbitrarily small error probability [2], such as RX ≥

H(X/Y ), RY ≥ H(Y/X) and RX +RY ≥ H(X, Y ).

16



2.1.1 Practical Slepian-Wolf Model

Encoder 1
Conditional

Decoder

X

Y

X’, Y’

RX

Y

Figure 2.2: Practical Slepian-Wolf Model

The Slepian-Wolf coding is referred to in literature as lossless distributed source coding

(DSC); two statistically dependent sequences are perfectly reconstructed at a joint decoder

with a small and negligible decoding error probability. Fig. 2.2 shows the practical Slepian-

Wolf codec, where X and Y are correlated sources; here, Y is the noisy version of the original

uncorrupted signal X . The errors between X and Y can be corrected with a help of channel

coding technique. [4].

2.2 Wyner-Ziv Coding

In 1976, Wyner and Ziv studied the case which deals with lossy compression of source X

with the help of source Y at the decoder, where Y is known as side information. Wyner and

Ziv proved that rate-distortion is preserved when the side information is not available at the

encoder. This concept is also known as asymmetric coding.

17



Early solutions of practical WZVC were developed in 2002, especially the efforts from

Stanford University [4], [17], [5], [30] and University of California, Berkeley [7], [6] with

respect to the advance channel coding techniques, i.e., error control coding (ECC). The

Stanford model is mainly categorized by frame based with respect to the Turbo codes, where

a feedback channel is used to perform rate control. On the other hand, the Berkeley model

is characterized by block based channel coding.

2.3 Turbo Based WZVC

Scalar

Quantizer

Turbo

Coder
Buffer

Turbo

Decoder

Interpolation

Y2i=I(X2i-1,X2i+1)

Intraframe

Encoder
Interframe

Decoder

Y’2i

X’2iX2i q2i p2i q'2i

X2i-1

X2i+1

Request

bits

Reconstruction

X’2i =

E(X2i| q’2i,Y2i)

Figure 2.3: WZVC of Stanford Model

In this model, Wyner-Ziv coding is applied with a video signal. X denotes the even

frames and Y is obtained from the odd frames of the video sequence. X is compressed by an

intraframe encoder that is unable to access and utilize Y . The compressed stream is sent to
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a decoder which uses Y as side information to conditionally decode X . This model does not

use a correlation between X and Y , but the temporal similarities between adjacent video

frames are considered [4], [17].

The basic structure is composed of an inner Turbo code-based Slepian-Wolf codec and

an outer quantization-reconstruction pair. Both the Slepian-Wolf decoder and the recon-

struction block make use of the side information available at the decoder. In Fig. 2.3, let

X1, X2, ..., XN be the frames of a video sequence. The odd frames, X2i+1 and X2i−1, are

the key frames which are available at the decoder, where i = 0, 1, N
2
− 1, and N is even

number. For simplicity, compression of the key frames are not considered and is assumed to

be known perfectly at the decoder. Each even frame, X2i, is encoded independently without

the knowledge of the key frames and the other even frames.

X2i is scanned row by row and each pixel value is quantized using 2M levels to obtain

symbol stream q2i. The symbols are fed into a Turbo encoder and the parity bit sequence

p2i is produced and stored in a buffer at the encoder side. The buffer transmits a subset of

the parity bits to the decoder, upon request from the feedback channel.

For each frame X2i, the decoder takes the adjacent key frames X2i−1 and X2i+1 and
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performs temporal interpolation; Y2i = I(X2i−1, X2i+1). The Turbo decoder uses the side

information Y2i and the received subset of p2i to form the decoded symbol stream q′2i. If the

decoder is unable to reliably decode the symbols, it requests additional parity bits from the

encoder buffer. The request and decode process is repeated until an acceptable probability

of symbol error is guaranteed. For instance, the decoder needs to request k(≤ M) bits for

decoding the pixel belongs to 2M bins; here the compression is achieved with respect to the

amount of k. After the receiver decodes q′2i, it calculates a reconstruction of the frame X ′
2i,

where X ′
2i = E (X2i|q′2i, Y2i) [4].

2.3.1 Quantization

A uniform scalar quantizer is used with 2M levels to quantize the pixels of X2i. Each quan-

tizer bin is assigned a unique symbol. For a given frame, quantized symbols form a block of

length L, which is then fed into Turbo encoder. In the above model, the task of grouping the

code words into cosets is left to the Turbo coder, which operates in a space of much higher

dimensionality.

2.3.2 Turbo Encoder-Decoder

The Turbo encoder-decoder system is implemented for the Slepian-Wolf coding of the quan-

tized symbol stream q2i. The Turbo encoder assigns a specific sequence of parity bits to a
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given input block of symbols. Rate compatible punctured Turbo code (RCPT) structure

is borrowed from channel coding [31], [32]. The rate flexibility of the RCPT enables it to

adapt to the changing statistics between the side information and the frame to be encoded.

This ensures that the encoder only sends the minimum number of parity bits required for

the receiver to correctly decode q2i. Feedback channel is used to support the rate compat-

ibility, where the decoder requests additional parity bits until it can correctly decode the

sequence. A simple encoder allows the decoder to control the bit allocation through the

feedback channel. This way the encoder does not need to perform any statistical estimation

that is necessary for proper rate control.

u

v3

v2

v1

Encoder

EncoderInterleaver
u1

Figure 2.4: Turbo Encoder

The term Turbo code usually refers to the error correcting codes proposed by Berrou

et al. in [33]. Fig. 2.4 shows the general structure of the Turbo encoder. In a standard
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Turbo encoder, two convolutional coders (CC) operate on the same input bit, but there is an

interleaver placed between these CC [34], [35], [36]. In general, Recursive Systematic Con-

volutional (RSC) codes are used as CC. Furthermore, output of the CC has one systematic

bit and two parity bits [37]. By puncturing the output, Turbo encoder gives half rate, giving

one parity bit and one systematic bit for every input bit; thus the overall coding rate of one-

half. Generally only the parity bits are punctured, and not the systematic bits. However,

performance of the code degrades if the systematic bits are punctured at the encoder.

Another key element that delivers substantial performance gain is the use of soft informa-

tion rather than hard decisions, i.e., real numbers whose values are measures of confidence in

the associated data symbol estimates. Soft-input decoding alone is known to deliver signif-

icant performance improvements [38], and exchanging soft information during the iterative

decoding process yields larger gains.

2.4 Side Information Generation

Two adjacent key frames are taken, and temporal interpolation is performed, to generate

the side information Y2i, which is an estimate of X2i. The first interpolation technique

was performed simply averaging the pixel values at the same location from the two key

frames. Let X2i−1,j and X2i+1,j be the pixel values at location j from the key frames, then

Y2i,j =
1
2
(X2i−1,j +X2i+1,j).
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Side information is also generated with more sophisticated techniques based on motion

compensated (MC) interpolation at the decoder. One such system is block-based motion

compensated interpolation with respect to the symmetric motion vectors (SMV) interpola-

tion. Here, the motion vector of a given block in X2i from time 2i − 1 to 2i matches the

motion vector from time 2i to 2i+1. Block matching finds the best symmetric motion vector

for a given block and then takes the average of the motion compensated blocks from the two

adjacent frames.

The complexity of motion compensation at the decoder-side is increased but not at the

encoder-side. However, the encoder of conventional video compression systems sends the

motion information, which increases its rate. Improving the interpolation reduces the de-

coder’s bit requirement. Thus, it is possible to improve compression performance by solely

improving the decoder.

The decoder needs a model for the statistical dependency between X2i and Y2i; it is re-

quired by the Turbo decoder and reconstruction block in order to determine the conditional

probability and conditional expectation respectively. It has been observed that residual value

between the current frame and the corresponding side information is very close to that of
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a Laplacian random variable. Let X2i,j and Y2i,j be the given frame and the corresponding

side information, respectively, then the distribution of the residual can he approximated by

f(n) = 1
2
exp (−β|n|), where n = X2i,j −Y2i,j. Here, β can be estimated at the decoder using

the residual between the key frame X2i−1 and Y2i−1. It has been observed that an estimated

β show better performance than a value with the closest fit.

2.5 Reconstruction

The reconstruction for each pixel with respect to the decoded symbols and the side in-

formation is given as X ′
2i,j = E

(

X2i,j |q′2i,j, Y2i,j

)

. From the Stanford work [4], pixels are

reconstructed independently regardless of the adjacent pixels so that spatial correlation is

not exploited.

The reconstruction function is taken as a Laplacian model with β = 0.5 and four quanti-

zation levels, where the X ′
2i,j obtains the value of Y2i,j, if Y2i,j falls within the reconstructed

bin q′2i,j. However, if Y2i,j is outside the bin, the function clips the reconstruction towards

the boundary of the bin closest to Y2i,j. This limits the magnitude of the reconstruction

distortion to a maximum value, which is determined by quantizer coarseness. This is desir-

able because it eliminates large positive or negative errors which may be disruptive to the

viewer. If the source video contains higher motion frames, then the side information deviate
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significantly from the original signal. Thus, the side information would not lie within the

reconstructed bin and the reconstruction scheme could only rely on the quantized symbol for

reconstruction, which are quantized towards the bin boundary. If the quantization is coarse,

contouring forms, which could be visually unpleasing. However, subtractive dithering, which

is done by shifting the quantizer partitions for each pixel using a pseudo-random pattern,

helps improve subjective quality in the reconstruction.

2.6 Video Quality Assessment

Video quality assessment methods are categorized as either subjective [39] and objective [40].

Subjective methods require human viewers to compare two video clips. However, objective

test methods are used to measure and analyze the video signal. The peak signal to noise

ratio (PSNR) has traditionally been used to evaluate the relative quality of reconstructed

image [41];

PSNR =
(2n − 1)2

MSE
(2.1)

where, n is the number of bits required to represent each pixel, MSE is the mean squared

error between the distorted frame relative to the original frame, and MSE is given as;
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MSE =

∑

i,j [X(i, j)−X ′(i, j)]2

R× C
(2.2)

where, X(i, j) is the original frame, X(i, j)′ is the reconstructed frame, R and C are the

number of row and column elements respectively, and R × C is the total number of pixels.

If each pixel is assigned 8 bits, PSNR is given by [42];

PSNR(dB) = 10 log10

(

2552

MSE

)

(2.3)

Video Quality Expert Group (VQEG) has used PSNR as the reference model in their

study for video quality assessment methods. Typical values for the PSNR in image compres-

sion are between 30 and 40 dB.

2.7 Feedback Channel and Rate Control

Feedback channel between the encoder and the decoder is naturally employed in most practi-

cal WZVC [4], [16] schemes. Here, the decoder is able to enhance the quality of the decoded

video by using additional refinement bits from the encoder. The channel encoder generates

the parity bits for the WZ frame, which are then stored in a buffer. Iteration is used to

determine the accurate amount of parity bits for decoding. Initially, the encoder transmits

a portion of the parity bits from the buffer. Thereafter, the decoder uses a threshold to de-
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termine whether the available information is sufficient for decoding. If the error probability

at the decoder is above the threshold, the decoder requests additional syndrome bits from

the buffer through the feedback channel. This transmission-request process is repeated until

the error probability falls below the threshold.

The decoder must perform the calculations to determine the error probability in each

block/ pixel and organize the parity bits in the buffer in order to get in correct order. In

practice, computation of the error probability in real time results latency. Furthermore, the

feedback channel is not available in numerous applications, that are performed between the

decoder to the encoder; for example, a feedback channel is not available in broadcasting,

as well as some unidirectional streaming applications, where the feedback rate-allocation

solution is inapplicable.

In some researches, a feedback channel is not accounted for the encoder side rate alloca-

tion algorithms [19], [20]. Here, the minimum required number of parity bits are estimated

at the encoder for each Wyner-Ziv frame under a given error probability, and parity bits are

delivered to the decoder. Here, although the latency is minimized, the encoder complexity

is increased.
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There are some visible issues in no-feedback channel systems. The first issue is the cor-

relation estimation at the encoder using the available X from the encoder and Y from the

decoder; X and Y are unavailable at the decoder and encoder, respectively. A correlation

estimation model (CEM) is required to exploit the statistical dependencies between X and

an approximate version of Y (Y ′) estimated at the encoder using low-complexity algorithms.

The CEM is proposed for pixel and transform domain WZVC in [43]. Another issue arises in

allocating the appropriate number of bits for each frame X at the encoder, without feedback

channel, so that it approaches the same rate distortion performance as when feedback is

present. The total number of parity bits of X must be estimated to reconstruct X ′ with

target quality from side information Y at the decoder. The research in [19] proposes a rate-

allocation algorithm for pixel-domain WZVC with no-feedback channel; feedback channel is

avoided with the certain loss of rate distortion performance. Overall, no-feedback channel

increases encoder complexity and is not appropriate with the concepts of initial distributed

video coding that utilize an encoder with the lowest possible complexity at the expense of

higher decoder complexity.

2.8 Correlation Noise Between X and Y

The side information is usually interpreted as an estimation of the original frame in the de-

coder. Error correcting codes (ECC) are used to improve the quality of the side information
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until a target quality for the final decoded frame is obtained.

In [4], the decoder is responsible to explore all the source statistics, and compression is

achieved by following the Wyner-Ziv paradigm. Therefore, the coding efficiency of Wyner-

Ziv coding depends critically on the capability to model the statistical dependency between

the original information at the encoder and the side information computed at the decoder.

The original information is not available at the decoder. The side information quality also

varies along with the video sequence and therefore correlation noise distribution between X

and Y is not constant in the video sequence. Thus, it is difficult to maintain coding efficiency.

For instance, in high motion sequences, it is more challenging to predict the errors in the

side information where motion increases significantly.

In [16], estimation of correlation noise model is proposed using temporal correlation in-

formation, and in this case the motion compensated residual is obtained at the decoder.

Initially, frame level correlation noise model is proposed at the decoder [16]. Furthermore,

by considering the spatial stationary of the frames, the correlation noise statistics are esti-

mated based on a block-by-block basis and at the pixel level.
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2.8.1 Encoder Correlation Noise Models

Decoder needs to have reliable knowledge of the model that characterizes the statistical re-

lation between the side information (SI) frame and the original WZ frame. The statistical

dependency between these two frames corresponds to an error pattern characterized by the

WZ − SI relationship [44].

The encoder computes offline WZ-SI relationship using Laplacian distribution;

f(WZ − SI) =
β

2
exp (−β|WZ − SI|) (2.4)

as the statistical correlation model between the WZ and SI [4], [17], [15], [45].

The Laplacian distribution converts pixel values of side information into soft-input in-

formation needed for Turbo decoding [15], [45]. Here β2 = 2
σ2 is computed offline, at the

encoder, over the whole video sequence. The Laplacian parameter β is sent to the decoder

before the WZ coding procedure starts and is kept constant throughout the decoding of all

WZ frames. Here, σ2 is the variance of the residual between the WZ and the SI frames.

However, β does not exploit the variability of the correlation model with respect to time and

space [4], [15], [45].
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Correlation model with respect to time is possible with frame level correlation noise es-

timation, where the variance of the residual between a WZ frame and the corresponding SI

frame is calculated to compute the β. Subsequently, the decoder uses β in the decoding

process of the WZ frame.

On other hand, the spatial variability of the correlation noise model is exploited by

considering block level calculation of the Laplacian distribution parameter. The n×n block

variance σ2
k is calculated from;

σ2
k = E

(

(WZk − SIk)
2
)

− (E (WZk − SIk))
2 (2.5)

where, WZk and SIk represent the kth sample block of the WZ and SI frames, respectively,

and E (.) is the expectation operator.

For the encoder-side correlation noise calculation, the encoder needs to know the side

information. However, generating the side information is an additional burden for the low

complexity encoder, which violates the concept of the distributed video coding.
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2.8.2 Decoder Correlation Noise Models

In this perspective, the realistic approach was considered for dynamic estimation of the

Laplacian distribution parameter at the frame, block, and even at the pixel level. Here, it is

not necessary to send the Laplacian distribution parameter from the encoder to the decoder.

In [16], the frame, the block and the pixel level correlation noise estimation techniques are

discussed in further detail.

Frame level correlation noise estimation was established with the help of residual frame

generation from the frames XB and XF . The residual frame pixel R(x, y) is given as;

R(x, y) = ABS(XB(x+ dxb, y + dyb)−XF (x+ dxf , y + dyf)) (2.6)

where, XB(x+ dxb, y+ dyb) and XF (x+ dxf , y+ dyf) are the backward and forward motion

compensated frames, respectively. The (x, y) corresponds to the pixel location in the residual

frame, and (dxb, dyb) and (dxf , dyf) represent the motion vectors for the XB and XF frames,

respectively. The variance of the residual frame approximates the variance of the differences

between WZ and SI frames. Variance of R, σ2
R,is given as;

σ2
R = E

(

R(x, y)2
)

− (E (R(x, y)))2. (2.7)

Block level correlation noise estimation was performed using the initial step of residual
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frame (R) generation, as shown in (2.6). The kth block variance of the residual frame, σ2
Rk
,

can be obtained from (2.7). The β parameter of the kth block of the WZ frame, βk, is given

as;

β2
k =

2

σ2
k

E (Rk(x, y))

E (R(x, y))
(2.8)

where, E (Rk(x, y)) and E (R(x, y)) are the expectation operation over the kth block and

over the frame R, respectively.

2.9 Transmission Channel

Communication channels exist between transmitters and receivers. In wired communication,

these channels are illustrated by twisted pairs, cables, wave guides, optical fiber and point-

to-point microwave radio channels [46]. Regardless of the channel type used, the received

signal differs from the input signal; here the differences are due to the channel impairments,

which are known as dispersion, nonlinear distortions, delay and random noise.

In wireless WZVC, wireless channel imposes two major impairments such as channel

noise and fading. Channel noise is modeled as additive white Gaussian noise (AWGN), and

fading is modeled based on the channel randomness.
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2.9.1 Additive White Gaussian Noise Channel (AWGN)

Transmitter + Receiver 

Channel 

Noise n(t) 

s(t) r(t) m(t) m’(t) 

Figure 2.5: AWGN Channel Model

Thermal noise contains practically all frequency components up to some 1013Hz with the

same power. Therefore, it is often referred to as white noise, analogous to white light that

contains all colors with equal intensity. This white noise process can be characterized by its

uniform power spectral density (PSD) N(ω) = N0

2
. The autocorrelation function (ACF) of

white noise is given as R(τ) = N0

2
δ(τ). In band-limited communication systems, PSD and

ACF are given as N(ω) = N0

2
; −B ≤ ω ≤ B, and R(τ) = N0B×sin(2πBτ)

2πBτ
= N0B× sinc(2πBτ),

respectively [47], [48].

In time domain, the amplitude distribution of the white thermal noise has a normal or

Gaussian distribution.The probability density function (PDF) is the bell-shaped Gaussian

distribution given by;

p(n) =
1

σ
√
2π

exp

(−(n− µ)2

2σ2

)

(2.9)

where, µ is the mean and σ2 is the variance. The effects of channel noise in received signal
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can be diminished by increasing the power of transmitted signal. The signal to noise ratio

(SNR) at the receiver is a measure of the received signal quality.

Fig. 2.5 shows a communication system with additive white Gaussian noise channel [47],

[37]. Here the received signal r(t) is given as r(t) = s(t)+n(t), where s(t) is the transmitted

signal, and n(t) is the channel noise.

2.9.2 Fading Channel

Fading channels were carefully studied by information theoretical tools for a long time. In-

formation theory provided, in many instances, the right guidance to a specific design for

developing efficient communications systems. Multipath and shadowing are the two major

complicated phenomena in radio wave propagation through wireless channels. A precise

mathematical description of these phenomena is too complex for the analysis of communi-

cation systems. There were considerable efforts dedicated to statistical modeling and char-

acterization of these effects, whereas simple and accurate statistical models were employed

to analyze for fading channels in a particular propagation environment and basic communi-

cation scenario.

Fading in transmission produces fluctuations in the received signal’s envelope and phase

over time. If the fading is constant over the duration of a symbol’s time, then it is called
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slow fading. The slow fading has the symbol time duration Ts, which is smaller than the

channel’s coherence time Tc, otherwise it is characterized as fast fading. Coherence time

measures the period of time over which the fading process is correlated. It is also related to

channel Doppler spread; fd by Tc ≃ 1
fd

[47]. In slow fading, many successive symbols will

be affected by a certain fade level, which accommodates burst errors, whereas fast fading

reduces the correlation from symbol to symbol.

Frequency flat fading is defined based on all the spectral components of the transmit-

ted signal that affect the signal in a similar manner [49]. In narrowband systems, fading

is charecterized as frequency flat fading. Here, the transmitted signal bandwidth is much

smaller than the channel’s coherence bandwidth fc. The coherence bandwidth is defined as

frequency range over which the fading process is correlated. Also the frequency selective

fading occurs in wideband systems where the spectral components of the transmitted signal

are affected by different amplitude gains and phase shifts. In the wideband, the transmitted

bandwidth is broader than the channel’s coherence bandwidth.

In narrowband systems, although fading occurs, the received carrier amplitude is mod-

ified by the fading amplitude α, where α is a random variable charecterized by probability

density function (PDF) pα(α); α is dependent on the nature of the radio propagation envi-
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ronment [48].

2.10 Multipath Fading

Multipath fading is induced by the combination of constructive and destructive components

of randomly delayed, reflected, scattered, and diffracted signal. This type of fading creates

short-term signal variations that depend on the nature of the radio propagation environment.

Statistical behavior of the multipath fading is described by different models.

One such model is the Rayleigh distribution, which is a well known multipath fading

channel model [50];

Pα(α) =
2α

E (α2)
exp

(

− α2

E (α2)

)

(2.10)

where, α is the channel fading amplitude, α ≥ 0.

The Nakagami-q distribution or the Hoyt distribution is shown as [51];

Pα(α) =
(1 + q2)α

qE (α2)
exp

(

−(1 + q2)2α2

4q2E (α2)

)

I0

(

(1− q4)α2

4q2E (α2)

)

(2.11)

where, α ≥ 0, q is the Nakagami-q fading parameter, and I0(.) is the zero-order Bessel func-

tion of the first kind.
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In the Nakagami-n /Rice distribution [52] is given as;

Pα(α) =
2(1 + n2) exp (−n2)α

E (α2)
exp

(

−(1 + n2)α2

E (α2)

)

I0

(

2nα

√

(1 + n2)

E (α2)

)

(2.12)

where, α ≥ 0, and n is the Nakagami-n fading parameter; 0 ≤ n ≤ ∞. Now the Rician

factor (K), is related to n as K = n2. The Nakagami-n distribution spans the range from

Rayleigh fading (when n = 0) to no fading (when constant amplitude, i.e., n = ∞).

The Nakagami-m PDF is a central chi-square distribution, shown as [53];

Pα(α) =
2mmα2m−1

E (α2)m Γ(m)
exp

(−(mα2)

E (α2)

)

(2.13)

where, α ≥ 0, and m is the Nakagami-m fading parameter; 1
2
≤ m ≤ ∞. For m = 1

2
,

one-sided Gaussian distribution is observed, whereas the Rayleigh distribution is at m = 1.

The Nakagami-m fading channel converges to a nonfading AWGN channel when m → +∞.

2.10.1 Wireless Channel Model

Fading multipath channels are discussed with statistical models in [47] [54]. A fading mul-

tipath channel is generally categorized as a linear, time-varying system with an impulse

response of c(t; τ). Time variations of the signal transmitted through the channel are gener-
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ally called as Doppler spreading in the channel impulse response. A fading multipath channel

may be commonly considered as a doubly spread channel in both time and frequency.

Transmitter x Receiver 

 Multiplicative Fading Channel 

α(t)e-jΘ(t) 

s(t) r(t) x(t) m’(t) 

Figure 2.6: Fading Channel Model

Fig. 2.6 shows frequency non-selective wireless fading channel model [55]. If the band-

width of transmitted low pass signal is much smaller than the coherence bandwidth of the

channel, then all the frequency components in the transmitted signal undergo the same at-

tenuation and phase shift over the transmission channel. This means that the time-variant

transfer function C(t; f) of the channel is constant within that bandwidth of the signal.

Therefore, that channel is called frequency-nonselective, or flat-fading; it is also known as

multiplicative channel model. The received signal, r(t), is shown below [56];

r(t) =

∫ ∞

−∞

c(t; τ)s(t− τ)dτ (2.14)

where, s(t) is the transmitted signal and c(t; τ) is the impulse response.

A simplified form of r(t) is shown below;

r(t) = α(t) exp (jθ(t)) s(t) (2.15)
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where, α(t) represents the envelope, and θ(t) represents the phase of the equivalent low pass

channel response.

1/W 

X 

1/W 

X 

1/W 

X 

1/W 

X 

     �  

+ 
AWGN 

s(t) 

c1(t) c2(t) c3(t) cL(t) 

r(t) 

Figure 2.7: Frequency Selective Fading Channel Model

Fig. 2.7 shows a frequency selective channel model. If the transmitted signal’s bandwidth

is greater than the coherence bandwidth, then the frequency components of the transmitted

signal are exposed to different gains and phase shifts. Thus, the channel is known as a

frequency selective channel, or delay line channel model, where the time varying impulse

response, c(t; τ), is given as [57];

c(t; τ) =

L
∑

n=1

cn(t)δ(τ − n

W
) (2.16)

where, W is the channel bandwidth, cn(t) is the complex-valued channel gain of the nth

multipath component, and L is the number of resolvable multipath components.
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Time varying channel transfer function is given as;

C(t; f) =
L
∑

n=1

cn(t) exp
(

j2πf
n

W

)

. (2.17)

The randomly time-varying tap gains cn(t) may also be represented by;

cn(t) = αn(t) exp (jθn(t)) . (2.18)

where, n = 1, 2, .., L, αn(t) represents the amplitudes, and θn(t) represents the corresponding

phases. Autocorrelation function, Φn, of the tap gains cn(t) are given based on the behavior

of stationary (wide-sense) mutually uncorrelated random processes;

Φn(τ) = E

(

1

2
c∗n(t)cn(t + τ)

)

. (2.19)

Doppler power spectra is given as;

Sn(λ) =

∫ ∞

−∞

Φn(τ) exp (−j2πλτ) dτ (2.20)

where, λ is the frequency offset.

The envelope of the channel impulse response at any time instant will be represented by

statistical models such as probability distribution (e.g. Rayleigh distribution), where phase
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is uniformly distributed with the interval (0, 2π). This envelop is given as;

R = |c(t; τ)|. (2.21)

For the frequency-nonselective channel, the envelope is the magnitude of the channel

multiplicative as shown below;

R(t) = α(t). (2.22)

For the frequency-selective (tapped-delay-line) channel model, magnitude of the each tap

gain is modeled with appropriate probability distribution (e.g. Rayleigh fading).
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Chapter 3

Wyner-Ziv Video Coding with

Wireless Channels

3.1 Introduction

In the past, many algorithms have been proposed to implement Wyner-Ziv video coding

(WZVC). Pradhan and Ramachadran presented a practical framework of WZVC based on

sending the syndrome of the codeword to compress the source [7], and they also provided a

constructive practical framework based on algebraic trellis codes in distributed source cod-

ing using syndromes (DISCUS) [6]. Since then similar concepts have been extended to more

advanced channel codes. Garcia-Frias and Zhao [58], [59], [60], Bajcsy and Mitran [61], [62]

and Aaron et al. [4] showed the compression ratio can come close to the Slepian-Wolf bound

using Turbo codes. Liveries et al. argued that low-density parity check codes (LDPC) are

also suitable for this problem [63], [64]. Qian Xu et al. addressed the distributed joint

source-channel coding using Raptor codes [65]. PRISM represented a radical departure from
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conventional state-of-the-art video coding architectures [66]. In all these cases the channel

was considered as noiseless.

In recent years, a few researchers have realized the impact of channel impairment on

WZVC. S. Rane. et. al considered an error prone channel where the Systematic Lossy Error

Protection (SLEP) is compared with Forward Error Correction (FEC). SLEP is a joint algo-

rithm of the hybrid video coding and the WZVC [67], error resilience in current distributed

video coding is discussed in [68]. The PRISM2007 proposed in [9] discusses the channel noise

impact on the side information and outlined requirements for increasing predictors (received

parity information) at the decoder side. However, until this point, previous researchers did

not consider the wireless channel fading impairment (physical layer impacts) in WZ video

transmission. Although the previous work had substantially contributed on WVC in appli-

cation layer, the consideration towards implementing multipath wireless channel has become

important with the increased deployment of wireless video sensors. In this chapter, we in-

vestigate WZVC over the time varying fading wireless channel.

This chapter is organized as follows: Section 3.2 briefs the theoretical motivations and

contributions. Section 3.3 describes the background theory, section 3.4 investigates WZVC

over a single input single output (SISO) wireless channel. Section 3.5 proposes the WZVC
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over the MIMO wireless channel model. In Section 3.6, a simulation model is explained and

Section 3.7 describes the results and discussions of our work. Finally summary is presented

in Section 3.8.

3.2 Theoretical Motivations and Contributions

Channel noise and fading are the major impairements in the multipath wireless channel. Mul-

tipath fading requires special attention as it has different probabilistic and time/frequency

domain characteristics.

Fig. 3.1 shows a block diagram of transmitting parity of the WZ video frame over a single

wireless channel. Quantized pixel values are converted into bit-plane, and bit sequence from

the bit-plane is coded with the channel encoder. For example, a pixel Pi of the video frame

is converted into bit values in the bit-plane column. The channel coding generates the par-

ity bits. Subsequently the modulated signals of the parity bits are transmitted via a single

wireless channel, where the parity signals are influenced by the wireless channel noise and

fading. Due to the uncertainty of the wireless channel, the error probability is high in the

received pixel. Therefore, the reconstruction of the WZ frame contains significant distortions.

Fig. 3.2 shows a pixel transmission over the multiple wireless channels; the wireless

channel with M inputs and N outputs. Therefore, the pixels in the video frame are able to
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Figure 3.1: Video Transmission over a Single Wireless Channel

reach the receiver via multiple channels. In wireless video stream, video coding with channel

diversity facilitates the transmission of each video frame through multiple wireless channels,

whereas video coding in a single wireless channel transmits all the contents of video frame

through a single channel. The bit-plane concept in WZVC has more potential of converting

each pixel into bits, which can be transmitted via mucliple channels. Therefore each pixel

information has the potential to reach the receiver by multiple wireless channel, which in-

creases the importance of MIMO in wireless video coding.
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Figure 3.2: Video Transmission over Wireless Channel with Transmit-Receive Diversity

Furthermore, the channel coherence bandwidth of a typical WZVC is greater than the

transmission bandwidth in low bit rate transmission. Therefore, the multipath fading will

result in flat fading, which means that the entire signal will experience a single time varying

gain, α with Rayleigh probabilistic distribution.

In this chapter, we first investigate reconstructed WZ video quality under the noise
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and random variations of the wireless channel fading gain (α). Since, the fading gain of

the wireless channel randomly fluctuates, the received soft-values of parity influence the

reconstructed video quality. Hence, we incorporate the transmit-receive diversity technique,

called MIMO approach to the wireless WZVC. We also investigate channel-metric value

and bit-metric value in wireless WZVC with respect to transmit-receive diversity scheme.

The channel-metric value depends on both the channel noise and fading gains of the wireless

channel, and the bit-metric value is determined with respect to the correlation noise between

WZ frame and side information.

3.3 Theory

In this section, the WZVC structure and its mathematical derivations are briefed. A WZVC

codec consists of four main components: a quantizer, channel encoder, channel decoder,

and reconstruction module. The quantizer decides bit-depths of the pixels. For instance,

in an eight-bit quantizer, the maximum and minimum possible pixel values are 255 and 0,

respectively. Additionally, this section describes the wireless channel and its transmission

diversity.

3.3.1 Bit-plane Extractor

The bit-plane extractor organizes the quantized bits in an order from most significant bit

(MSB) to least significant bit (LSB) for each pixel. By taking the YUV color space into con-
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sideration, where Y contains the luminance information, and U and V contains the chromi-

nance information, and letting h and w denote the height and width of the luminance video

frame; we can express the total number of pixels of the frame to be 3wh
2

(= wh+ wh
4
+ wh

4
).

This predicts the dimensions of the bit-plane to be 8× 3wh
2
. The bit stream is obtained from

the bit-plane calculation, and is divided into blocks. For a given block size of K, the bit

sequence in a block is written as ul = u0, u1, ......uK .

3.3.2 Turbo Coder

Turbo encoder is shown in Fig. 2.4, where input block length is taken as K and the number

of memory slots is three. In WZVC, systematic bits are discarded at the encoder and par-

ity bits are transmittted to the decoder. Parity bits are punctured in order to reduce the

number of transmitting parities. Puncturing is done with some specific pattern in simulation.

Decoder 1 Interleaver Decoder 2 Deinterleaver

Deinterleaver

Deinterleaver

+

+

-

-

Lcr1 Lc
1s 0

1

Lcr1 Lc
1s 1

1

L(1) (u 1) - L cr1

Le
(2) (u 1)

Le
(1) (u 1)

Decision
L(2) (u 1)

L(2) (u 1) - L cr1

Figure 3.3: Block Diagram of Turbo Decoder

49



Fig. 3.3 depicts the block diagram of a Turbo decoder: here, rl is the side information,

which is used as the systematic information; s10 and s11 are the received parity information;

L1
c is the channel-metric value; and Lc is the bit-metric value due to the correlation noise

between the WZ frame and side information. The log-likelihood ratio (LLR or L-value) [69]

of a transmitted bit ul of a video frame given the corresponding received systematic signal

rl is defined as L(ul|rl);

L(ul|rl) = ln
P (ul = +1|rl)
P (ul = −1|rl)

,

= ln
P (rl|ul = +1)

P (rl|ul = −1)

P (ul = +1)

P (ul = −1)
,

= ln
P (rl|ul = +1)

P (rl|ul = −1)
+ ln

P (ul = +1)

P (ul = −1)
. (3.1)

Now, rl is given as rl = ul+n0, where rl is obtained from bit-plane of Y :Y ε{r1, r2, ..., rl, ...rn},

ul is received from bit-plane of X :Xε{u1, u2, ..., ul, ...un}; here, rl is used as the received

systematic signal, and n0 is the correlation noise between the WZ frame (X) and side infor-

mation (Y ). Now the equation (3.1) is expanded with respect to the Gaussian distribution

of n0 and it is given as;

L(ul|rl) = ln
exp (−(Es/N0)(rl − 1)2)

exp (−(Es/N0)(rl + 1)2)
+ ln

P (ul = +1)

P (ul = −1)
, (3.2)

where, ul and rl have both been normalized by a factor of
√
Es, Es is the symbol energy,
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Es/N0 is the signal to noise ratio. The LLR can be simplified to;

L(ul|rl) = 4
Es

N0
rl + ln

P (ul = +1)

P (ul = −1)
(3.3)

L(ul|rl) = Lcrl + La(ul), (3.4)

where, Lc = 4(Es/N0) =
2Es

σ2
pic
, is the bit-metric factor for the side information, La(ul) is the

‘a priori’ L - value of the bit ul, and σ2
pic is the variance of correlation noise in between the

WZ frame and the side information. Referring back to Fig. 3.3, L(1)(ul) is the ‘a posteriori’

L -value of each information bit produced by decoder 1, the received signal is rl, and the ‘a

priori’ input is L
(1)
a . The extrinsic ‘a posteriori’ L -value associated with each information

bit produced by decoder 1 is shown below;

L(1)
e (ul) = L(1)(ul)− [Lcrl + L(2)

e (ul)]. (3.5)

L
(1)
e (ul) is passed to the input of decoder 2 after interleaving as the ’a priori’ value

L
(2)
a (ul). Similarly, output of decoder 2 contains two terms L(2)(ul) and L

(2)
e (ul), where

L
(2)
e (ul) = L

(1)
a (ul).

Initially, equally likely information bits are assumed, therefore, L
(1)
a (ul) is set to zero. The

extrinsic L - values passed from the first decoder to the second decoder during the iterative

decoding process are treated like new sets of ‘a priori’ probabilities by the maximum a

posteriori (MAP) algorithm. After a sufficient number of iterations, the decoded information
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bits are determined from the ‘a posteriori’ L - values L(2)(ul).

The soft-values of the systematic information is computed of using bit-metric value (Lc)

with respect to the video contents. Soft-value of parity information is determined using

channel-metric value (L1
c). The received parities s10 and s11 are given as s1i = si + nc, and i =

0, 1. From (3.4), LLR for the received parity information is given as L(si|s1i ) = L1
csi+La(si),

where L1
c = 4(Es−p/Nc); Es−p is the energy of parity symbol; and nc is the channel noise;

and Nc is the noise power. Moreover, Nc = 2× σ2
ch, where σ2

ch is the channel noise variance.

3.3.3 Wireless Channel

The wireless channel is generally influenced by the multi-path behavior and fading. The mul-

tipath signals arrive with different delays and attenuations in different environment known as

linear time variant channels. The received signal is given as r(t) = s(t) ∗ c(τ ; t)+n(t), where

c(τ ; t) is the impulse response of the channel at time t for an impulse applied at time t−τ . A

radio multipath channel is characterized by its impulse response as, c(τ ; t) =
∑L

k=1 ak(t)δ(τ−

τk), where ak(t) represents time varying attenuation factor for L multipaths, and τk is the

corresponding delays. Hence the received signal, r(t) =
∑L

k=1 ak(t)s(t− τk) + n(t), consists

of L multipath components each characterized by an attenuation and a delay. If we consider

the frequency non selective channel (flat fading), then the received signal r(t) is given as

r(t) = c(t)s(t)+n(t) [55], [70]. Thus the symbol-spaced samples of the matched filter output
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of the received signal is given as [70];

r(k) = h(k)s(k) + n(k) (3.6)

where, r(k) is the received signal, h(k) is the complex multiplicative distortion between the

transmitter and receiver, and |h(k)|(= α(k)) is the Rayleigh fading coefficient, n(k) is the

independent and identically distributed (i.i.d) complex AWGN, and s(k) is the transmitted

signal.

Transmit-receive diversity is proposed to reduce the fading effect which improves signal

quality at the receiver [22]. Subsequently, it also improves the error performance, data rate,

and the capacity of a wireless communication system. We provide the multiple transmit

multiple receive antenna configurations, as well as the equations of the received signals for

a MIMO wireless channel in the next section.

3.3.4 MIMO Wireless Channel

In this section, we provide the derivations and formulas with respect to the multiple transmit

multiple receive antenna configurations.

Let M and N be the numbers of transmit and receive antennas. Fig. 3.4 shows the

configuration of M = 2 and N = 4. where s0 and s1 are the coded symbols at time t, and

-s∗1 and s∗0 are at time t+ T from transmitting antennas Tx0 and Tx1 respectively [23]. The
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ith receiving antenna; Rxi receives signals r2i and r2i+1 at time t and t + T , respectively

(i=0,1,2,3). At time t, the complex multiplicative distortion between the transmitting and

receiving antenna is hi(t) = hi(t + T ) = hi = αie
jθi, where αi is the fading coefficient of the

ith channel and αi = |hi| [22]. The distorted signals at the receiving end are shown below;

r2i = h2is0 + h2i+1s1 + n2i (3.7)

r2i+1 = −h2is
∗
1 + h2i+1s

∗
0 + n2i+1 (3.8)

where, the value of i depends on the number of receiving antennas, i.e., if N = 2, then

i = 0, 1, and if N = 4, then i = 0, 1, 2, 3. The n2i and the n2i+1 are the AWGN noise at t
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and t + T for the ith receiver. The combiner computes the received parity sequence of WZ

video frames. The output of the combiner for M = 2 and N = 2 can be given as;

s10 = h∗
0r0 + h1r

∗
1 + h∗

2r2 + h3r
∗
3, (3.9)

s11 = h∗
1r0 − h0r

∗
1 + h∗

3r2 − h2r
∗
3. (3.10)

Received signals r0, r1,r2, and r3 can be obtained by substituting i = 0, 1 in (3.7) and

(3.8). Then r0, r1, r2 and r3 are substituted in (3.9) and (3.10);

s10 = (α2
0 + α2

1 + α2
2 + α2

3)s0 + h∗
0n0 + h1n

∗
1 + h∗

2n2 + h3n
∗
3 (3.11)

s11 = (α2
0 + α2

1 + α2
2 + α2

3)s1 − h0n
∗
1 + h∗

1n0 − h2n
∗
3 + h∗

3n2 (3.12)

where, the symbols s10 and s11 are the recombined signals for two-input two-output (2I2O)

channel. Similarly, the received signals (r0..,ri,...,r7) of two-input four-ouput (2I4O) channel

are derived by substituting i = 0, 1, 2, 3 in (3.7) and (3.8). Then the recombined symbols s10

and s11 are obtained by substituting r0..r7 in (3.9) and (3.10);

s10 = (α2
0 + α2

1 + α2
2 + α2

3 + α2
4 + α2

5 + α2
6 + α2

7)s0

+h∗
0n0 + h1n

∗
1 + h∗

2n2 + h3n
∗
3 + h∗

4n4 + h5n
∗
5 + h∗

6n6 + h7n
∗
7, (3.13)
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s11 = (α2
0 + α2

1 + α2
2 + α2

3 + α2
0 + α2

1 + α2
2 + α2

3)s1

−h0n
∗
1 + h∗

1n0 − h2n
∗
3 + h∗

3n2 − h4n
∗
5 + h∗

5n4 − h6n
∗
7 + h∗

7n6. (3.14)

3.4 WZVC over a Single Wireless Channel

The schematic block diagram of WZVC over a single wireless channel is shown in Fig. 3.5. If

we let X1, X2, ..., XN be the frames of a video sequence, then WZ frame X2i is sent through

the quantizer; here, the quantization level depends on the expected quality of output and

the available channel bandwidth.
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Figure 3.5: WZVC over a Single Wireless Channel

The quantized stream q2i is obtained from each pixel of the WZ frame, and quantized bits

are fed into the Turbo encoder. s0 is the coded symbol of parity bit sequence. Puncturing is

used to control the number of transmitted parity bits. The punctured parity bits are stored
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in the buffer, whereas the systematic bits are discarded from Turbo encoder. At the decoder,

side information Y2i is computed using pixel interpolation of the available key frames: X2i+1

and X2i−1

The side information is fed into the Turbo decoder as the systematic information of the

WZ frame. Since Y = X + N , soft-value of side information is 2Esy
σ2
pic

, where the bit-metric

value is Lc =
2Es

σ2
pic
; here σ2

pic is the variance of the correlation noise between the WZ frame

and SI. At the decoder, the block “Computation of soft-value of side information” extracts

bits from each pixels of side information (bit-plane extraction), and computes Lcy.

The parity bits of the WZ video frames are modulated before transmitting to the wireless

channel; BPSK is used in our simulations. We have considered the Rayleigh flat fading

channel. The received parity via the wireless channel is;

s10 = αs0 + nc (3.15)

where, s10 and s0 are the received and transmitted symbols respectively, α is the fading

coefficient, and nc is the AWGN noise. The soft-value of the received parity information

can be computed with respect to the AWGN noise and the fading coefficient of the wireless
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channel. The derivation of the channel-metric value L1
c is obtained from equation (3.1).

Additionally;

L(s0|s10) = ln
exp (−(Es−p/Nc)(s

1
0 − α)2)

exp (−(Es−p/Nc)(s10 + α)2)
+ ln

P (s0 = +1)

P (s0 = −1)
, (3.16)

= 4
αEs−p

Nc
s10 + ln

P (ul = +1)

P (ul = −1)
. (3.17)

The above equation is compared with equation (3.4), and then the channel-metric value

L1
c is derived as;

L1
c = α

4Es−p

Nc

= α
2Es−p

σ2
ch

(3.18)

where, Es−p is the energy of parity symbol, σ2
ch(=

Nc

2
) is the variance of AWGN, and α is the

fading coefficient of the channel, which varies randomly for each WZ frame. There has been

much research done on the estimation of the wireless channel’s charecteristics. This can be

easily done by transmitting a training sequence, or a pilot symbol, periodically. Since the

pilot is known as a priori, the unknown channel can be estimated by the receiver [70], [55].

The Turbo decoder receives the soft-values of parity signals as L1
cs

1
0 and L1

cs
1
1, and the soft-

value of systematic information from the side information as Lcy. Additionally, it generates

the decoded symbol q12i using the MAP algorithm. The reconstruction is completed with

respect to the statistical relationship between the WZ frame and the side information in
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order to suppress some of the quantization noise; i.e., the reconstructed frame is given as

f(Y, Z) in [3], where Z is the residual information between the WZ frame and the side

information. In a noisy, fading channel, the reconstructed video frame depends on L1
cs

1
0,

L1
cs

1
1 and Lcy.

3.5 WZVC over MIMO Wireless Channel
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Figure 3.6: WZVC over Multiple Input Multiple Output (MIMO) Wireless Channel

The block diagram of WZVC over the MIMO wireless channel is shown in Fig. 3.6. Here,

the punctured parity bits are placed on the multiple input wireless channel after the space

time coding (STC). We have chosen the two input and multiple output diversity scheme

(2IMO), where each channel is considered to be a Rayleigh flat fading channel.
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Combiner outputs of 2I2O, s10 and s11, are shown in (3.11) and (3.12) respectively; similarly

(3.13) and (3.14) show for 2I4O. Below the simplified form of the combiner outputs are given;

s10 = (

k−1
∑

j=0

|αj|2)s0 +
k−1
∑

j=0

(h∗
2jn2j + h2j+1n

∗
2j+1), (3.19)

s11 = (

k−1
∑

j=0

|αj|2)s1 +
k−1
∑

j=0

(−h2jn2j∗+1 + h∗
2j+1n2j) (3.20)

where, k is the number of channels; k = 4 for 2I2O and k = 8 for 2I4O. From 3.19, s10 can

be written as s10 = αs0 + nc, where,

α =

k−1
∑

j=0

|αj |2, (3.21)

nc =

k−1
∑

j=0

(h∗
2kn2k + h2k−1n

∗
2k−1). (3.22)

From (3.17), LLR value with respect to the parity information of WZ frame via the

MIMO wireless channel is obtained as;

L(s0|s10) = 4

∑k−1
j=0 |αj|2Es−p

Nc

s10 + ln
P (s0 = +1)

P (s0 = −1)
. (3.23)

By comparing L(s0|s10) with (3.18), the channel-metric value of the MIMO wireless chan-
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nel L1
cMIMO

can be obtained as;

L1
cMIMO

=
k−1
∑

j=0

|αj |2
4Es−p

Nc
=

k−1
∑

j=0

|αj|2
2Es−p

σ2
ch

(3.24)

where, σ2
ch is the variance of nc. The new channel-metric value L1

cMIMO
for the WZVC over

MIMO wireless channel varies according to the number of channels k. The Turbo decoder

receives the soft-values of parity signals as L1
cMIMO

s10 and L1
cMIMO

s11; and the soft-value of the

systematic information from the side information Lcy, as shown in the Fig. 3.6. Since the

MAP algorithm of the Turbo decoder depends on L1
cMIMO

and Lc, the reconstructed video

quality depends on Lcy, L
1
cMIMO

s10 and L1
cMIMO

s11.

3.6 Simulations

This section explains the simulation model of WZVC with the wireless fading channel and

AWGN. Fig. 3.7 shows the schematic diagram of our simulation model. Quantized pixel

values were converted into a bit stream by the bit-plane extractor. The bit stream is fed into

the Turbo encoder, and the Turbo encoder gives the output as systematic bits and parity

bits. The Turbo encoder was assigned with a block size of 400 bits, 3 memory slots. In the

coded output, the systematic bits are ignored, and the parity bits are punctured to control

the transmission rate. The BPSK modulation scheme is used to generate the symbols s0

and s1 from the parity bits. The STC is used for transmitting symbols in transmit-diversity
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Figure 3.7: Simulation Model

scheme. For the simulation purpose, it is considered that the fading coefficient α changes

with frequency 1
n
, where the frame rate of the video sequence is n frames per second (fps).

The receiver computes the resultant received parity information from the combiner. The

Turbo decoder requires the soft-value of systematic information Lcy and the soft-value of

the parity information L1
cs

1
0 and L1

cs
1
1, as shown in Fig. 3.3. The systematic information y

was derived from the side information. The simulation is done for the bit rate of 190Kbps.

WZVC simulation is done with respect to the channel as shown below;

• WZVC Simulation for Noiseless Channel
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The parity bits are transmitted as hard values without the influence of channel, the

bit error rate (BER) is equal to zero. Side information is computed as soft-value: Lcy.

Here, the reconstructed frame depends on Lcy and the hard-value of parity bits

• WZVC Simulation with Noisy Channel

The parity symbols are transmitted via Gaussian noisy channel. The noise variance

σ2
ch was calculated based on SNR of the Gaussian channel. The channel-metric value

of the channel was estimated using equation L1
c =

4Es−p

N0
=

2Es−p

σ2
ch

, and Lc is the bit

metric value; here, the reconstructed frame proportional to Lcy, L
1
cs

1
0 and L1

cs
1
1

• WZVC over Wireless Channel

The channel fading influences the transmitted parity symbols. We have considered

the variance of the Rayleigh channel is 0.5. Rayleigh fading coefficient is determined

in terms of the charecteristics of standard deviation of Rayleigh distribution and the

normal distribution N(0,1). The channel-metric value is determined by L1
c = α 4Es−p

Nc
=

α 2Es−p

σ2
ch

or L1
cMIMO

=
∑k

j=1 |αj|2 4Es−p

N0
=
∑k

j=1 |αj|2 2Es−p

σ2
ch

, and the Lc is the bit metric

value.
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3.7 Simulation Results

This section discusses the simulation results of WZVC with noiseless (also known as lossless),

AWGN, and wireless fading channels; here the reconstructed WZ video quality is compared

with different channel conditions.

3.7.1 Reconstructed WZ Frame of theWZVC with Different Chan-

nel Conditions

The received video frames are investigated in different channel conditions sucha as noiseless

channel, AWGN and fading channel, here Foreman, Carphone and Akiyo video sequences

are considered in the simulations.

Fig. 3.8 illustrates the reconstructed Foreman video frames of the WZVC with different

channel conditions. Based on the output video quality, we have selected 1st, 9th, 17th and

21st frames from the reconstructed sequence. The reconstructed video quality decreases with

AWGN and fading channel in above selected frames.

The reconstructed video quality of the 1st frame shows minor changes from lossless chan-

nel to lossy channel, whereas frames 9, 17 and 21 show significant loss of quality in the lossy

channels.
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Figure 3.8: Reconstructed Foreman Video Frames with Lossless, AWGN, and Fading Chan-
nels at SNR = 2 dB

Fig. 3.9 shows the reconstructed Carphone video frames. The reconstructed video frame

quality varies with the channel property, i.e., the PSNR value is reduced for AWGN and

then fading channel compared to noiseless channel. For example, Carphone frames 11, 15

and 17 show 1.6 dB, 1.1 dB and 1.2 dB reduction in PSNR, respectively.

Reconstructed video frames of Akiyo sequence are shown in Fig. 3.10. Akio frames show

better quality due to its higher correlation among all the video sequences.
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Generally, the overall quality of the video frame in the AWGN channel and fading channel

will be low compared to that of the noiseless channel. The reconstruction of the WZ frame

depends on Y and Z, i.e., f(Y, Z). Akio video sequence performs better than the other two

due to Y of Akio shows less distortion, i.e., correlation of Akio frames are high.

Fig. 3.11 shows the PSNR performance of the reconstructed WZ frames of the Foreman

video sequence with different channel SNR values; PSNR values are improved for higher SNR

values. We have selected three frames from the reconstructed Foreman sequence, as shown
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in Fig. 3.12, where they show an improvement when the channel SNR was increased from 2

dB to 10 dB. However, 9th and 67th frames showed better quality compared to 23rd frame.

The frames with lower cross correlations will not exhibit improvement in quality with the

increasing channel SNR due to the faster motion which requires more parity bits in order to

reconstruct the WZ video frame at the decoder. In this simulation, the transmitting data

rate is fixed as 190 kbps. In Chapter 5, we investigate the PSNR-rate relationship in terms

of cross-correlation behavior of the video frames.
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Figure 3.11: PSNR Performance for AWGN Channel with Different Channel SNRs for Fore-
man Video Sequence

Fig. 3.13 shows the PSNR performance of the reconstructed Carphone video sequence

with the different channel SNR values. The PSNRs of the Carphone frames have improved

with the channel SNR values. In the Carphone sequence, frames show reasonable cross-

correlations, therefore it also shows improved PSNR in the simulated sequence.

The comparison of the reconstructed Akio, Carphone and Foreman video sequences are

shown in Fig. 3.14. Here, we consider the average PSNR value of eighty seven WZ frames.

In all three video sequences, average PSNR exhibits similar performance with increased SNR

values; here, it is due to L1
c which is improved with higher channel SNR. The PSNR value

becomes saturated after a certain channel SNR. In Fig. 3.14(a), PSNR = 32.4 dB is at

SNR = 12 dB for the Foreman video sequence, whereas PSNR = 32.6 dB is at SNR = 10

dB in Carphone video sequence. The reconstructed Akio video sequence shows PSNR = 48.7
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dB after SNR = 6 dB as shown in Fig. 3.14(b).

3.7.2 Improvement of WZVC with Wireless Channel Environ-

ment

Fig. 3.15 shows the average PSNR performance of the reconstructed WZ frames of Fore-

man and Carphone in wireless fading channel. Reconstructed video frames over the wireless

fading channel show heavier distortion than that with only AWGN channel alone, in both

video sequences. This is due to the fading impact on the transmitted parity of WZ frame. In

wireless environment, PSNR will be improved only with the higher channel SNR(= 20 dB).

For instance, at SNR = 2 dB, PSNR is decreased by 3 dB in the fading channel compared

to lossless channel for the Foreman video, 2 dB for the Carphone. However in Foreman video

sequence, 2.7 dB improvement in PSNR is observed only by increasing SNR by 18 dB.
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Figure 3.13: PSNR Performance for AWGN Channel with Different channel SNRs for Car-
phone Video Sequence

PSNR performance vs. channel SNR is shown in Fig. 3.17; here, a single wireless

channel is compared to 2I2O and 2I4O wireless channel for the Foreman video sequence.

The simulation result shows that the PSNR performance was significantly improved for the

configurations that uses two transmitter (2 Tx) two receiver (2 Rx) antennas and the two

transmitter (2 Tx) four receiver (4 Rx) antennas compared to the single input single output

wireless channel (SIS0). For SNR ≥ 5 dB, PSNR performance of the 2I4O channel reaches

to the noiseless channel. Furthermore, the 2I4O channel saves 1.1 dB in PSNR compared to

the 2I2O channel at SNR = 2 dB. At PSNR ≈ 32.3 dB, the 2I20 and 2I4O save SNR of

≈ 15 dB and ≈ 19 dB, respectively over a single fading channel.
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Figure 3.14: Comparison of Average PSNR Values for AWGN Channel with the Different
Channel SNRs
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3.8 Summary

In this chapter, we have considered a practical WZVC with the effects of the wireless fading

channel and AWGN. At the decoder, channel-metric values L1
c and L1

cMIMO
are investigated

with respect to the type of channel. The bit-metric (Lc) value is computed based on the

variance of correlation noise between the WZ frame and side information.
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We thoroughly analyzed the quality of the reconstructed/received video with the chan-

nel SNR. The simulation results show the relationship between the channel SNR and PSNR,

which will be significant to future research, especially for practical implementations of WZVC

in wireless channels. Since PSNR values in a wireless and AWGN channel are lower than the

noiseless channel, this chapter has further discussed the improvement of PSNR in a wireless

fading channel environment.

Higher decoder complexity with a low encoder complexity is the primary motivation

behind the development of WZVC. We have investigated WZVC over a multiple transmit-

receive diversity in a wireless system, which improves the reconstructed video frames com-

pared to single wireless channel. In 2 Tx and 4 Rx antennas, PSNR value reach to PSNR
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of noiseless channel (32.3 dB) for the lower SNR values. Hence, WZVC over 2IMO channel

performs better compared to SISO, i.e., 2IMO saves energy at the encoder side because it

performs goot at lower SNR. Therefore WZVC has the potential to use the transmit-receive

diversity technique to overcome wireless channel impairment.
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Chapter 4

Rate Penalty in Wireless Wyner-Ziv

Video Coding

4.1 Introduction

Several algorithms have been proposed for video transmission based on the Wyner-Ziv and

Slepian-Wolf theorems, which were discussed in Chapter 3 (Section 3.1). Let the average

rate in Wyner-Ziv coding via noiseless channel is given as [71];

R̂(d) = I(X ;Z)− I(Y ;Z) (4.1)

where, Z is residual information between WZ signal X and side information Y . In Chapter

3, the encoder of WZVC was set to transmit parity bits to the decoder to reconstruct WZ

video frame X (X ′) from the side information video frame Y , i.e., parity bits are transmitted

from a code book of Z. Higher compression is obtained by sending smaller number of bits

from Z. The compression ratio can approach the Slepian-Wolf bound when Turbo codes [13]
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or low-density parity check coding (LDPC) are used [63].

Most of the previous research in this field assumed an ideal channel setup in WZVC; only

a few researchers have started taking into account the channel impairments. The robustness

of transmission errors was investigated by Puri et al. in [9] for the side information that is

influenced by channel noise. They have shown that the transmission rate depends on both

the correlation noise and the channel noise. However, fading also occurs in wireless channels

due to multi-path propagation. The combined effect of channel noise and fading on Z is very

detrimental; and results in a requirement of a higher rate of Z to achieve the same quality.

In other words, a noisy fading channel can effectively reduces the transmission rate; this is

termed rate penalty.

In this chapter, we investigate the required transmission rate of WZVC in noisy fading

wireless channels. We analytically derived rate penalty of WZVC in AWGN channel and

fading channel. Additionally, WZVC in a fading channel has higher rate penalty than even

the AWGN channel. This chapter proposes WZVC with receiver diversity (WZVC-RD) as

a provision to reduce the rate penalty in WZVC over the wireless fading channel.

This chapter is organized as follows: Section 4.2 investigates the average rate in WZC, and
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derives rate penalty in WZC over the wireless channel. In Section 4.3, the simulation model

of WZVC-RD is proposed, and Section 4.4 exhibits rate analysis in WZVC-RD. Finally,

Section 4.5 explains the results, and the summary is drawn in Section 4.6.

4.2 Average Rate of WZ Coding in Wireless Channel

4.2.1 WZC in Noiseless Channel

WZ
Decoder

X

Y

Z
X ′ = f(Y, Z)

WZ
Encoder

Figure 4.1: Standard WZ Codec with Noiseless Channel

Fig. 4.1 shows the traditional WZ Codec with a noise-free channel. The reconstructed

vector X ′ depends on Y and Z, i.e., X ′ = f(Y, Z) = aY + Z, as discussed in [71]; here the

average rate-distortion is shown as R̂(d) = I(X ;Z)− I(Y ;Z), where distortion d is given as

d = E (D(X,X ′)).
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4.2.2 WZC in Noisy Fading Channel

In Fig. 4.2, we incorporated the impact of noise and fading on Z. Noise and fading are

considered as white Gaussian and Rayleigh channels, respectively.

WZ
Encoder

WZ
Decoder+

Z ′ZX

nch(AWGN)

Y

α

X1 = f(Y, Z ′)

Figure 4.2: Standard WZ Codec with AWGN Noise and Wireless Channel Fading

4.2.2.1 WZC in AWGN Channel

First we consider channel noise nch. The received residual information is given as Z ′
n =

Z + nch, and the average rate R̂AWGN(d), is rewritten by referring to (4.1) as;

R̂AWGN(d) = I(X ;Z)− I(Y ;Z ′
n). (4.2)

From (4.1) and (4.2), we reach at;

R̂AWGN(d)− R̂(d) = I(Y, Z)− I(Y, Z ′
n), (4.3)

= (H(Y )−H(Y/Z))− (H(Y )−H(Y/Z ′
n)),

= H(Y/Z ′
n)−H(Y/Z). (4.4)
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In an AWGN channel;

I(Z,Z ′
n) = H(Z)−H(Z ′

n/Z) = H(Z)−H(nch),

=
1

2
log2

(

1 +
σ2
Z

σ2
n

)

< H(Z). (4.5)

Therefore from (4.4), we can see that; H(Y/Z ′
n) > H(Y/Z) and,

H(Y/Z ′
n) = H(Y/Z) + ǫAWGN (4.6)

where, ǫAWGN defines the rate penalty in AWGN channel, and ǫAWGN = R̂AWGN(d)−R̂(d) >

0. On the other hand R̂AWGN(d) is shown as;

R̂AWGN(d) = R̂(d) + ǫAWGN . (4.7)

4.2.2.2 WZC in Noisy Fading Channel

Now we consider the fading channel with Gaussian noise; here the received residual infor-

mation can be written as;

Z ′
F = αZ + nch (4.8)

where, |α| ≤ 1 is the normalized fading coefficient. The average rate over the fading channel

is set by referring to (4.1);

R̂Fading(d) = I(X ;Z)− I(Y ;Z ′
F ) (4.9)
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From (4.1) and (4.9);

R̂Fading(d)− R̂(d) = I(Y, Z)− I(Y, Z ′
F ) = H(Y/Z ′

F )−H(Y/Z). (4.10)

However;

I(Z,Z ′
F ) =

1

2
log2

(

1 +
α2σ2

Z

σ2
n

)

. (4.11)

Therefore from (4.5) and (4.11);

I(Z,Z ′
F ) ≤ I(Z,Z ′

n) < H(Z). (4.12)

Since H(Y/Z ′
F ) > H(Y/Z ′

n) > H(Y/Z);

H(Y/Z ′
F ) = H(Y/Z) + ǫFading. (4.13)

Thus from (4.10) and (4.13);

R̂Fading(d)− R̂(d) = ǫFading (4.14)

where, the rate penalty in fading channel is defined as ǫFading.
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Let us compare ǫFading and ǫAWGN from (4.2) and (4.9);

R̂Fading(d)− R̂AWGN(d) = I(Y, Z ′
n)− I(Y, Z ′

F )

= H(Y/Z ′
F )−H(Y/Z ′

n) (4.15)

= [H(Y/Z ′
F )−H(Y/Z)]− [H(Y/Z ′

n)−H(Y/Z)]

= ǫFading − ǫAWGN = ǫ (4.16)

R̂Fading(d) = R̂AWGN(d) + ǫ (4.17)

where,

ǫ =







> 0, if |α| < 1

0, |α| = 1.

If ǫ = H(Y/Z ′
F )−H(Y/Z ′

n) > 0, then

ǫFading = H(Y/Z ′
F )−H(Y/Z) > ǫAWGN . (4.18)

Therefore, from the equations (4.7), (4.14) and (4.17),

R̂Fading(d) ≥ R̂AWGN(d) > R̂(d). (4.19)

This shows that the rate penalty of WZVC in fading channel, ǫFading, is higher than that

in the AWGN channel; ǫAWGN , which in turn in higher than that of the noiseless channel.

Next, Section 4.3 explains our proposed receiver diversity model which improves the rate
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penalty in fading channels.

4.3 Proposed WZVC with Receiver Diversity (WZVC-

RD)

WZ Video

Encoder

Sid Information(Y)

X X
1
= f(Lc

1
s0
1
,Lcy)

Feedback Request

Multiple

Receiving

Antenna and

Processing

Unit

Turbo Decoder

and

Reconstruction

Lc
1
s0
1

Lcy

s0h0+n0
s0h1+n1

s0hi+ni

Wireless Channel

s0hn+nn

s0

h0

h1

hi
hn

Figure 4.3: WZVC with an Improved Decoder

This section explains the proposed WZVC-RD model. Here, an encoder transmits par-

ity signal s0, and multiple uncorrelated receiving points receive the multipath signals at

the receiver, as shown in Fig. 4.3. The received signal in ith receiving point is denoted as

ri = s0hi + ni, where i = 0, 1, 2, ..., n.

The received signals can be shown as below, for compactness;







r0

..

rn






=







h0

..

hn






s0 +







n0

..

nn






(4.20)

where, n is the number of uncorrelated received channels, ni is AWGN channel noise,
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hi (= |hi|ejθ) is the channel transfer function, and |hi| is the Rayleigh fading coefficient.

The receiver in Fig. 4.3 computes optimum parity (s10), channel-metric value (L1
c) and

bit-metric value (Lc). The s10 is computed using the matrix multiplication of the received

vector
(

r0 r1 ... rn

)T

and the row vector
(

h∗
0 h∗

1 .. h∗
n

)

, where h∗
i is the conjugate of

the ith transpose element.

s10 =
n−1
∑

i=0

(h2
i )s0 +

n−1
∑

i=0

(h∗
ini) (4.21)

If αD =
∑n−1

i=0 h2
i and nch =

∑n
i=0(h

∗
ini), then (4.21) can be simplified as;

s10 = αDs0 + nch. (4.22)

Maximum a posteriori probability (MAP) algorithm in the Turbo decoder depends on

the s10, y, L
1
c and Lc, i.e., the reconstructed video frame X1, X1ε{y, Lc, s

′
0, L

′
c}, is comparable

to f(Y, Z) = aY + Z in [71], where Y ε{Lc, y}, Zε{L′
c, s

′
0}.

The channel-metric (L1
c) and bit-metric (Lc) values are derived in Chapter 3, which are

used to calculate the received soft-values of parity and systematic information in the Turbo

decoder respectively.
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L1
c is given below;

L1
c = α

4Ep
s

Nch
= αD

2Ep
s

σ2
ch

=
n−1
∑

i=0

(h2
i )
2Ep

s

σ2
ch

(4.23)

where, σ2
ch is the variance of nch. Since the channel coefficient hi and noise ni are independent

random variables in (4.21), noise variance σ2
ch is given as;

σ2
ch = 2

n−1
∑

i=0

σ2
hi
σ2
ni
. (4.24)

This enables equation (4.23) to be rewritten as;

L1
c = αD

Ep
s

∑n−1
i=0 σ2

hi
σ2
ni

. (4.25)

The bit-metric value Lc can be shown as Lc = 2Es

σ2
pic
. Es denotes the energy of symbols

from the side information , and Npic is the power spectral density of npic, where σ2
pic is the

pixel variance that is estimated from the key frames at the decoder [72]. The soft-value of

side information can be derived as 2yEs

σ2
pic

; it is used as the received systematic information at

the decoder. Here, y is the bit sequence from the bit-plane of the side information [73]

4.4 Rate at WZVC-RD

In the receiver diversity scheme, the received residual information is given as Z ′
D = αDZ+nch.

The resultant gain, α2
D, is given as α2

D =
∑n

i=0(α
2
i ), where α2

D ≥ α2
i .
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Therefore,

1

2
log2

(

1 +
α2
Dσ

2
Z

σ2
n

)

≥ 1

2
log2

(

1 +
α2σ2

Z

σ2
n

)

I(Z,Z ′
D) ≥ I(Z,Z ′

F ), (4.26)

H(Y/Z ′
D)−H(Y/Z) < H(Y/Z ′

F )−H(Y/Z). (4.27)

Hence, the required rate in the receiver diversity scheme R̂Diversity(d) is lower than the

required rate R̂Fading(d) in single fading channel;

R̂Diversity(d) < R̂Fading(d). (4.28)

Also the rate penalty in wireless channel is reduced by the diversity scheme;

R̂Diversity(d)− R̂(d) < R̂Fading(d)− R̂(d). (4.29)

4.5 Results

Fig. 4.4 shows performance of PSNR vs. number of receiving points; here, different channel

SNRs are used, and PSNR is averaged over 44 Foreman video frames. It is clear that the

PSNR performance can be improved by increasing the number of receiving points for the

tested SNR values: 2 dB, 4 dB, 6 dB, 8 dB and 10 dB. An improvement in PSNR is ob-

served with higher receiving points at lower SNRs. Thus the receiver diversity is especially

significant for enhancing the output video quality for a poor quality channel. For example,
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Figure 4.4: Average PSNR Variation with Rate and SNR for Foreman Video

three receiving points at SNR = 2 dB perform at PSNR = 30.2 dB; this same PSNR

value can be reached with one receiving point, only at SNR of 10 dB. In addition, a 4.4 dB

improvement in PSNR is observed for eight receiving points compared to the single receiving

point at SNR = 2 dB.

Fig. 4.5 shows PSNR performance with respect to the bit rate; three different types

of channels are used in this simulation: noiseless, AWGN, and fading. PSNR shows an

improvement for higher bit rates. However, the PSNR values decrease for the fading chan-

nel compared to the AWGN channel, which in turn, is lower than the noiseless channel.

For instance, the rate penalty for AWGN channel over noiseless channel is 200 Kbps at

PSNR = 32 dB and the rate penalty for fading channel over the AWGN channel is 180

Kbps at PSNR = 31 dB. The rate penalty for fading channel compared to the noiseless
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channel is more than 200 Kbps at PSNR = 32 dB.
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Figure 4.6: Average PSNR Variation with Rate for Foreman Video

Fig. 4.6 shows PSNR vs. bit rate for different numbers (n) of receiver diversity (WZVC-

RDn, n = 1, 2, ..., 8) at channel SNR = 2 dB. As expected, PSNR-rate relationship is
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improved in WZVC-RDn for n > 1. For example, 127 Kbps shows a 4.9 dB PSNR gain

for eight receiving points (WZVC-RD8) compared to a single receiving point (WZVC-RD1),

whereas 380 Kbps shows 4.0 dB PSNR gain.

The single receiving point (WZVC-RD1) shows PSNR = 31 dB at a bit rate of 380 Kbps.

The same PSNR is obtained with two (WZVC-RD2), four (WZVC-RD4), six (WZVC-RD6),

and eight (WZVC-RD8) receiving points at the rates of 200 Kbps, 185 Kbps, 155 Kbps and

150 Kbps, respectively. By comparing with WZVC-RD1, encoder preserves 230 Kbps with

the help of WZVC-RD8, at PSNR = 31 dB. Moreover, the rate penalty is decreased in

WZVC-RDn, for n > 1. For example, the rate penalty in WZVC-RD8 is reduced to 20 Kbps

at PSNR = 32 dB, and PSNR in WZVC-RD8 also observed to approach that of WZVC

with noiseless channel.

4.6 Summary

In this chapter, we have analytically derived expressions for the rate penalty of WZVC

in AWGN (ǫAWGN) and fading channels (ǫFading), and showed that it increases with the

channel inefficiency. Furthermore, we have proposed WZVC with receiver diversity (WZVC-

RD) which can reduce the impact of rate penalty. Simulation results show that the rate

penalty decreases with an increase in the number of receiving points for a given channel
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SNR. Moreover, our proposed scheme gives a higher PSNR at lower bit rates of the encoder.

This reduces the encoder’s energy consumption, thus the WZVC-RD setup is an appropriate

technique for low power video encoders with higher power decoders.
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Chapter 5

Cross-Correlation based Rate

Reduction Technique for Wyner-Ziv

Video Coding

5.1 Introduction

Several algorithms are proposed for sending syndrome or parity bits to the receiver to re-

construct the video information by moving the complexity from encoder to decoder side

[7], [66], [62], [4], [63], [61]. The compression ratio can be approximate to the Slepian-Wolf

bound using Turbo codes shown in [4], also the low-density parity check code (LDPC) is

considered to be another form of iterative channel coding [63]. In [66], Majumdar and Ra-

machandran represented a radical departure from state-of-the-art video coding architectures.

WZVC can be classified as transform domain coding or pixel domain coding. In many

WZVC schemes, error control codes are applied to each frame to generate syndromes or
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parity bits. The compression is achieved by sending a fraction of the parity bits (punctured

from the original parity) to the decoder. The decoder uses the received parity to correct

errors in the side information (Y ) for reconstructing the WZ frame, where side information

is known as the noisy version of the WZ frame (X): Y = X+N . Since the most challenging

task in encoding is the rate allocation, a feedback channel is employed in WZVC to control

the number of parity bits requested by the decoder [17], [18]. The encoder contains a buffer

that stores parity bits; the decoder uses an error-probability threshold to determine whether

the available parity is enough for decoding, and requests additional bits through feedback

channel for successful decoding with low distortion. This process is repeated until the error

probability falls below the threshold.

The major drawback of implementing a feedback channel is its’ latency, which is due to

the continual error-probability calculation and the process of reporting to the encoder. A

few WZVC research papers suggest using rate allocation algorithms from the encoder side,

which eliminates the requirement of a feedback channel [19], [20], [21]. However, in such

a setup, the encoder complexity is increased considerably, deviating from the concept of

complexity balance in WZVC. The transmission rate depends on the sum of the correlation

noise and channel noise [9]. Previously, we have discussed rate control with respect to the

channel impairment in [74].
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This chapter provides an encoder rate control mechanism at the decoder with respect to

the cross-correlation threshold (CCTH) of the available key frames. In the first portion of

this chapter, we investigate the behavior of the cross-correlation statistics of available frames

(key frames) at the decoder to analyze the rate-distortion behavior. We also analyze the

reconstructed function with respect to the side information (Y ) and residual information

(Z). Z is derived with the relation to the cross-correlation coefficent of X and Y ; ρXY .

In addition, the theoretical conditional rate is derived with respect to ρXY for Gaussian

vectors X and Y . Furthermore, we compare the theoretical conditional rate vs. ρXY with

rate-distortion vs. cross-correlation values of the key frames.

The rest of the chapter proposes an encoder rate control algorithm with respect to the

cross-correlation values of the key frames. The cross-correlation value of the frame index de-

termines the required rate of parity bits of the expected WZ frame. If the cross-correlation

value of the expected index of WZ frame is higher, then lower bit rates are sufficient to

decode, and vice versa. Therefore, cross-correlation thresholds in terms of the statistics of

cross-correlation points must be defined. These thresholds determine the required number

of parity bits from the encoder. We also propose an adaptive threshold algorithm (ATHA),

which classifies the number of higher/lower threshold points. So that the decoder can de-
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termine the required rate based on ATHA. The determination of the rate can be used for

a specific number of WZ frames according to the cross-correlation behavior of the available

frames at the decoder. Therefore, the proposed ATHA method reduces the frequent usage

of the feedback channel.

This chapter is organized as follows: Section 5.2 analyzes conditional rate of WZVC with

respect to ρXY . Section 5.3 explains how rate corresponds to the cross-correlation values of

the key frames in practical WZVC. Significance of CCTHs related to rate control is briefed

in Section 5.4. In Section 5.5, the definition of threshold and its derivations are elaborated,

Section 5.6 presents the rate control algorithm with respect to the proposed CCTHs. Finally,

Section 5.7 and 5.8 show the results of our work and conclusions, respectively.

5.2 Conditional Rate Distortion

Both the Slepian-Wolf and Wyner-Ziv theorems are the key principles of the Wyner-Ziv

video coding (WZVC), which allows for lower complex encoders at the expense of higher

decoder complexity. The Slepian-Wolf theorem refers to lossless compression while the

Wyner-Ziv theorem refers to lossy compression with side information available at the de-

coder. The Slepian-Wolf theorem states that two statistically dependent signals, X and Y ,

can be separately encoded and then jointly decoded with an arbitrarily small error prob-

ability. The achievable rate region satisfies the conditions; RX ≥ HX|Y , RY ≥ HY |X , and
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RX +RY ≥ H(X, Y ), where RX and RY are the rate-distortions of X and Y , H(X, Y ) is the

joint entropy of X and Y , and HX|Y and HY |X are conditional entropies [3]. The Wyner-Ziv

theorem states that by assuming X and Y to be statistically dependent Gaussian random

processes, and Y as the side information for encoding X , the rate-mean squared error dis-

tortion function for X is the same whether the side information (Y ) is available only at the

decoder, or both at the encoder and the decoder.

This section briefly discusses the definition of the rate in the Wyner-Ziv coding. Here,

we show the relationship between minimum required rate, RX/Y , and cross-correlation coef-

ficient of X and Y ; ρXY . Further we have derived the minimum distortion with respect to

the ρXY value and verified with the rate RX/Y .

Y

X1 = f(Y, Z)ZX WZ
Decoder

WZ
Encoder

Figure 5.1: Wyner-Ziv Codec

Fig. 5.1 shows the block diagram of Wyner-Ziv codec; here, X is the input vector,
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Y is the side information, and Z is the residual information to be known to the decoder.

The reconstructed frame X ′ is given as X ′ = f(Y, Z) [71]. The minimum required rate

to reconstruct X with the knowledge of Y is known as the conditional rate, RX/Y , where

RX/Y ≤ RX [3], [71]. RX is the conventional rate and is given as RX = 1
2
log2

(

σ2
X

d

)

[75],

where σ2
X is the variance of X and d is the distortion.

Now, RX/Y can be obtained from conventional rate-distortion by refereing to equation

(3.3) from [71], which is shown as, RX/Y = 1
2
log2

(

σ2
X/Y

d

)

. The joint bivariate Gaussian

probability density function fX,Y (x, y) is given below [76];

fX,Y (x, y) =

exp

(

−(
x−µX
σX

)2−
2ρ(x−µX )(y−µY )

σXσY
+(

y−µY
σY

)2

2(1−ρ2)

)

2πσXσY

√

(1− ρ2)
(5.1)

where |ρ| ≤ 1. From Theorems 5.18 and 5.19 in [76], the conditional variance V ar(X/Y ) and

correlation coefficient ρXY (ρX,Y = Cov[X,Y ]
σXσY

, |ρX,Y | ≤ 1) are shown as σ2
X/Y = σ2

X(1 − ρ2XY )

and ρXY = ρ, respectively. Thus the RX/Y can be written as;

RX/Y =







1
2
log2

(

σ2
X(1−ρ2XY )

d

)

, if d ≤ σ2
X(1− ρ2XY )

0, otherwise
(5.2)

where, d is the distortion and it is defined as;

d = E
(

(X −X ′)2
)

(5.3)
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where, the reconstructed symbol X ′ depends on both the side information Y and the residual

information Z. From Fig. 4 in [71], X ′ is denoted as; X ′ = f(Y, Z) = aY + Z. Equation

(5.3) is expanded as;

d = E
(

X2
)

+ a2E
(

Y 2
)

+ Z2 − 2aE (XY ) + 2aZ (Y )− 2ZE (X) (5.4)

where, variables, a and Z, determine the distortion level. Furthermore, the minimum dis-

tortion is derived in terms of a and Z as;

∂d
∂a

= 2aE (Y 2)− 2E (XY ) + 2ZE (Y )
∂d
∂Z

= 2Z + 2aE (Y )− 2E (X)

}

= 0 (5.5)

From (5.5), a and Z can be solved as;

a =
E (XY )−E (X)E (Y )

E (Y 2)− E (Y )2
,

=
Cov [X, Y ]

σ2
Y

,

=
Cov [X, Y ] .σX

σXσY .σY
,

=
ρXY .σX

σY
, (5.6)

Z = E (X)− ρXY .σX

σY
.E (Y ) . (5.7)
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The minimum value of d can be obtained by substituting a and Z into (5.4);

d = E
(

X2
)

− 2aE (XY )− 2(E (X)− aE (Y ))2 + a2E
(

Y 2
)

+ (E (X)− aE (Y ))2,

= E
(

X2
)

− 2aE (XY ) + a2E
(

Y 2
)

− (E (X)− aE (Y ))2,

= E
(

X2
)

− E (X)2 + a2(E
(

Y 2
)

− E (Y )2)− 2a(E (XY )− E (X)E (Y )),

= σ2
X + a2σ2

X − 2aCov [X, Y ] ,

= σ2
X + (

Cov [X, Y ] .σX

σXσY
)2.σ2

Y − 2(
Cov [X, Y ] .σX

σXσY
).Cov [X, Y ] ,

= σ2
X − ρ2XY σ

2
X = σ2

X(1− ρ2XY ). (5.8)

Equation (5.8) shows the relationship between minimum distortion (d), and cross-correlation

coefficient ρXY , where
d
σ2
X
= 1 for ρXY = 0, and σ2

X(1−ρ2XY ) > d ≥ 0 is true for 0 < ρXY ≤ 1.

Here σ2
X(1 − ρ2XY ) > d ≥ 0 satisfies equation (5.2), i.e., RX/Y should be set as 0 for

d > σ2
X(1− ρ2XY ) at a given ρXY .

5.2.1 Relationship Between ρXY and RX/Y

In Fig. 5.2, the theoretical behavior of the rate-distortion curve for conditional decoding

(reconstruction of X with respect to Y ) is shown; variable correlation coefficients used in

this graph are; ρXY = ρ = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. As expected, for higher

ρXY values, both the rate and the distortions are reduced.
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Figure 5.2: Theoretical Relationship of Rate-Distortion with Different Cross-correlation Val-
ues

5.3 Practical WZVC

Fig. 5.3 shows the block diagram of WZVC. Video sequence Xε{X1, X2, ...} is fed into the

WZ video encoder which consists of quantization, bit-plane extraction and Turbo encoder,

where parity bit sequence s0 is generated to transmit to the decoder. At the receiver side,

the corresponding side information sequence Y ε{Y1, Y2, ...} is computed from key frames.

Here, the key frames are a collection of frames obtained via intra-coding and previously

reconstructed video frames.

The side information is known as the distorted systematic information of the original

video frame, i.e., Y = X + N , where N is the correlation noise between X and Y . The
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Figure 5.3: A Block diagram of WZVC

reconstruction of X is dependent upon Y and the received parity sequence s′0. The trans-

mission rate is measured from the number of parity bits requested by the decoder that is

required to correct the error in Y .

Looking back at Fig. 5.2, it is evident that the rate depends on the cross-correlation co-

efficient between X and Y , ρXY . In practice, X is unknown to the decoder, thus, calculating

ρXY is not possible. Therefore, it is important to discuss the computation of cross-correlation

values based on the available key frames at the decoder, as described in Section 5.3.1

5.3.1 Observation of Cross-Correlations

The cross-correlation values have been simulated with the knowledge of key frames. Fig. 5.4

shows the cross-correlation values for different video sequences: Foreman, Carphone, Hall,
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(b) Foreman Video Sequence
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(c) Carphone Video Sequence
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(d) Mother & Daughter Video Sequence
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(e) Mobile Video Sequence
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(f) Bridge Closer Video Sequence
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(g) Coast Guard
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(h) Suzie Video Sequence
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(i) Silent Video Sequence
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Figure 5.4: Cross-Correlations of Ten Different Video Sequences
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Mobile, Mother & Daughter, Silent, Suzie, Bridge closer look, Cost guard, and Highway. The

x and y axes of graphs in Fig. 5.4 show the index of WZ frames and the cross-correlation

values, respectively. For instance, coordinate (5,0.9) (x = 5 and y = 0.9) is equivalent to

ρX5Y5 = 0.9.

It is apparent that the cross-correlation values vary with different video sequences due

to the type of motion in each video sequence. In our simulation, we have observed two cat-

egories of video samples; 1) slowly varying cross-correlation with few drops, e.g., Mother &

Daughter, Silent, Highway, Mobile and Suzie, and 2) significant variation of cross-correlation

values, or fast variation, e.g., Hall, Carphone, Coast Guard, Foreman and Bridge closer. The

sudden drops in cross-correlation coefficients are observed in some of the video sequences such

as Silent, Highway, and Mother & Daughter. It is due to a fast variation between the corre-

sponding frames; e.g. higher motion in foreground or background of the given frame.

5.3.2 Observations of Rate-Distortion

Fig. 5.5, Fig. 5.6, and Fig. 5.7 show the simulation results of cross-correlation coefficient

values for 41 WZ indices and rate-distortion behavior of selected frames of Coast Guard,

Suzie, and Mother & Daughter, respectively. Fig. 5.5(a) depicts the cross-correlation pat-

tern of Coast Guard video sequence, which exhibits a significant variations in the video
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Figure 5.5: Coast Guard Video Sequence
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Figure 5.6: Suzie Video Sequence
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Figure 5.7: Mother and Daughter video Sequence
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sequence. Rate-distortion of selected Coast Guard frames are shown in Fig. 5.5(b). Here,

the ninth frame of Coast Guard sequence (WZC9) shows lowest rate-distortion behavior,

whereas WZC35 is heavily distorted even at higher rate; frame WZC5 exhibits similar be-

havior to WZC9. The other reconstructed frames WZC39, WZC29 and WZC19 are bounded

within the region covered by WZC9 and WZC35. This behavior is validated in Fig. 5.5(a),

which shows that the higher coefficient is at x = 9 (ρX9Y9) and the lower at x = 35 (ρX35Y35).

Additionally, the cross-correlation values ρX19Y19 , ρX29Y29 and ρX19Y19 are between that of

ρX9Y9 and ρX35Y35 .

The rate-distortion of Suzie video sequence is shown in Fig. 5.6(b). Here, the convex be-

havior is observed for frame WZS5; however, higher rate-distortion is observed for WZS37.

This is due to the higher cross-correlation value at x = 5 and lower value at x = 37 as shown

in Fig. 5.6(a).

Fig. 5.7(a) shows the cross-correlation values of Mother & Daughter, which exhibits slow

variation compared to Fig. 5.5(a) and Fig. 5.6(a). Therefore, it can be concluded that rate-

distortion of the Mother & Daughter, in Fig. 5.7(b), shows a better performance than the

other two sequences. However, due to the sudden decreases in cross-correlation at x = 27,

WZM27 shows a higher rate-distortion.
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Figure 5.8: Average Rate-Distortion for Coast Guard, Suzie, and Mother & Daughter Video
Sequences

Fig. 5.8 shows the average rate-distortion of the WZVC output of the video sequences

Coast Guard, Suzie, and Mother & Daughter. It is apparent that Mother & Daughter and

Suzie have better rate-distortion behavior than Coast Guard. In other words, the average

cross-correlation of Suzie is higher, compared to Coast Guard, lower than the Mother &

Daughter.

Fig. 5.9 compares the theoretical rate-distortion with practical rate-distortion behavior

of Coast Guard, Suzie, and Mother & Daughter video sequences; here the practical result

approaches the theoretical rate-distortion behavior.
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Figure 5.9: Theoretical Rate-Distortion Comparison with Coast Guard, Suzie, and Mother
& Daughter Video Sequences

5.4 Cross-correlation Thresholds and Rate Control Al-

gorithm

From Figures. 5.5(b), 5.6(b), 5.7(b) and 5.8, we have observed that the rate-distortion curves

of the reconstructed video sequences vary with the cross-correlation of the key frames, and

that these values approximate the theoretical curves in Fig. 5.9. Additionally, it can be

claimed that; 1) higher correlated key frames show lower rate-distortion, and 2) the higher

rate-distortion relationships are observed at the lower correlated key frames. Thus, the en-

coder rate can be pre-determined from the behavior of cross-correlation points at the decoder

and additionally, the cross-correlation points vary with time. Therefore, we need to classify
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the level difference of the cross-correlation points. Hence we propose an adaptive thresh-

old level algorithm that separates the cross-correlation indices based on their importance.

The following sections define the cross-correlation thresholds (CCTHs) and subsequently the

encoder rate control algorithm.

5.5 Cross-correlation Thresholds (CCTHs)

This section proposes different cross-correlation thresholds (CCTHs) with respect to the

cross-correlation values. Initially, mean (E) is chosen as the threshold. Then positive thresh-

old (PTH) and negative threshold (NTH) are introduced in order to increase the number

of cross-correlation regions. Finally, an adaptive threshold (ATH) is proposed based on the

behavior of the video sequences.

5.5.1 Mean as The Threshold
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Figure 5.10: Cross-correlations of Foreman Sequences with Mean
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Fig. 5.10 shows the cross-correlations (R) of the Foreman sequence for 41 WZ indices.

From the cross-correlation points, E is calculated as; E = 1/n
∑n

i=1Ri, where Ri is the

ith cross-correlation value and n is the total number of WZ indices in the simulation. In

Fig. 5.10, di is given as the distance from point Ri to threshold E, i.e., di = Ri − E, thus

di varies with different Ri values. If di ≥ 0, then the cross-correlation region becomes a

positive region, otherwise it is denoted as negative region (di < 0). Since the length of

di varies significantly across different cross-correlation points, another set of thresholds are

introduced to minimize the distance between the threshold and cross-correlation points.

5.5.2 Positive and Negative Thresholds
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Figure 5.11: Cross-correlations of Foreman Sequences with Mean, PTH1 and NTH1

Fig. 5.11 shows the cross correlation points with three thresholds; mean E, positive

threshold (PTH1) and negative threshold (NTH1). PTH1 is computed for di > 0; PTH1 =
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E+E (pd), where E (pd) = 1/n′
∑n′

j=1 pdj for j = 1, 2, ..., n′. E (pd) is the mean of the positive

differences pdj and n′ is the number of cross-correlation points when di > 0. Similarly, NTH1

is calculated from the negative differences nd(k) when di < 0; i.e., NTH1 = E + E (nd),

where E (nd) is the mean of the negative differences; E (nd) = 1/(n− n′)
∑n−n′

k=1 ndk, .

5.5.3 Upper Limit of the Thresholds
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Figure 5.12: Cross-correlations of Foreman Sequences with Mean, PTH2, PTH1, NTH1, and
NTH2

PTH1 is obtained from Ri−E; similarly, PTH2 can be obtained from positive differences

of Ri −PTH1, and NTH2 from the negative differences of Ri −NTH1. The set of CCTHs:

E, PTH1, PTH2, NTH1 and NTH2 are graphed in Fig. 5.12. Furthermore, the computation

of thresholds are continuous in nature, such as PTH3 & NTH3, PTH4 & NTH4, ... PTHn

& NTHn, and therefore must be halted after an appropriate iteration. Since higher cross-

correlation points become less significant, it is required to find the upper limit of CCTH;
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i.e., the iterative calculation of positive threshold via analysis of positive envelop (di > 0) of

critical points must be determined. Here, the critical point is known as local maxima, which

sets the upper limit of CCTH.

5.5.4 Adaptive Threshold (ATH)

The definition of the local maxima critical points are a well-known property in calculus and

linear algebra. For a given point to be a local maxima, the preceding tangent of the given

point must be positive, and the following tangent of the given point must be negative. From

Fig. 5.12, there is more than one critical point in the positive envelop.

Adaptive threshold is obtained from the combination of iterative computation of thresh-

olds and maxima critical points (CRi), which are stored at the decoder buffer (CRi). Iteration

is stopped if the threshold reaches the minimum of local maxima, i.e., PTH ≥ MIN(CRi);

thus PTH and NTH are denoted as upper and lower limits of CCTHs. Since these values vary

with respect to cross-correlation behavior for different video sequences, they are called adap-

tive thresholds (ATH): adaptive positive threshold (APTH) and adaptive negative threshold

(ANTH).
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5.6 Rate Control Algorithm

Fig. 5.13 shows the block diagram of the rate control process, where the process is divided

into two; i) decoder-side process and ii) encoder-side process. The decoder-side process has

four major operations; 1) buffering (tabulating) the cross correlation vs. WZ frame index,

2) calculating CCTH, 3) locating the cross-correlation point with respect to the WZ index,

and 4) feedback signal generator to the encoder.

The encoder-side process determines the rate which is based on the received feedback

pulses (P1, P2, ...), where Turbo encoder uses puncturing to determine the number of trans-

mitted parity bits. The encoder has two operation blocks; 1) set the puncturing and 2) rate

determination. Fig. 5.14 outlines how the algorithm works for sending feedback pulses, and

Fig. 5.15 depicts the state diagram of rate determination with respect to the feedback pulses.

The decoder buffer contains the set of cross-correlation (Xcor) values with respect to

the WZ frame index. Additionally, it also stores the calculated CCTHs. If the ’Xcor’ of
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expected WZ index is known, then the corresponding ’Xcor’ is located from the decoder

buffer. Thus, ’Xcor’ is compared with CCTHs, and the decoder sends the feedback pulses

to the encoder. In other words, the pulse generator synchronizes with the cross-correlation

regions with respect to the CCTHs.
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Figure 5.14: Flow Chart for Deciding Feedback Signal

Fig.5.14 shows a flowchart, which explains the algorithm of generating feedback signals.

E, PTH, NTH, APTH and ANTH are the available CCTHs. The cross-correlation value

’Xcor’ is compared with the known threshold values. Three cases are analyzed; i) CCTH as
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E, ii) CCTHs as E, PTH and NTH, and iii) CCTHs as E, APTH, ANTH, and PTH.

5.6.1 Rate Control Based on Mean (E)

Table 5.1: Cross-correlation Coefficients and Rate Regions with Threshold E

Cross-correlations Region Required Rate

Xcor < E Region 1 Pulse P1 (Higher rate required R1)
Xcor ≥ E Region 2 Pulse P4 (lower rate required R4)

The mean (E) divides the cross-correlation statistics into two regions. The expected WZ

index ’Xcor’ is compared with E; If Xcor < E, then signal pulse P1 is sent to the encoder

(request rate is to be ‘R1‘) otherwise P4 is sent (request rate is ‘R4‘), as shown in Table 5.1.

5.6.2 Rate Control Based on PTH and NTH

Table 5.2: Cross-correlation Coefficients and Rate Regions with Thresholds: PTH, NTH and
E

Cross-correlations Region Required Rate

Xcor ≤ NTH Region 1 Pulse P1 (Higher rate required R1)
NTH < Xcor < E Region 2 Pulse P2 (Medium higher rate required R2)
E ≤ Xcor < PTH Region 3 Pulse P3 (Medium lower rate required R3)
Xcor ≥ PTH Region 4 Pulse P4 (lower rate required R4)

There are four regions with respect to the thresholds NTH, E and PTH. The rate control

algorithm in terms of the given ’Xcor’ is described in Table 5.2, where the regions and

corresponding request rates are shown. Three simulation cases are considered; 1)Both the

PTH1 and NTH1 (”PTH1NTH1”), and 2) ”PTH2NTH2”, where PTH1 and NTH1 are
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replaced by PTH2 and NTH2, respectively, which increase the space of region 2 and region

3 with respect to the PTH1NTH1, 3) region 1 and region 2 are unchanged, but only region

3 is altered, and this step is denoted as ”PTH1NTH2”.

5.6.3 Rate Control Based on Adaptive Thresholds APTH and

ANTH

Table 5.3: Cross-correlation Coefficients and Rate Regions with Thresholds: APTH, ANTH,
PTH and E

Cross-correlations Region Required Rate

Xcor ≤ ANTH Region 1 Pulse P1 (Higher rate required R1)
ANTH < Xcor < E Region 2 Pulse P2 (Medium higher rate required R2)
E ≤ Xcor < PTH Region 3 Pulse P3 (Medium lower rate required R3)
PTH ≤ Xcor < APTH Region 4 Pulse P4 (Lower rate required R4)
Xcor ≥ APTH Region 5 Pulse P5 (Least punctured rate R5)

APTH and ANTH define four regions, whose sizes depend on the positive envelop curve.

Here, the positive region is separated further using PTH to reduce distance from the cross

correlation points to APTH and PTH. ANTH is marked as only one threshold in di < 0 to

give higher bit rate for lower cross correlated WZ index points. Table 5.3 shows the pulse

generator with respect to the ’Xcor’ position.

Fig. 5.15 shows the state diagram of the rate decision at the encoder. The required rates

R1, R2, R3, and R4 are determined based on the received pulse signals P1, P2, P3, and P4,

respectively.
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Figure 5.15: State Diagram for Deciding the Encoder Rate

5.7 Performance Analysis

In this section, we present the simulation results that illustrate the average PSNR and the

average rate for ten different video sequences using our proposed rate control algorithm. We

also show the optimum rate-distortion points with respect to the rate-distortion curves. The

simulation is performed for five different cases of thresholds: E, NTH1TH1, NTH2PTH2,

NTH2PTH1 and ANTH-PTH-APTH.
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Figure 5.16: Rate and PSNR Comparison of Four CCTHs: Mean, NTH1PTH1, NTH2PTH2,
and ANTH-PTH-APTH
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Figure 5.17: Rate and PSNR Comparison of CCTHs: NTH2PTH1 and NTH2PTH2
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Fig. 5.16 shows the comparison of rate (Fig. 5.16(a)) and PSNR (Fig. 5.16(b)) with the

proposed CCTH algorithms, where four simulation cases are compared to each other. In to-

tal, ten video sequences are considered in these simulations. The threshold E requests more

bit rate in all the sequences since E separates the cross-correlation regions into two: either

higher or lower rate. In NTH1PTH1 and NTH2PTH1, the NTH2PTH1 performs better at

reducing the rate since NTH2 reduces the number of lower cross correlation points, which in

turn request more bits.

Table 5.4: Observation of Rate Variation and PSNR Variation for ANTH-PTH-APTH Com-
pared to 50% Compressed WZVC

ANTH-PTH-APTH Compression 50%

Video Variation of Variation of Rate PSNR
Sequences Rate PSNR (Kbps) (dB)

(%) (%)

Hall -7.4 3.2 190 37.4
Foreman -9.5 9.2 190 31.5
Carphone -7.4 6.3 190 31.8
Mother & Daughter -32.1 13.3 190 40.5
Mobile -3.2 2.2 190 31.5
Bridge Closer -30.5 2.5 190 40.1
Coast Guard 9.5 8.2 190 30.5
Suzie -5.8 5.2 190 38.5
Silent -26.3 3.5 190 36.8
Highway -14.7 3.2 190 34.5

Fig. 5.17(a) shows that the NTH2PTH2 shows higher rate requirement than NTH2PTH1;

NTH2PTH2 reduces the number of points with higher cross correlation value, which request

lower bits. In addition, Fig. 5.17(b) shows that NTH2PTH2 exhibits better PSNR com-
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pared to NTH2PTH1. Therefore upper limit of PTH is the deciding factor in rate-distortion.

Finally, the ANTH-PTH-APTH method shows a better performance than all other cases

mentioned in Fig. 5.16, and it is due to the adaptive threshold. Adaptive threshold reduces

the possibilities of lower cross correlation points, which request higher number of bits (reduce

the rate), and reduces the higher cross correlation points, which request lower bits (increase

PSNR). Furthermore, ANTH-PTH-APTH increases the number regions of cross-correlation

values from four to five as shown in Table 5.3. Therefore, an improvement in PSNR and

rate reduction can be seen for ANTH-PTH-APTH method in Fig. 5.16(b) and Fig. 5.16(a),

respectively.

Table 5.4 shows the average rate and PSNR variations of the adaptive threshold technique

compared to the 50% compressed WZVC; here it is compared for ten video sequences. We

observed that the proposed method performs higher PSNR with lower rate in all the video

sequences except Coast Guard. In Coast Guard, the proposed method achieved a minimum

average rate as of 208 Kbps with PSNR = 33 dB. Now, it is interesting to compare the

PSNR performance of Coast Guard between the proposed (ANTH-PTH-APTH) method and

constant rate (208 Kbps).

In Fig. 5.18, PSNR performance of proposed method is comparatively better than the
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Figure 5.18: PSNR Variations vs Reconstructed WZ frames for Coast Guard Video

fixed rate of 208 Kbps. However, PSNR improvement is not that much higher since the

cross-correlation behavior of Coast Guard exhibits fast variation as shown previously in Fig.

5.5(a). Fig. 5.19 shows PSNR performance of the proposed algorithm compared to the

PSNR of the constant rate (172 Kbps) for Foreman video sequence. Again, PSNR of the

proposed method performs better than PSNR in constant rate (172 Kbps); here, 172 Kbps

is calculated as an average rate for 41 WZ frames based on the proposed adaptive threshold

technique.

In Mother & Daughter, average rate of proposed method is 112 Kbps. Fig. 5.20 shows

PSNR vs. WZ video sequence for Mother & Daughter video sequence; here, the proposed
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Figure 5.19: PSNR Variations vs Reconstructed WZ frames for Foreman Video

method (112 Kbps) is compared with constant rate (112 Kbps). The proposed method shows

an improvement in PSNR by at least 5 dB. It also shows that PSNR-rate relationship of

Mother & Daughter is much better than Foreman video sequence. From the rate-PSNR

relationship of the ten video sequences, we have obtained possible minimum rate and best

PSNR from the proposed algorithm. In order to compare the theoretical and practical rate-

distortion relationship with our result (best rate-PSNR), we normalize our best rate-PSNR

value as optimum rate-distortion points.

Fig. 5.21 shows the optimum rate-distortion points of ten video sequences with respect

to the theoretical rate-distortion curves. It can be seen that the optimum points are closer to

the lower rate-distortion curves. Fig. 5.22 shows optimum rate-distortion points with respect
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Figure 5.20: PSNR Variations vs Reconstructed WZ frames for Mother & Daughter Video

to the practical and theoretical rate-distortion curves; here, practical rate-distortion curves

and rate-distortion points are graphed for Coast Guard, Suzie, and Mother & Daughter

video sequences. The optimum point is determined as the best value of rate and distortion

for the given video sequences. For instance, for a given rate, any optimum point gives lower

distortion, as well as a lower rate for a given distortion, in each video sequence.

5.8 Summary

Encoder rate/transmission rate in WZVC depends on the correlation between the video

frames. In this chapter, we have investigated the cross-correlation coefficients (ρXY ) of video

frames with respect to the conditional WZ rate R(X/Y ). Additionally, the rate-distortion

relationship of the reconstructed video is examined and compared to the cross-correlation
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Figure 5.21: Best Rate-Distortion (RD) Points with Theoretical Rate-Distortion Curves

coefficient values of the key frames. We found that the rate-distortion relationship is directly

related to the cross-correlation coefficients of the key frames. However, it is proven that the

theoretical conditional rate (rate-distortion relationship) is a function of theoretical cross-

correlation coefficient for Gaussian random variables, and it is justified in our practical

simulation model by using the available key frames. We then introduced a cross-correlation

threshold (CCTH) technique to control the encoder rate, and defined different levels of

thresholds to divide possible regions for cross-correlation coefficients. Furthermore, adaptive

threshold (ATH) technique is a potential threshold level in our research which will vary

depending on the behavior of the video sequences. A significant reduction of encoder rate

was obtained with higher PSNR by our proposed method. Simulation results (rate-PSNR

values) have shown better performance than the 50% compressed WZVC, which is also
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compared with the theoretical and practical rate-distortion relationship.
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Chapter 6

Bit Based Correlation Noise

Estimation at the Decoder

6.1 Introduction

In WZVC, X and Y are correlated video frames; Y is side information, which is a noisy

version of WZ frame X . The correlation noise between X and Y , N , can be shown as

N = Y −X ; X and Y are available at the encoder and decoder side, respectively. Typically,

the probability distribution of N is approximated to Gaussian distribution [45]. From error-

control coding (ECC), the encoder needs to transmit the parity bit sequence of an input

video frame X , and decoder reconstructs X (X ′) with these received parity bits and side

information Y [58].

Estimating the noise N due to the residual difference between side information and

input video frame is one of the areas of greatest focus in WZVC research. A few previous
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researchers have used a Laplacian distribution as a noise distribution as shown [5];

f(X − Y ) =
β

2
exp (β(−|X − Y |)) (6.1)

where, the Laplacian distribution parameter β is given by β2 = 2
σ2 and σ2 is the variance of

the correlation noise. The β has been computed over the entire video sequence off line at

the encoder before the Wyner-Ziv coding procedure starts [4]. This computed β is then kept

constant throughout the decoding of all the Wyner-Ziv frames [4]. However, note that the

value of β is essential to convert the side information into soft-value information that is re-

quired for Turbo decoding. The soft value of side information can be computed with respect

to the bit-metric value of each bit of side information. The bit-metric value depends on the

noise variance (σ2), therefore, it must be estimated for each bit of side information. A few

researchers have proposed variance estimation in terms of frame or pixel; here, estimation

is done either online or off-line [16], [77]. However, iterative decoding uses only pixel-based

variance in each bit of the side information. Therefore, it is worthwhile to investigate vari-

ance in terms of each bit from the side information.

This chapter proposes a new dynamic algorithm to estimate the bit-based variance in

the side information. The bit-based variance can be used to compute the soft-value of side
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information, which is used as the received systematic value at the decoder end.

This chapter is organized as follows: Section 6.2 proposes a technique for correlation

noise estimation between the WZ frame and the side information. Section 6.3 elaborates the

results and discussion of our research. Finally, conclusion is presented in Section 6.4.

6.2 Correlation Noise Variance Estimation

Log likelihood ratio(LLR) of a transmitted bit ul of WZ frame, given the corresponding

received rl of side information, is shown as L(ul|rl) in Chapter 3. From (3.4), LLR is:

L(ul|rl) = Lcrl+La(ul), where Lc = 4(Es/N0) =
2Es

σ2
pic

and σ2
pic is variance of correlation noise.

At the decoder, side information is generated using the existing key frames, as shown

in [17]. Pixel values of side information Y2i are obtained by interpolating the pixels of key

frames. These pixel values will be converted into a bit stream r with respect to the bit plane

extractor at the receiver. The soft-value, Lc×r is computed and input into the Turbo decoder

as the systematic information, where Lc = β = 2
σ2 . This formula shows that the soft-value of

the systematic information of Turbo decoder depends on the variance σ2 of correlation noise.

First, we have analyzed the actual distribution of the residual difference between Wyner-

Ziv frame and side information; i.e., the luminance difference between corresponding pixels

of Wyner-Ziv frame and side information, and then compared it to the theoretical distri-
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bution. We have taken the quarter common intermediate format (QCIF) video sequence

of Foreman and Carphone. In practice, it is impossible to calculate the variance using

Wyner-Ziv and side information since the Wyner-Ziv frame is not known to the receiver.

From our simulation result, the correlation between key frames has an effect on correla-

tion noise. Therefore, the statistical relationship between key frames affects the amount

of correlation noise between Wyner-Ziv and side information. The weighted mean squared

error (WMSE) between the two key frames is; WMSE(x, y) = (1
2
)2

∑
(x,y)ǫSI(XB(x,y)−XF (x,y))2

L

where, L stands for frame size, and XB and XF denote backward and forward key frames,

respectively. WMSE(x, y) is the variance σ2 of the correlation noise, which in practice will

vary from pixel to pixel; i.e., σ2 depends on the difference between pixel values of key frames.

Fig. 6.1 shows two sample bit-planes of key frames. From the observation of correlation

noise and the two key frames, it is clear that the noise variance is influenced by the lower

bit planes, i.e., due to the least significant bits (LSB). The most significant bits (MSB) do

not vary between the key frames in most cases. If it is changed then entire key frames will

be altered from the other one.

Fig. 6.2 tabulates the bit-plane of the side information. Here, noise variance is divided

among each bit-planes: VBPi, where i = 0, 1, 2..., 7. The correlation noise in side information
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affects each bit-plane based on their importance. Since the decoder takes bit by bit from

side information, we need to incorporate the noise with each bit. In other word, bit-plane

characteristics can be used to convert the distribution of pixel variance into bit-variance. In

the bit pattern of each pixel, MSB affects the variance of each pixel much more significantly

than the LSB. Correlation noise variance of ith bit-plane can be shown as σ2
i = (n− i)× σ2

n
,

where i (= 0, 1, 2...7) is bit-plane number and n is number of bits used for quantization. Lc

is the bit-metric value, and is dependent on the bit-based variance; Lc = β = 2
σ2
i
.

6.3 Results and Discussion

Fig. 6.3(a) and 6.3(b) show the input and reconstructed Foreman frames, respectively. The

PSNR value of reconstructed Foreman frame is 29.53 dB. Fig. 6.4(a) and 6.4(b) show the in-

put frame and reconstructed frame of Carphone with PSNR = 31.56 dB, respectively. The

correlation between the key frames of Carphone sequence is higher than that of Foreman

video sequence as shown in Fig. 6.5 and 6.6. It is due to a small region in the background of

the Carphone sequence that appears to be influenced by motion; i.e., only the car window

is in a high level of motion. On the other hand, the key frames of Foreman display the high

level of motion in the face, as shown in Fig. 6.5, and the background is highly correlated.

Subsequently, simulation result shows that there is higher PSNR in Carphone than in Fore-

man.
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Fig. 6.7, and Fig. 6.8 show the probability distribution of correlation noise for Foreman

and Carphone video sequences, respectively, where theoretical Laplacian model is compared

with the actual distribution of the residual error between Wyner-Ziv and side information

frames. We observe that the actual noise distribution closely approximates to Laplacian

distribution from Fig. 6.7, and Fig. 6.8. It shows that the probability of practical value of

correlation noise is higher for Foreman compared to Carphone.

Fig. 6.9 shows the PSNR performance of the received 87 Foreman video frames. The

proposed bit-based noise variance estimation method shows better PSNR compared to the

other three curves with the following fixed variances values; Lc = 2, Lc = 3, and Lc = 4. The

lower PSNR points at the fixed variance methods are improved significantly by the proposed

bit-based noise estimation method. For instance, 1st and 77th frames show 4.4 dB and 5.1 dB

improvement in PSNR respectively. If the correlation noise is higher, then the reconstructed

PSNR value decreases. Our proposed method performs better for the video frames with

higher correlation noise. This is because our method protects the most significant bits of

each pixels from the distortion.
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6.4 Summary

In this Chapter, we investigated correlation noise of side information at the receiver, and

compared it for Foreman and Carphone video frames. The reconstructed Carphone frame

appears to be better quality than the reconstructed Forman frame since its correlation of key

frames in the video sequence is higher. Hence, correlation noise is influenced by correlation

between key frames.

A novel algorithm is developed to generate soft-values of the side information in this

chapter, known as dynamic correlation noise estimation. This Chapter contributes to WZVC

research by proposing ”bit-based variance” estimation, which supports to compute the soft-

value of systematic information. The proposed dynamic bit-based estimation enhances the

output video quality especially at higher correlation noise as shown in Fig. 6.9.
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Pixels 1 2 3 ! ! ! ! n!1 n 

Bit level 176 92 132 ! ! ! ! 131 65 

Bit Plane 7 1 0 1 ! ! ! ! 1 0 

Bit Plane 6 0 1 0 ! ! ! ! 0 1 

Bit Plane 5 1 0 0 ! ! ! ! 0 0 

Bit Plane 4 1 1 0 ! ! ! ! 0 0 

Bit Plane 3 0 1 0 ! ! ! ! 0 0 

Bit Plane 2 0 0 0 ! ! ! ! 0 0 

Bit Plane 1 0 1 0 ! ! ! ! 1 0 

Bit Plane 0 0 0 0 ! ! ! ! 1 1 

 

(a) Key Frame One

Pixels 1 2 3 ! ! ! ! n!1 n 

Bit level 192 96 128 ! ! ! ! 129 64 

Bit Plane 7 1 0 1 ! ! ! ! 1 0 

Bit Plane 6 1 1 0 ! ! ! ! 0 1 

Bit Plane 5 0 1 0 ! ! ! ! 0 0 

Bit Plane 4 0 0 0 ! ! ! ! 0 0 

Bit Plane 3 0 0 0 ! ! ! ! 0 0 

Bit Plane 2 0 0 0 ! ! ! ! 0 0 

Bit Plane 1 0 0 0 ! ! ! ! 0 0 

Bit Plane 0 0 0 0 ! ! ! ! 1 0 

 

(b) Key Frame Two

Figure 6.1: Bit-planes of Two Key Frames
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Figure 6.2: Bit-plane of Side Information

Figure 6.3: (a) Input Wyner-Ziv Frame , (b) Reconstructed Frame of Foreman
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Figure 6.4: (a) Input Wyner-Ziv Frame , (b) Reconstructed Frame of Carphone

(a)
 (b)


Figure 6.5: (a) Previous Frame of Wyner-Ziv Frame (Key Frame 1) , (b) Next Frame of
Wyner-Ziv Frame (Key Frame 2)

(a)
 (b)


Figure 6.6: (a) Previous Frame of Wyner-Ziv Frame (Key Frame 1), (b) Next Frame of
Wyner-Ziv Frame (Key Frame 2)
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Figure 6.7: Probability Distribution of Correlation Noise for Foreman Video Sequence
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Figure 6.8: Probability Distribution of Correlation Noise for Carphone Video Sequence

134



0 10 20 30 40 50 60 70 80 90
24

26

28

30

32

34

36

38

40

42

Reconstructed WZ Output Video Sequence

P
S
N
R

(d
B
)

 

 
Lc=4
Lc=3
Lc=2
Dynamic Bit−based Variance 

4.4 dB

5.1 dB

Figure 6.9: PSNR Performance of Foreman Video Sequence with Dynamic Bit-based Vari-
ance Estimation Compared to Fixed Variance Methods

135



Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this thesis, we began by considering a practical Wyner-Ziv Video Coding (WZVC) with

the effects of wireless fading channel and additive white Gaussian noise channel (AWGN).

At the decoder, channel-metric values were defined with different channel conditions. The

bit-metric value was computed based on the variance of correlation noise between the WZ

frame and the side information. We analyzed the quality of the reconstructed (received)

video in depth with respect to channel signal to nosie ratio (SNR). Our results, which relate

the channel SNR to peak signal to noise ratio (PSNR) will be useful for practical imple-

mentations of WZVC. Initial results have shown that the reconstructed WZ video quality

in a wireless channel is markedly inferior in quality compared to noiseless or Gaussian noise

channel. Therefore, improvement of video output quality was an essential goal in WZVC in

a wireless environment.
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Fundamental motivation behind the development of WZVC is to obtain a less compli-

cated encoder, however, it comes at the expense of higher decoder complexity. Based on these

fundamentals, we have investigated WZVC over a diverse array of multiple transmit-receive

of wireless system, which has shown to improve the reconstructed video frames compared to

that of a single wireless channel model. PSNR values of configuration of two-transmitting

and four-receiving antennas approached to the PSNR value of noiseless channel at a lower

value of channel SNRs. Since multiple input multiple output WZVC (MIMO-WZVC) per-

forms better at the lower values of channel SNRs, it is postulated as a potenial approach

to overcome the wireless channel impairment in a WZVC. Additionally, MIMO-WZVC is

suitable to use in wireless video sensor networks with low power sensors.

We examined the rate penalty in WZVC in a wireless channel environment, and derived

expressions for the rate penalty of WZVC in AWGN (ǫAWGN) and fading channels (ǫFading).

Doing so, we have shown that the rate penalty increases with the channel hostility, which in-

cludes random channel noise and a fading coefficient. In addition, we have proposed WZVC

with receiver diversity (WZVC-RD) which reduces the impact of rate penalty. Simulation

results have shown that the rate penalty is reduced with the proposed WZVC-RDn for the

same channel SNR, where n > 1; i.e., WZVC-RDn shows improved PSNR at lower bit rates.
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Next, we investigated the cross-correlation behavior at the decoder to control the trans-

mitting rate at the encoder. The reconstruction of the WZ frame depends on the amount

of distortion in the side information. We studied residual information and its relationship

with the cross-correlation coefficient, and proposed a cross-correlation threshold (CCTH)

technique at the decoder in order to control the transmitting parity bits. Additionally, we

introduced an adaptive threshold (ATH) algorithm at the decoder, and used this to com-

pare the different level of thresholds that is required to control the rate for different video

sequences. By utilizing this technique, we obtained significant reduction in average rate with

an improved PSNR compared to the 50% rate reduction method.

Finally, we have elaborated of developing a novel algorithm to dynamically estimate

the correlation noise at the receiver which will generate soft-values of the side information.

In this section, our contribution to WZVC research is by proposing a method for soft-

value estimation of the side information for a continual varying video sequence as well as

introducing the concept of bit-based noise variance.

7.2 Future Work

As an extension of this thesis, we propose the following possible directions for future research.
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• Implementing WZVC in narrow-band wireless communications by transmitting key

frames from parallel cameras; here, WZVC could be merged with H.264. Side infor-

mation will be influenced by correlation noise and channel noise when it is transmitted

via the wireless channel, thus the rate penalty and reconstruction will be a challenging

future work.

• Rate control in terms of cross-correlation threshold performs better for slowly vary-

ing video sequences than for fast varying video sequences. Therefore it puts forth a

challenge to investigate the group of picture (GOP) at the decoder with the available

frames to improve the rate in fast varying video sequences in WZVC.
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