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Abstract

Recommender systems (RS) are ubiquitous and used in many systems to augment user experience to im-

prove usability and they achieve this by helping users discover new products to consume. They, however,

suffer from cold-start problem which occurs when there is not enough information to generate recom-

mendations to a user. Cold-start occurs when a new user enters the system that we don’t know about.

We have proposed a novel algorithm to make recommendations to new users by recommending outside

of their preferences. We also propose a genetic algorithm based solution to make recommendations

when we lack information about user and a transitive algorithm to form neighbourhood. Altogether, we

developed three algorithms and tested them using they MovieLens dataset. We have found that all of

our algorithms performed well during our testing using the offline-evaluation method.
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Chapter 1

Introduction

1.1 Problem and Motivation

The cold start problem is one of the common popular problems in the field of recommender systems.

The problem occurs when a new user is introduced into the system. The system gathers user preferences

by ratings and item consumption patterns. However, in the beginning this information is not available

and as a consequence, the recommendation process fails. There are various solutions designed to solve

this issue but they give very generalized recommendations. Most solutions categorize the user based on

demographics or recommend top items from the system. This is acceptable if the user does not have any

activities in the system. However, most solutions take this approach even if the user has shown some

interest in particular field by filling out a survey or giving ratings. They also tend to over-specialize and

recommend the same type of items to the user. This prevents in the user actively searching for novel

items which defeats the purpose of recommendation systems.

Our approach is to make versatile recommendation system that can recommend to users based on a

single rating. We have implemented algorithms based on the notion that recommender systems should

make it easier for users to discover items that are outside their immediate preferences. That is, we make

recommendations based on known preferences of the user, but fall outside their preferred areas. This

will allow us to make more recommendations early and learn more about the user’s preferences. Our

algorithm will learn and evolve the user preferences easily in the early stages. We also wish to alleviate

over-specialization in the beginning due to lack of preference data about the user.

1



1.2. METHODOLOGY CHAPTER 1. INTRODUCTION

1.2 Methodology

Our novel algorithm is focused on automatically generating recommendations after user rates one item.

We analyze the item rated to find the categories it belongs to. We then analyze the rating that user has

given. We apply one of three different algorithms depending on the rating given. The first algorithm

takes effect if the user has given a high rating to a popular item. That is, we have other users in

the system who gave the item similar ratings. These users form the neighbours of the active users.

Afterwards, all the highly rated items of the neighbours are taken. The items are then filtered to remove

anything that might fall in the same category as the item the active user rated and presented.

The second algorithm is used when the user gives a high rating to an unpopular item where users

have given it low rating. We first categorize the items and form a neighbourhood of items that fall in

the same category. Then, we find user who have rated them and use them as the neighbours. The last

step is to find items rated by the neighbours which are not in the same category and presented to the

user.

The third algorithm is an evolutionary algorithm which is applied where the user gives a low rating

to a popular item. In order to handle this rare case, we create a preference vector for the active user.

The vector is then mutated and evolved through many generations. This would help us to make it easier

to form neighbourhood. After the neighbourhood formation, we make recommendations without items

from the same category as the item user rated.

1.3 Significance

The significance of our algorithms and ideas lie in its ability to automatically generate recommendations

for a new user. We take away the hassle of user having to answer a questionnaire which is both time

consuming and counters the idea of recommendation engines. The user should not tell the system

what they want, rather the system should figure that out. We accomplish this through a myriad of

approaches. We also do not fall in the routine of making very generic recommendations based on

the user demographics. The algorithms we have developed personalizes the recommendations to user’s

preferences. We also avoid giving top N recommendations that most systems tend to do for new users.

Also, we handle very specific case where user gives negative ratings to an item which most systems do

not handle.

2
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1.4 Contributions and Outline

We have developed a novel idea to make recommendations to user using only one rating during the early

days of the user in the system.

Our main contributions is the novel algorithm which recommends users outside their areas of interest

in the early stages. We make recommendations to the user by forming neighbourhood of users based on

an item they like but we remove items that are part of user’s interest area. We also implemented three

algorithms to handle the user as well.

The three algorithms we have developed to solve cold-start problem for new users are:

1. Generate recommendations of items rated by users who have rated an item similarly to active user

2. Generate recommendations of items rated by users how have rated similar items as the active user’s

rated item

3. Generate recommendations of items rated by users who have similar preference as the active user

We also have two other contributions to help tackle the scenarios where user does not have immediate

neighbours. The first contribution is the transitive approach to forming neighbours. The algorithm we

have developed first categories the items rated. Then it finds items which also falls into any of the

categories. Then, neighbourhood is formed containing the users who rated the items. These users are

used to then make recommendations. The second contribution is the evolutionary algorithm to form

neighbourhood. In the case where we cannot reliably form neighbourhood due to taste differences, we

construct preference vector for the active user. The vector is mutated throughout generations to match

the preferences of other users in system. Then, we get users who have similar preference to form the

neighbourhood.

1.5 Outline

The thesis is divided into 5 main chapters. The first chapter gives a basic overview of the thesis.

In the second chapter, we give a brief introduction to recommendation systems. We describe various

recommending algorithms and different categories of recommendations that can be made. We also give

brief introduction to genetic algorithms and their role in recommendation systems. In the third chapter,

3
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we focus on our methodology and explain our algorithms in details with giving examples. The fourth

chapter contains the implementation and experiment results. We run our algorithms and evaluate their

performance using well known datasets and evaluation methods. Then in the fifth chapter, we conclude

with mentioning the limitations of the system and give insights on future work.

4



Chapter 2

Literature Review

Recommender systems allow automating the task of recommending or exposing new and existing items

to a user who has not viewed them before[1]. There are different algorithms and techniques recommender

systems use to generate recommendations. The most popular ones are collaborative filtering which takes

other users in the system in consideration and content based filtering which relies solely on the items.

2.1 Background

2.1.1 Data utilized

Recommender systems require data to make informed decisions and to generate recommendations. Infor-

mation that is often used to make recommendation decisions include user demographics, item attributes,

and user preferences[1, 60]. A table of common properties used in the process are given in table 2.1. User

demographics are attributes of users in general which can affect the results of recommendations that are

made. This information includes amongst other things such as likes and dislikes of a particular gender,

age group, occupation, income level, and hobbies. Item attributes are classified as either extrinsic or

intrinsic. Extrinsic features cannot be easily identified by analyzing the contents automatically. Intrinsic

features on the other hand are easily obtainable from the contents. Intrinsic features include behaviour

data and how the user uses the system without consuming any items or giving ratings. Sometimes,

features of items are obtained from the description of the items themselves in addition of analyzing the

5
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Table 2.1: Data types used in recommendation systems [60]
Data Type Description
Rating Data rating scores, such as discrete multi-levels rat-

ings and continuous rating; and latent com-
ments, such as best, good, bad, worse

Behaviour Pattern Data duration of browsing, click times, the links of
webs; save, print, scroll, delete, pen, close, re-
fresh of webs; selection, edition, search, copy,
paste, bookmark and even download of web
content

Transaction Data purchasing date, purchase quantity, price, dis-
counting

Production Data for movies or music, it means actor or singer,
topic, release time, price, brand and so on,
while for webs or documents, it means con-
tent description using key words, the links to
others, the viewed times, the topic

item. This is evident in cases such as news articles or web pages. User preferences are either a presence

score such as likes it or dislikes, or numerical score indicating how much the user likes the item. In some

cases, they are explicit ratings provided by users when they are asked to rate the item. The amount

of time a user spends on a particular page, reading and analyzing are implicit indicators of the users

ratings [10]. Implicit indicators are more difficult to gather because it is hard to determine the user’s

preference automatically, but they offer more information about the user that the user otherwise might

not provide.

2.1.2 Knowledge Discovery

Knowledge discovery in databases (KDD) also referred to as Data Mining is used to describe the process of

extraction of useful information, patterns or knowledge from a dataset [41, 48]. The process of knowledge

extraction from raw data follows a series of data transformation and analysis as shown in figure 2.1. The

raw data gathered are aggregated from many sources into a data warehouse. The information gathered

might be in multiple different formats and do not need to have a defined structure. The next step is

to clean up the data, and to format the data in a way that is easily understood by the system and is

manageable. This involves creating new data structures and models to represent them. The third step

involves applying pattern analysis, and knowledge extraction techniques on the transformed data set.

This yields information that is of interest. Association rules are a popular method of finding relationships

6
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in data mining and recommender systems. They follow an if-then pattern to make predict what can

happen based on previous data set. This is very useful in recommenders because it allows us to predict

what a user might like based on their previous actions[35].

KDD techniques are used to find ways to improve efficiency of platform which leads to money saving,

and to find new ways to provide more items to customers to consume [46, 50]. Companies that utilize

KDD can find patterns in user usage behaviours such as what time of year certain items are more likely

to be bound and make recommendations on that resulting in increased revenue [8]. One of the most

prominent ways algorithms used in KDD which is used in recommendation engines is the association

rules. The rules try to associate a set of items to a different set of items in such way that the presence of

one item from a set implies there is a high chance of another item being in the same set [46]. Well known

associate algorithms include Apriori, Direct Hashing and Pruning (based on Apriori), Tree Projection

algorithms, and FP-tree algorithms.

2.1.3 Types of Recommendations

Recommender systems can be categorized as personalized, non-personalized, attribute-based, item-to-

item correlation, and people-to-people correlation. Recommendations are either short-lived or long-lived

depending on the implementation. The system is considered automatic if it requires minimal or no input

from the active user and manual if it requires some work [50].

Personalized recommendations are automatic and based on the users preferences such as favourite

colour, movie genre and music group. They are often compared against hand-picked items by content-

providers and experts for users preferences and tastes to provide recommendations [51].

Non-personalized recommenders generate recommendations based only on item ratings from other

users of the system [51]. These recommendations are straight forward since they require very little effort

to produce and considered automatic since user input is not required [50]. These recommendations are

not short-lived since they can be applied to a variety of users.

Items can be described using various features, and attributes which are used to generate recommen-

dations. This method is considered manual since the user must explicitly search for a certain type of item

to base the recommendations on [50, 51]. These recommendations can be short-lived or not depending

on how long the system remembers users preferences for.

Item-to-item correlation recommenders recommend items based other items the user has displayed
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interest in. These recommendations are prevalent in e-commerce sites where new items are recommended

based on what the user has in their shopping cart [50]. These recommendations are manual since

user must have a non-empty cart, and short-lived because the user does not have full shopping carts.

Association rules are most often used in this system [3].

Figure 2.1: Overview of KDD process [48]

2.2 Collaborative Filtering

Collaborative filtering approach uses customer details, ratings, and reviews aggregated from all the users

in the system to build recommendations for a user [1, 9, 41]. It was first introduced in 1992 with the

idea that getting user feedback when making suggestions is effective[17]. The strength of this approach

is that it analyzes existing active users with similar preferences and characteristics of the current user

to build the recommendations. Collaborative filtering uses ratings users have given in the past to items

using shown in equation 2.1 [2] using a rating function f() to make predictions for the future. The

parameters user and item are passed to the function to get the rating the user gave to the item. The

filtering method is achieved through a heuristic-based, a model-based method, or a hybrid model that

combines characteristics from both heuristic and model-based approaches [60, 46, 5].

rating = f(user, item) (2.1)

2.2.1 Heuristic based filtering

The heuristic model also called memory-based collaborative filtering model takes in rating information

and how often the item was viewed (or not viewed) to make recommendations[60, 9]. The model uses the

active user’s information to find similar uses. This is done by selecting all the users who are neighbours of

8
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the current user using similarity measures including personal information, rating information, and other

user demographics [60]. Then, utilizing k-nearest neighbour classification method, prediction value is

computed for each item that current user has not viewed but the other users have and rated. With the

newly calculated set, recommendation is created based on items with the highest scores. There are many

different algorithms and technique that can be used in heuristic based collaborative filtering includes

k-nearest neighbour algorithm, decision trees, graph theory, and support vector machines [60].

As shown in figure 2.3 which describes the process, in the representation stage, a matrix R of size

NxM is constructed for N users andM items in the database where Ri,j is one if the i-th customer bought

j-th item and zero otherwise. The matrix is called original representation [46]. Collaborative filtering has

challenges with sparsity, scalability and synonymy. Synonymy occurs because similar items are labelled

with different names in real life, and the recommender systems cannot always make association between

these items and treat them as different. A reduced dimensional representation is constructed to alleviate

the weaknesses. A matrix of size n x k is constructed where all the values in the matrix are non-zero,

which implies that each user has had an association with the k item. Due to the decreased size, it also

helps alleviate the problem with synonymy.

The neighbourhood formation, the second step, forms the heart of the recommendation system. In

this step, the similarities between users are computed and used to create proximity based neighbour-

hood between the target customer and like-minded users [47]. For each user u and N users where

N = {N1, N2, ..., Nl}, the user u does not belong to set of N and the similarity sim(u,Nk) is greater

than sim(u,Nk+1) with sim(u,N1) being the maximum. The function sim(u,Nk) is a any similarity

function that can be used to calculate the similarity(or proximity) between a user u and another user

Nk. Proximity measures of two users can be calculated using Pearson correlation as shown in equation

2.2 or Cosine measure equation 2.3.

corrab =

∑

i
(rai − r̄a)(rbi − r̄b)

√

∑

i
(rai − r̄a)2

√

∑

i
(rbi − r̄b)2

(2.2)

In equation 2.2, using the Pearson correlation we can calculate the correlation between two different

variables in terms of how the variables are related. Pearson correlation shows how well two data sets fit

on a chart [52]. This is very useful to see the similarities and differences between two different users.

The correlation between user a and b is defined as the summation over the items for which both user a
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and b have voted [9, 47]. The notations rai and rbi represent the rating given to i-th item by user A,

and user B respectively. In the equation, ra and rb represent the averages. The result is between -1 and

1 with -1 being a perfect negative correlation. However, one of the limitations of Pearson correlation is

that it is limited to the users having rated same item which is not always available at any given time

[30].

cos(θ) =

−→
A ·

−→
B

||
−→
A|| × ||

−→
B ||

(2.3)

Alternatively, we can also measure the similarity between two users. To find the similarity of first

and second user, we can use equation 2.3 to calculate cosine measure where a is the first user, and b is

the second user. By treating each user ratings as a vector in NXN dimensional plane of N users and N

item ratings given by the user, we can calculate the cosine of the angle between them. The lower the

angle, the more similar the users are [56]. Cosine measure calculates the angle between two vectors. In

this case, a vector describes all the ratings a user has given. By calculating the angle between them,

we can see how similar they are. The closer the angle between the vectors is to zero, the closer the

preferences of both users are as shown in figure 2.2.

Figure 2.2: Angle between two user vectors

For n users , a similarity matrix S of size n × m is computed using either one of the proximity

measures where each cell indicates the level of similarity between both users.

There are two methods to forming a neighbourhood: centre-based and aggregate neighbourhood [46].

Centre based techniques form a neighbourhood for a user c of size k by selecting l nearest users where

both k and l are chosen arbitrary based on the number fo users to select from. Aggregate neighbourhood
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creates a neighbourhood of size l for a user c by selecting the closest user by preference. The rest of the

l− 1 neighbours are selected similarly. At a certain point j, when there are j neighbours in N and j < l,

the centroid of N, C is calculated using equation 2.4. Then a new user w who is not in N is selected as

the j+1th if w is the closest to the centroid C. The centroid is then recomputed for j + 1 neighbour and

continues until the number of neighbours in N is l.

−→
C =

1

j

∑

−→v ∈N

−→
V (2.4)

The final part of the recommendation system is to make the actual recommendations which is to

calculate top m recommendations from the computed neighbourhood of customers. Two prominent

techniques that are used are most-frequent item recommendation, and association rule-based recom-

mendations [46].

The first method of generating recommendations is the most frequent item generation. Neighbour-

hood N is scanned frequency count of purchases is calculated for each neighbour. All the items are then

sorted according to the frequency and m most frequently bought items that is not purchased by the

current customer are recommended [46]. The second approach uses association rules to generate the

recommendations, L neighbours taken into account while using association rules to generation recom-

mendations. Association rules work by recommending an item that a neighbour bought with the presence

of another item[30]. However, having a limited number of neighbours to work limits the effectiveness of

the recommendations made [46].

2.2.2 Model based filtering

The model based collaborative filtering method uses training data such as the active users ratings and

reviews to build a model using different data mining and machine learning algorithms [60, 9]. The model

is then validated using the testing data and list of items and rating is predicted for them if customers

have not given any rating to it yet or been exposed to it. While the heuristics based model uses the

entire database and the customers to create recommendations for the active customer, the model based

approach only relies on the active customers information as the input. Techniques and algorithms from

fields such as Bayesian model, clustering, association rules, artificial neural networks, linear regression,

maximum entropy, latent semantic analysis, and Markov process can be used [60].

11
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Figure 2.3: Process of generating recommendations [46]

2.2.3 Limitations

Collaborative filtering has a major disadvantage since it requires data to exist in order to be useful.

It has three major limitations which are sparsity, scalability, and cold start [46, 60]. Sparsity occurs

in large systems where not all items have been viewed or not all users have any ratings[41, 47]. In

large e-commerce sites like Amazon and CDNow, active customers cannot easily purchase items such

that they buy even 1% percent of the stores items. A recommender system that uses nearest neighbour

algorithms is ill suited to make recommendations for an active user in those sites. This is commonly

known as reduced coverage. It also leads to poor recommendations due to lack of enough data [46].

Nearest neighbour algorithms grow with the number of customers and items available, thus leading to

scalability issues. Collaborative filtering tends to recommend items that are popular due to them having

a much higher ratings than other items ignoring less popular or new items [1, 19]. In a recommender

system, popular items are recommended more, and acquire better ratings. This leads to lack of diversity

in the system because newer or items with fewer ratings are usually not recommended over the popular

ones. Since CF works by finding users who have similar preference as the active user, it also suffers from

cold start. This occurs when there is not much information available to predict the preferences of the

user and make recommendations[1, 57].
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2.3 Content-based filtering

Content-based filtering is based on being able to analyze items and find similarity with active user to

recommend items. Unlike collaborative filtering or association rules, this method does not require an

active database of purchase history.

2.3.1 Technique

Content based filtering approach is based on information retrieval, analysis and filtering [1, 60]. This

approach is used mainly in places where content can be read or analyzed such as news articles, movies

and anything with metadata attached. It also gives recommendations based on items the user has

viewed in the past. The contents can be described using labels and the labels are given a weight of how

well they describe the article. Using these labels and user preferences, nearest neighbour or clustering

algorithms can be used to recommend other articles to the active user. However, new users with limited

information and limited number of labels pose a challenge to this method [25]. Common algorithms that

are applicable include k-nearest neighbour, clustering, Bayesian, and artificial neural networks [60].

Content-based filtering is conceptualized from information retrieval and filtering [43, 7]. Information

filtering systems are usually used with structured data that can be easily analyzed to gain insights. Vast

amounts of data are usually analyzed by filtering systems to give recommendations because it is per user

profile [1, 7]. The user profiles are obtained explicitly through questionnaires and forms or implicitly

using behavioural information [11]. A set of attributes describing a user is computed and they are then

used to make recommendations to the user. The attributes are compared with keywords describing the

recommendations as mentioned.

Keywords used to make recommendations are weighted using term frequency/inverse document fre-

quency (TF-IDF) method to measure importance [32, 43]. Term frequency TF is calculated from N items

that could be potentially recommended to user as shown in equation 2.5 where fi,j is the number of

times keyword ki appears in document dj and computed maximum fz,j is the frequencies of all keywords

kz that appear in document dj . Keywords that appear in many different documents are not useful when

distinguishing between relevant and irrelevant documents. To do that, inverse document frequency is
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used [1].

TFi,j =
fi,j

maxz,fz,j

(2.5)

Inverse document frequency IDF is calculated for keyword ki as shown in equation 2.6

IDFi = log(
N

ni

) (2.6)

Then we can simply get the weight wi,j for keyword ki in document dj as shown in equation 2.7

wi,j = TFi,j × IDFi (2.7)

Content-based filtering systems also recommend new items based on what the user had liked previ-

ously [1]. A content based profile can be constructed for a user from their previously liked items, ratings,

search keywords, and other behavioural data. This information is aggregated to create a profile for the

user.

2.3.2 Limitations

Content base systems are highly dependent on the items being easy to analyze. In order for recommender

systems to be able to generate recommendations, content must be structured and easy to parse. If this

is not, then the item must be described manually [1, 32]. Another problem is being able to differentiate

between a bad item and a good item based on retrieved information. A bad item using same keywords

as good item will also get recommended.

Another two major drawbacks are lack of information about a user, and overspecialization. When

a new user is introduced into the system, their preferences and profiles are not aggregated. The user

would not have given enough ratings, and reviews to items and leads to insufficient information to

generate recommendations [1, 42]. When the system is only able to recommend certain items based on

users profile, it leads to overspecialization. This is due to the user having rated a specific item; the

recommender system is only able to provide recommendations for similar items. This also leads to the

user never being recommended outside of their previous ratings [1, 43]. In such cases, genetic algorithms

which evolve information filtering agents to provide recommendations have been proposed. This is done
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by using an iterative method where previous output is used to learn and adapt dynamically [55, 33].

Some recommender systems also filter out items that maybe very similar to previous items the user has

viewed in the past by comparing the recommended items against the users history of items rated [42].

Diversity is an appreciated feature of recommender systems. It allows the user to find new items that

they may otherwise have not found by chance.

2.4 Hybrid filtering

To avoid problems that exist in both content-based and collaborative filtering systems have, hybrid

solutions have been proposed [1, 60]. Solutions include: implement both filtering separately and combine

the results, incorporating characteristics of content-based filtering to collaborative adding characteristics

of collaborative filtering to content-based filtering systems and new algorithms that incorporate both

systems techniques.

2.4.1 Combining different recommender systems

This approach involves building two different recommender systems based on collaborative-based and

content-based approaches. The recommendations can be generated as either a combined linearly [10].

The algorithm works by assigning by a weight to the generated recommendations per user based on how

much it is relevant to the user. The recommendations are then added in order to be presented to user.

The second method is to use the level of confidence each system produced for the results that are more

consistent with the users past ratings and provide them to the user [59].

2.4.2 Add content-based characteristics to collaborative-based systems

Many recommender systems are implemented using collaborative-based approach with content-based

user profiles generated through content-based approach [1]. The profiles are then used to find similarity

between users rather than items which help the system overcome some of the sparsity-related limitations.

Recommendations can be generated through collaborative filtering first. They are then compared against

current user profile to determine if its interesting to the user or not and to present it [33].

Recommender systems are suited for recommending new things that the use has not rated but they

also perform inefficiently when faced with lack of ratings from the user. The two problems mainly faces in
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this case are cold start users, and cold start items where the user has not rated anything and an item has

not received any ratings respectively [25, 57]. This limits the system for making quality recommendations.

The approach first builds a user model based on the users personal interest and preferences independent

of all other users in the system by analysing the items the user has rated positively in the past using a

minimum support. The next step incorporates neighbourhood formation techniques from collaborative

filtering by using cosine measures to calculate similarity between users which calculates the similarity

as the angle between two user vectors [56, 25]. The user model is then enhanced by adding features of

closest neighbours. The recommendations are generated using newly added items that match best to

the new user model. This approach tries to solve new item problem and new user problem by enhancing

the user model. This approach also tries overcome problems with overspecialisation where the user is

recommended the same items again [32].

2.4.3 Add collaborative-based characteristics to content-based systems

Curse of dimensionality occurs when a lot of features exist per item that makes it difficult to cluster

or compare them [49]. The most common approach is to use dimensionality reduction algorithm on a

group of content based profiles [1]. This allows performance improvements since it reduces the amount

of preferences/features that must be compared to generate the recommendations.

2.5 Evolutionary programming and algorithms

Evolutionary programming (EP) takes its roots from natural selection and evolution[27] where organisms

and species evolve and adapt to their surroundings. Evolutionary programming is a way of programming

in a way such that programs automatically solve problems without constantly telling the computer how

to accomplish it. It also plays an integral role in machine learning and artificial intelligence because it

allows computers to behave in way that is distinguishable from humans. If a computer has an activity

that EP has, it would seem that humans have used intelligence to solve the problem[45]. This is very

promising in a recommender system because we would get the same behaviour as getting recommended

by a person using a computer.

Evolutionary programming is useful in the fields of data mining, and knowledge discovery[4, 15, 61].

Attribute selection in data mining is a difficult task due to accuracy and cost of classification and GA
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has been seen as a natural solution for the problem. Genetic algorithms are also employed in solving

problems in the field of machine learning[18, 24] with rule extraction in the early stages when it is not

known about the problem to solve. Rules in field of knowledge discovery help us to make association

with different sets of data.

2.5.1 Background information

Genetic algorithm tries to solve the problem of how can a computer solve a problem without explicitly

telling how to solve[44]. Genetic algorithms take inspiration from evolution and natural genetics and

tries to apply them to computing. This allows us to rather specify the structure to solving problem, we

let GP create the structure[58] to solve. Organisms in nature are always fighting for resources, adapting

to environments, and improving how they live in harmony with their environment to ensure and increase

their chances of survival. The way the organisms adapt and pass on to their offspring is using genes.

Genes form chromosomes which control how an organism looks and behaves.

In nature, a phenomenon called ”survival of the fittest” occurs where individual organisms fight for

resources and the ones that are best fit survive. When reproducing, these organism pass on their genes

to the offspring. When two different genes are combined in the process of reproducing, the offspring

creates a new gene pool[6, 58]. The new combinations of chromosomes that are created as a result

of mixing parents’ chromosomes are called a crossover. In some cases, the two parents’ genes form a

new combination that allows offspring an advantage. The repeating occurrence of this process allows the

species to survive better in the environment than their competition who do not have the same advantage.

The concept of genetic algorithms were first proposed in early 1970s by Holland[6, 22, 58] to create

computer program that models and mimics nature’s evolutionary process. Genetic algorithms work the

same way as GP but instead of working with whole programs, GAs only work with structures that

need to be optimized. Genetic algorithms convert a population of potential solutions to an optimization

problem. The algorithms work based on the characteristics of the problems rather than on the problem

directly. This is very similar to living things where the genes are modified instead of the entire organism.

Each solution is then associated with a fitness value to indicate how good it is. The values of the solutions

are compared against each other, and higher the value, the higher the chance that solution has on to

moving on to the next stages. When moving on to the next stage or iteration, a crossover is simulated

to create new combinations of genetic materials.
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2.5.2 Recommendation Systems

Recommendation systems need to constantly adapt to user preferences and behaviour overtime to gener-

ate relevant recommendations. One of the method is to constantly keep producing new recommendations

and ask the user to rate them and produce new ones interactively [26]. In their work, Hyun-Tae et al

recommend music to users utilizing an IGA. They extract tempo, pitch and other features from music

files to form their solutions. Using the extracted features, they find similar music using content based

filtering. Their fitness function is determined by the user who gives rating to each music.

Genetic algorithms can also be employed to form neighbours in collaborative filtering to make rec-

ommendations. In their work, Pan et al represent each user in a RS as vector of product information,

customer profile information and their transaction data to form solutions to be used in GA[23]. After

that, they use this information to find the closest neighbour to the active user and then generate rec-

ommendations. After testing the recommendations against actual data, they mutate the profile at each

iteration and make recommendation at each stage. This model promises to make better recommendations

than normal approaches.

GA has been shown with promising results to solve sparsity and cold start problems in RS. This is

approached by constructing feature vectors using available data and filling in missing data with user

preferences[13]. Fong et al try to solve lack information in their items by aggregating all available user

preference information. Their GA mutates the preference vector at each round by giving different weights

to a feature after testing it. By emphasizing on known information about the user, they are able to

make better recommendations.

2.5.3 Algorithm overview

Although genetic algorithm does not have a set standard of how it should be laid out[34], Genetic

algorithms have five major aspects them [6, 58] which are:

1. Encoding - Each solution/organism have to be encoded in a manner that is easy to represent it

using a binary string

2. Fitness function - Each solution has to go through a fitness function which assigns a value indicating

how strong the solution is
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3. Reproduction - Solutions are selected by their strength and compared to produced a new entity

which will share characteristics from the parent species

4. Mutation - Eventually all the organisms that are left over will be mutated until they are very

similar and converge to have the same/similar set of characteristics. . .

2.5.4 Encoding

The heart of every GA algorithm is an solution described by its chromosomes which will be later passed

down to their offspring. It is common to use a binary string to represent each solution in GA where

each bit indicates whether the solution possess that specific characteristic or not and to use numbers to

indicate the strength of a feature in an solution[34, 39]. Using numbers have an advantage over using

simple bits to indicate presence of a feature because it allows us to define an solution as stronger than

others by using more than just presence of the feature. New features can easily be added by introducing

new property and assigning a value, and using zero to indicate the solution does not have that feature.

In equation 2.8 we represent a possible solution by describing the strengths of each feature. There are

6 features available and the higher a value, the stronger that feature is.

[

4 9 1 3 4 7

]

(2.8)

2.5.5 Fitness function

The fitness function is a function to rate a given individual and assign a score to it. An individual that

shows a lot of promise to be closer to ideal solution we are looking for will have a higher score than

others. The fitness function is very critical in GA because they decide whether a solution is good or

not and a poorly designed function will lead to less than ideal solutions in the end. Fitness algorithms

can vary from being utility function or simple mathematical functions such as sum and average are

applied[12, 58]. Utility functions measures the usefulness of something to a user rather than simply

plugging into an equation.
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2.5.6 Selection and Reproduction

In GP, the fitness function is applied to each and every solution. The assigned fitness value is used to

select an individual probabilistically where individuals with higher fitness value have higher chance of

being selected[37, 39] in a process called tournament selection. The algorithms used to select individuals

also give individuals with lower fitness score a fighting chance to ensure their characteristics are passed

on as well to create diversity. If we have two solutions which we consider parent solutions that are

described using two vectors [4, 9, 1, 3, 4, 7] and [4 9 1 3 4 8], we can make a child of those solutions

such as [4, 9, 1, 3, 4, 8]. In this example, the new solution inherits characteristics of both solutions. A

particular characteristic from one parent is probabilistically selected over the other one.

2.5.7 Mutation

Earlier in reproduction, we saw that offspring takes it value from the parents. However, this is not

very useful to us when finding the optimal solution. Therefore mutation is the primary way of obtain

new solutions to work with in GA. All the solutions in GA are provided with the same probability of

mutating with no favouritism. The mutation changes a value in the offspring to be something different

than from both of its parents, introducing new possibilities. For example, if we have two solutions [4, 9,

1, 3, 4, 7] and [4, 9, 1, 3, 4, 8] which we consider to be the parents, child can be [4, 9, 5, 3, 4, 7]. In this

case, the child not only inherited characteristic of the parents, but the third characteristic is mutated

to be different than both parents. This approach has been met with criticism because they exists a

chance good solutions will become bad. The solutions that are bad will become worse with the same

mutation but the act of assigning the mutation to all also ends up degrading the quality of the good

solutions[28, 39]. An approach to this includes reducing the mutation done to favourable solutions with

higher fitness scores.

2.6 Cold Start Problem

In order for the recommender systems to predict well, information about the user is needed. There is little

work done to alleviate the problem when a new user is introduced to the system in both collaborative

filtering and content based filtering systems. Both systems fail to efficiently and accurately predict items

due to lack of knowledge of the users preferences, activities, and ratings of items [40, 31]. A recommender
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searches the system to for new items and decision theory is proven to be productive in sorting items in

terms of their usefulness [40, 16]. In early stages, users can be recommended very similar items due to

the lack of information. But as the user looks for more items, their needs change with the items they

want [16].

2.6.1 Related work

One approach is to assign the user default set of preferences. The system would learn and adjust the

users preferences using a utility function as the user becomes more active [31]. This model is not ideal in

the beginning stages of the system where the user has not given enough information due to its tendency

to give very non-personalized generic recommendations. Another way to learn more about the user is to

assign the new user to a small of set of categories by presenting the user with a small questionnaire after

which the system would learn from the user [20]. This method avoids making any assumptions about

the user preference at the expense of requiring some initial work from the users. Another proposed

methodology for solving for new users includes calculating the demographics for all the users in the

system. The new user is compared against the calculated demographic to classify them per preferences

which is used to find nearest neighbours [29]. However, this method is not very personalized and ill-suited

for many applications.

In order make new items appear more prominent, techniques using filter-bots are utilized [19]. Utiliz-

ing bots to analyse documents, and assigning them score based spelling is effective in attacking cold start

problem for items [49]. Filter-bots go through the system for new items that have not been exposed to

users or have any ratings, and give them a rating by analysing the content using term frequency-invert

document frequency (TFI-DF) of the items with promising results [19]. However, the work does not

cover when a new user is entered into the system.
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Chapter 3

Methodology

In this chapter, we outline our problem that we’re trying to solve, our approaches to tackle the problem

and how we are going to accomplish it. We will also give information pertaining the tools, packages

and any data sets we will be using. Throughout the chapter, as we introduce new methodologies and

algorithms, we will also show a brief demo using sample data to give better understanding of how we

expect the algorithms to behave.

3.1 Cold-start solution

All recommendation systems will inevitably face cold-start problem. The cold-start problem is defined

as having lack of a lot of knowledge and data to make recommendations. This happens when a new user

or item is introduced to the system. The system lacks enough information about the user including what

kind of items they are looking for, their preferences and characteristics. This makes it incredibly difficult

to recommend anything useful and end up making recommendations that are not very personalized.

3.1.1 Problems with current solutions

We must first realize that when there is absolutely no information about the user, we cannot make

any recommendations that can be personalized nor can we say are useful to them. Recommendation

engines try to characterize users based on the information they know about the user. This includes using

geographical information to place the user in a certain region or country, using gender to group them
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or using age to place them into different age groups. These systems take away the personalization and

treat each user as a generic user. Some systems also users extra questions in the early stage to better

understand them but that is cumbersome to the user. The time can be better utilized rather than filling a

questionnaire. Many systems in the absence of user preferences, use the very basic information have they

use to recommend the same type of content to the user again and again leading to overspecialization.

Overspecialisation occurs when the recommendations are are from the same feature space. This is

because they do not have enough information to give recommendations from a variety of items.

3.2 Our solution

Our approach in its core is a very simple counter-intuitive idea. In the early stages, when we know very

little information about the user, we generate recommendations that we do not know whether the user

will like or not. When the user first uses the system, they might rate a single item describing when they

like that item or not. We cannot fully describe the user using that one single rating. However, we can

generate a lot more to the user from the areas of the system where the item does not fit. For example,

if the user likes a movie in the horror genre, we can recommend to the user movies other horror movie

lovers have rated highly from different genres such as sports and actions. This lets us learn more about

the user’s preferences

3.2.1 Reasoning

In early stages of a user’s interactions with the system, we will not know all the information. At this

step, the user is randomly recommended an item. The user then rate that item whether it was good or

not. From this item rating and comparing it with what we know about the item and how others have

rated item, we can gain some important perspective of the user. From the rating, we can figure out how

much the person likes or hates the category the item belongs to and a little of their tastes towards that

category. Then based on that, we can recommend items outside of the category.

For example, if the user has rated an action movie highly, then we can conclude the user has indicated

some preference in action movies. Most systems would then recommend more action movies. However,

an important point to note is that user will find action movies regardless of whether we recommend them

or not just by browsing. The recommender system has nothing to gain by recommending more action
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movies to the user. We would like to recommend outside of the range because that is the information

we’re lacking. In our case, since the user has shown interest in action movies, we will recommend them

a drama or comedy film. This will introduce new things to watch that the user might not otherwise find

on their own.

The benefits of this approach are many. First, we recommend new thing that the user will not discover

themselves out of curiosity. That is what a recommender system should do. Secondly, we now have more

chances of learning the user better. By introducing new categories (and genres in the case of movies), we

can learn more about the user’s tastes and preferences. This will lead to better recommendations later

on. Thirdly, we also avoid overspecialisation. Overspecialisation occurs when the user is recommended

items of the same category. We both avoid that and recommend new items to user with this approach.

When a user is new to system and has rated their first item, we have three scenarios on which we

can build up on and recommend. The first case is that user has rated highly and all the other users have

also rated highly. The second case is the user has rated highly but none of the users have rated highly.

The third scenario is where user has rated lowly. We do not take into consideration what other users

have rated when the rating is low unlike when rating is high. We will get into details as to why later

when we discuss how we approach each case.

3.3 Use Cases

The first item the user rates in the system can have different rating values. We have created three

generalized cases, and algorithms to handle them. The first case is when the user rates an item highly

and other also rate that item highly. The second case occurs when the user gives a high rating to an

item that everybody else rated lowly. The case happens when the user gives low rating to a popular

item. We have three different algorithms to handle these situations. The first algorithm forms immediate

neighbours based on the ratings. However, it fails when no user gave the movie a high rating. We apply

the second algorithm to solve that problem. Then, we have a situation where the user gave low rating

to a popular movie. The first and second algorithms fail to address this issue. Hence, we develop a third

algorithm to fix this. We will talk in more details on how each algorithm works in later sections.
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3.4 Dataset and Tools used

Before we begin our methodologies, we have to define the tools we will be using to implement our solution

and the dataset we will be using.

3.4.1 Dataset

MovieLens[36] is a dataset collected by a research group from University of Minnesota called GroupLens

for conducting research in the field of recommender systems. The data is anonymized to protect user

identity. The data contains movies, users the ratings users have given to movies. The specific dataset is

chosen due to its wide popularity in the field for benchmarking recommender systems[38]. The dataset

consists of approximately 6,040 users, 3,900 movies and 100,000,209 ratings. The possible values for

ratings are 1,2,3,4 and 5 with 5 indicating the user liked the movie the most and 1 being the user liked

the movie the least.

3.4.2 Programming Language

For our implementation, we will be using Python. Python is an interpreted programming language well

suited for doing data analytics, processing and database interactions. We will use Python for importing,

transforming and extracting information from our MovieLens dataset.

3.4.3 Libraries and Utilities

We will be working with a large dataset so we will utilize Microsoft SQL Server Express 2014 to hold

our data. The data from MovieLens will be imported into SQL Server to make analysing and querying

information much easier than reading from files directly. Our research will also include some mathematics

which we will implement in code for speed and efficiency. For that need, we will use NumPy, a Python

library well suited for mathematics. In order to implement some of our methods using evolutionary

algorithms, we will use a library called Distributed Evolutionary Algorithms in Python (DEAP)[14].

The library ships with many common strategies used in evolutionary algorithms implemented thus

saving us the trouble of writing very genetic code.
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3.5 High rating

The first case we have to tackle is when the user has given a high rating to an item and other users in

the system also gave this item a high rating. This is far the best scenario because it gives us information

about the user’s preference. We can see what kind of items the user likes based on this rating. Since the

rating is aligned with how other users have mostly rated as well, we can easily find neighbours to make

recommendations.

3.5.1 Technique

We start with a basic recommendation engine that just lists all the movies sorted by their average

ratings. This will do the basic recommendation just to expose what is available to the user so they can

rate. After the user has given their first rating, we can started on making recommendations. After the

recommendations are generated, we will filter out the ones we don’t need. An overview of the flow is

given on figure 3.1 illustrating the entire process.

Figure 3.1: Overview of recommending for highly rated movie with immediate neighbours

We will begin by gathering information about the movie the user has rated. The information will

include all the genres the specific the movie belongs to and the individual ratings given to the movie

by each user. The individual ratings will exclude the active user’s rating since it cannot be useful in

anyway. Then using the user’s rating, we find all the users who have rated the movie with similar rating.

We will call these the neighbours since they have some similar preference. The next step will be to find

all the movies the neighbours have rated highly. Of the movies gathered, we will remove all the movies

that fall in the same genre as the user’s rated item. This will give us a list of highly rated movies that
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user will not find normally.

A small note to make is that we only get highly rated items from the neighbours. We do not get

items with high average. This is because the average is influenced by the community whereas individual

ratings reflect each rater’s perspective and that is what we would like. We also recommend only the

movies the user rated highly. It is true that one user’s low rated item can be another’s high rated but

to avoid making assumptions about the user, we only rate high rated items. Another thing to consider

is that when we include items of all types of rating, we saturate the result set. A smaller dataset allows

the user to quickly go through. A larger set will cause problems with ordering since we cannot order in

any specific way that is meaningful to the user.

In order to accomplish this task, we will need two methods which will be used to gather movie’s genre

information and to make actual recommendations. The first method will be straight forward which is

shown in algorithm 1. The method will simply accept a movie and return a set which will contain all

the genres the movie belongs to. We first go through all the genres in our dataset using a for loop and

a variable called Genre to keep track at each iteration. If the current movie is part the current genre,

we add it to the GenreSet variable. After the loop is completed, we return the set.

Algorithm 1 Getting genre names and ids for a given movie from database and returning them as a
set
function GetGenres(Movie)

set GenreSet to {}
for each Genre in Genres do

if Movie ⊂ Genre then

Add Genre to GenreSet

end if

end for

return GenreSet

end function

In table 3.1 we have a list of genres and the films. Each genre has a set of films associated to it.

The same film can belong to multiple genres. If we are to apply our algorithm to select the genres of

Toy Story, we would get back a set that is Children, Animation since it belongs to both of them. The

retrieval of genres borrow from the idea of Content-based filtering where we analyze each item to get

more information about it.

After we have obtained genre information, the first step will be finding neighbours of the active user.

We will use the rating and movie information we have to find the neighbours. The neighbourhood will

28



CHAPTER 3. METHODOLOGY 3.5. HIGH RATING

Table 3.1: Movies and genres they belong to problem 1

Genre Movies

Children {Toy Story, Free Willy, ..., Santa
Claus}

Horror {Alien, Exorcism of Emily Rose,
..., Heavy Metal}

Animation {Aladdin, ..., Toy Story}

Adventure {Avatar, ..., Rambo}

formed by selecting all the users in the system who have also rated the movie with the same rating as

shown an algorithm 2. This will ensure that all the neighbours have indicated similar preference towards

that movie. In order to find neighbours, we go through all the ratings of all movies in the system. Then

for each rating, we compare the metadata(movie, the user who rated it and the rating itself) associated

to it. In this scenario we make the assumption there is at least one user who has given the movie with

the same rating. This may not always be true and we will handle that case later on.

Algorithm 2 Get users who gave same rating to a specific movie

function GetUsers(Movie, Rating)
set AllUsers to []
for each MovieRating in MovieRatings do

if Movie = MovieRating.Movie then

if Rating = MovieRating.Rating then

Add MovieRating.RaterId to AllUsers

end if

end if

end for

return Users

end function

Suppose we have a table of rating as shown in table 3.2 with all the ratings. Each cell in the table

has an object representing the movie the rating belongs to, the id of the user who rated it and the actual

rating given. If we use the function to find list of people who have rated Toy Story with rating of 5, we

will get back a list [ 56 ]. This indicates that a user with id 56 has rated the movie 5. All the other

ratings will be ignored.

After forming neighbourhood, the next step is to actually make recommendations as shown in figure

3.1. This is done simply by getting all the movies each neighbour has seen and rated as shown in
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Table 3.2: Movie rating information for algorithm 1

Ratings

{Movie: Toy Story, RaterId: 1, Rating: 3}

{Movie: Free Willy, RaterId: 56, Rating: 5}

{Movie: Alladin, RaterId: 4, Rating: 5}

....

{Movie: Toy Story, RaterId: 56, Rating: 5}

{Movie: Alladin, RaterId: 56, Rating: 5}

{Movie: Avatar, RaterId: 56, Rating: 5}

{Movie: Exorcism of Emily Rose, RaterId: 543, Rating: 4}

{Movie: Avatar, RaterId: 56, Rating: 5}

.....

algorithm 3. When we make recommendations, we do not exclude all the items the current user has

rated since it will be removed later when it is filtered for genres. This is to avoid recommending items

that user has already seen. The rating used is a parameter that can be varied to increase the number of

results. The lower the rating, the higher the number of items returned.

Algorithm 3 Generate recommendations from neighbours

function GenerateRecommendations(Rating, Neighbours)
initialize Items = {}
for each MovieRating in MovieRatings do

if MovieRating.RaterId ⊂ Neighrbours then

if Rating <= MovieRating.Rating then

Add MovieRating.ItemId to Items

end if

end if

end for

return Items

end function

The method will be called with a high rating of 4 or 5 initially. The main reason is that we want

only movies that have been highly rated and liked by users. By choosing a lower value, we increase

the number of recommendations generated but those cannot easily be identified as good or bad. One

approach will be to take the average of all the rating the movie has received however that doesn’t reflect

30



CHAPTER 3. METHODOLOGY 3.5. HIGH RATING

the view of the neighbours. It will include ratings from users who are the farthest so we avoid that. The

farthest users are users in the system who can have very different preferences. If however, we cannot

make any recommendations with a value of 5, we will reduce by one to a minimum of 1. After each

deduction, we will generate new recommendations.

Using the user obtained from the ratings of Toy Story, we can now generate recommendations. As

we have shown, in our sample dataset the user closely matching our active user is 56. The use has rated

Alladin, Toy Story and Avatar with high ratings. Running our algorithm would return us a set of movies

containing all three of these including Toy Story, a movie we already watched. The set would be Toy

Story, Aladdin, Avatar, Free Willy. We will remove Toy Story later on.

The most crucial step in our recommendation algorithm is the filtering of movies based on their

genre. In this stage, we use a function shown in algorithm 4 to remove any movie that fits in any one

of the given genre. When we use this function along with the genre of the movie user has rated, we will

get movies that have very different genre. The first parameter of the function will be the set of genre

from algorithm 1 and the second parameter is the movies from algorithm 3. The result will be a set of

movies whose genres are mutually exclusive from the movie the user rated. During the filtering stage,

we also remove any recommended movie that the user has already watched.

Algorithm 4 Filter out movies if they match any of the genre of a given set

function FilterMovies(Movies,Genres,WatchedMovie)
initialize FilteredMovies to {}
for each Movie in Movies do

if Movie ⊂ WatchedMovies then

continue

end if

set MovieGenres = GetGenres(Movie)
if MovieGenres ∩Genres = {} then

Add Movie to FilteredMovies

end if

end for

return FilteredMovies

end function

To illustrate this, we will use our set of movies obtained earlier. Since the active user rated Toy

Story, we already know that it belongs to set of genre that is Children, Animation. Our filter method

will remove all movies from our recommendation step that are part of either one of these genres. Alladin

also falls into the same two genre so it will be filtered out. Then we look at Avatar. Avatar falls under
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the category of Adventure but not Childen nor Animation so we keep that movie. Then Toy Story

automatically gets filtered out. Our last movie in the list is Free Willy. Free Willy falls in the Children

genre. Since it seems that children movies are of interest to the user, we also filter out Free Willy. This

gives us a recommendation consisting of Avatar. This is a movie that user hasn’t watched yet and it is

in a new genre.

Recommending Avatar gives us the potential to learn more about their user’s preference. Now we

have movies that user will highly like outside the area of interest we know about. Based on the rating

the user gives to Avatar, we can further learn more about the user and make better predictions.

3.6 High Rating with Different Taste

There is a scenario where a user might like a movie very much but no one else will. This can happen

very frequently where a user would give a movie a rating of 5 but no other user in the system will. This

makes it very difficult to form neighbours since the user’s preference does not match any other user. To

handle this tricky situation, we use an item-to-item-to-user similarity to find neighbours.

3.6.1 Technique

In order to find users when there is no user who has rated the item similarly, we use a transitivity

approach as shown in figure 3.2. Due to the fact we cant find similar users to active users directly, we

take a transitive route through the item rated. First we gather the genre of the movie rated. This is

done using the same algorithm 1 as earlier. After obtaining the genre set, we apply a new algorithm on

the set to find all movies from the system that are categorized into those genres. This would give us

more items the active user has interest in. This also produces more items that have the potential to be

rated highly by other users as well, helping to form neighbours.

Let’s say we have the ratings for just Toy Story as shown in table 3.3 where none of the ratings are 5.

In this case, our active user gives Toy Story of 5. Using the methods we have described above, we cannot

form neighbours. Instead, we make basic assumption that the user is into the genre that Toy Story falls

into. This is evident because the active user is the only who has rated it highly. This indicates the user

is more into the genre than the actual movie. This is because the user watched a bad movie. The only

information that can captivate the user to watch the movie is the genre, and not the storyline. To begin
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Figure 3.2: Overview of reecommending for highly rated movie with no immediate neighbours

Table 3.3: Movie ratings for algorithm 2

Ratings

{Movie: Toy Story, RaterId: 1, Rating: 3}

{Movie: Toy Story, RaterId: 56, Rating: 2}

{Movie: Toy Story, RaterId: 4, Rating: 1}

{Movie: Toy Story, RaterId: 352, Rating: 4}

{Movie: Toy Story, RaterId: 187, Rating: 3}

neighbours, we first get the genres Toy Story belongs to, which would be Children, Animation.

After obtaining the genre, we find all movies that also fall in the same genres. In this scenario, we

find all movies that fall into all of the genre and have average rating above a certain threshold. We

use average rating here because we want highly rated movies from that genre. We also use the average

rating as a paramter to filter out movies so we can control how many movies we can find as neighbours

for current movie as shown in algorithm 5.

To illustrate how this works, let’s use a more detailed ratings as shown in table 3.2. After obtaining

the genre for Toy Story, we run our neighbourhood formation algorithm for items. This is a item to

item filtering. We go through all the movies in the system using an average rating of 3.0 and find

that Aladdin is the only movie that satisfiesour constraint. Now we only have one movie. That is not

much to recommend to the user. It also falls in the same genre as Toy Story which we want to avoid

recommending so the next step will be find new users who might be neighbours.

We will be doing this by finding users who rated the movie of neighbours highly. We will define a
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Algorithm 5 Find movies that are in the same genre as a given movie

function FindMovies(CurrentMovie, AllMovies,Rating)
initialize FilteredMovies to {}
initialize CurrentMovieGenre = GetGenres(CurrentMovie)
for each Movie in AllMovies do

if CurrentMovie = Movie then

continue
end if

initialize MovieGenre = GetGenres(Movie)
if CurrentMovieGenre = MovieGenre and Movie.AvgRating ≥ Rating then

Add Movie to FilteredMovies

end if

end for

return FilteredMovies

end function

function as shown in algorithm 6 that will accept three parameters, a rating, all the movies that are

neighbours and all the ratings in the system. The rating will be determined when calling the function.

The algorithm will go through all the ratings in the system. For each rating, it will check if that rating

belongs to one of the neighbour movies. Neighbour movie is a movie that is in the same genre or has a

genre in common. If it does, then we check the actual rating the user has given. If the rating is above

the value we pass, we add that user to list of users and we return the entire user list at the end. We

will use a rating of 3 to get rating as much as users as possible to form neighbours while still retaining

highly rated movies. If we choose a lower rating, we will get more neighbours. By using a rating of 3,

we will get users who actually liked those movies and perhaps the genres those movies fall into. This

will help us form a better neighbour of users.

Algorithm 6 Find users who rated set of movies highly

function FindMovieRaters(Rating, Movies, MovieRatings)
initialize Users = {}
for each Movie in Movies do

for each MovieRating in MovieRatings do

if MovieRating.Movie = Movie then

if Rating <= MovieRating.Rating then

Add MovieRating.RaterId to Users

end if

end if

end for

end for

return Users

end function
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Applying algorithm 6 will give us users who gave high ratings for the movie Aladdin we obtained

earlier. The users wouldbe {4, 56} from the table 3.2. We assume these users to be the closest neighbours

of the active user given the constraints such as the rating and movie rated. After we have gotten the

users, we can easily make recommendations as outlined in algorithm 3. We will be using a rating value

of 5. That is, we will only select items rated 5 by the users to recommend to the active user to make

sure we only recommend movies that were seen as beneficial by the neighbour. This will give us a list

of {Avatar, Aladdin, Toy Story, Free Willy}.

After having a list of movies, the final step is to use algorithm 4 to filter out movies that belong to

the same genre. Since Aladdin, Toy Story, and Free Willy fall in the same genre of either Children or

Animation we filter them out of the list. The remaining movie Avatar is then recommended to the user.

This again is of a different genre so we have much better recommendation.

3.7 Low Rating

We handled the two scenarios that can happen when the user gives a high rating to a movie. The first

case where everybody agrees with the user is relatively is to handle while the second case where no

other user in the system gave the same high rating was a bit more difficult. However, using a transitive

approach, we also handled that case elegantly. The third scenario that can happen is where the user

gives a movie a very low rating and this is a much more difficult problem to solve. There can be two

main reasons why a user can give a movie a low rating.

3.7.1 Bad Movie

First example that occurs when a movie is badly rated is that the movie is bad. We can easily confirm

this by comparing the ratings the other users gave. If the average rating of the movie falls towards the

lower end of 1-5 rating spectrum, we can confirm that the movie is indeed a bad movie. However, we

have to note that the user was willing to watch the movie based on the genre. This indicates the use

has shown interest in the movie.

To illustrate this point, we take a look at tables 3.4 and 3.5 which contain the rating data and the

genre data for the movie The Last Airbender respectively. If our active user gives the movie a rating

of 1, we can compare that against other ratings the system. We will gather the average of the ratings,
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Table 3.4: Movies and genres they belong to problem 2

Ratings

{Movie: The Last Airbender, RaterId: 1, Rating: 1}

{Movie: The Last Airbender, RaterId: 56, Rating: 2}

{Movie: The Last Airbender, RaterId: 4, Rating: 1}

{Movie: The Last Airbender, RaterId: 352, Rating: 1}

{Movie: The Last Airbender, RaterId: 187, Rating: 2}

Table 3.5: Movies and their genre information problem 3

Genre Movies

Children {Toy Story, Free Willy, ..., The
Last Airbender}

Animation {Aladdin, ..., Toy The Last Air-
bender}

Adventure {Avatar, ..., The Last Airben-
der}

which will be 1.4 in our scenario. This is evident that the movie is terrible but the user still showed

interest in either Children, Animation or Adventure movies.

3.7.2 Good Movie

The second scenario occurs when everyone in the system gave the movie high rating. This also leads to

two potential cases. The first situation occurs where the user actually dislikes the movie but likes the

genre. This can occur if a particular plot is not very favourable to the user so they decide to give it a

low rating. This does not tell us much about the user’s preference because we cannot say with guarantee

that user likes or hates the genre. If user dislikes Toy Story, we cannot say with confidence they hate

the Children or Animation genre.

The second situation as to why the user rated it lowly is because they do not like the genre. For

example, if they rated Toy Story with a low rating, it could indicate that the user does not like Children

nor Animation. Even though this is a possibility, we have to take into consideration that if the user
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did not like the genre, they would not have opted out to watch or rate Toy Story as the first movie.

Therefore, we can assume that user did like the genre of Children and Animation.

By analysing all the possible outcomes, we can conclude the user did in fact like the genre when

they give a bad rating. If only they did not like the movie, they gave it low rating unlike other users

indicating they wanted to give the genre a try. The other case where users also rated lowly still indicates

they wanted a movie from the genre. Using these findings, we can continue to form neighbours and

generate recommendations.

3.7.3 Genetic Algorithms

To aid us in solving this problem, we have a few ways of using evolutionary algorithms. We have the

option to implement using a genetic programming method or a genetic algorithm approach. We opt

out to a genetic algorithm because we don’t have enough information to implement various strategies

required from genetic programming. In GP, we evolve programs to solve our problem. However, with

limited knowledge of the user, we can not implement it.

As discussed earlier, evolutionary algorithms (EA) are an optimal solution finding algorithms. That

means throughout mutation and crossover at each generation, they find the optimal solution that fits our

requirements. Another characteristic of EA is that towards the end of the cycle, the solutions converge

to be very similar. This will aid in making better recommendations because it will fulfil our criteria for

finding the optimal recommendations.

Unlike our scenarios with high rating, we do not find similar users or items using the mechanisms

described earlier but use a GA approach. This is because we want to avoid neighbours formed on the

basis of negative ratings. The reasoning is that users have preferences in terms of what kind of movies

they like and the genres they are into. When we have a high rating, it is easy to form neighbourhood for

like minded users since the amount of genres that will be similar are very low. However out of the possible

genres, the users will dislike more genres than they actually like. When we form a neighbour using this

approach, we dilute our approach with less than optimal data which will lead to recommendations of

poor quality.

In order to make recommendations, we will have to find a best vector that can match the users. In

other words, we will find an individual that will have the best chance of finding neighbours who highly

rate movies. We will first construct a preference vector for each user by averaging their ratings per each
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genre of movie. Using GA, we will then find a best individual solution that matches users by comparing

the user’s preferences against our current individual. Then by utilizing that solution and forming a

neighbourhood, we will generate recommendations filtering out movies in the same genre.

Before we start implementing our Genetic Algorithmic approach, we must define how our individual

solutions will look like, how they are represented and what information they will provide.

3.7.4 Individual Representation

In our MovieLens data, the movies are categorized into 18 different genres. We will use a vector of size

18 where each value directly corresponds to each of the movie genre to represent each individual. Each

value will be in the range of 0.0 - 1.0 inclusively. The values will be an indication of how much they

directly correlate to the genre. That is, a value closer to 1.0 will indicate a strong preference towards

that genre while a value closer to 0 indicates dislike towards that genre. We will use this vector to find

users who have similar tastes and preferences in terms of genres. This representation is very useful at

mutation because at each iteration, the mutation will either cause the individual to prefer some genres

more or dislike them more.

We choose preference vector of different genres to represent the user because of its versatility. We can

easily implement a fitness function of our choosing. It is also easy to use in the selection and crossover

process. We can easily select individuals based on their certain genre values and crossover by easily

mapping to same preferences of another individual. Also having real number in the range of 0 to 1.0

gives us greater range of mutation.

3.7.5 Sample initialization

In our genetic approach, we need a sample population to begin with. Under normal circumstances, in

GA, the sample population is selected as N random solutions from the entire population. This allows the

algorithm to begin with actual data and find the best solutions. However, this is not the case with our

scenario. We have an initial population which is the preferences of each individual user in the system.

However, our can not form a sample population from these preferences because it does not work for

the active user. Our initial population should not be based on existing users since we will need to find

neighbours. In other words, it is not worthwhile if we construct the initial population using the same
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users who we are trying to match against.

To circumvent this problem, we will construct the initial population randomly. The size of the initial

population will be 18. We will have a population of 18 individuals where each individual have preferences

for the 18 different genres in the system. The reason for choosing a population of 18 is that we want each

individual to highly correlate towards a specific genre. For example, the first individual will like Children

most, second will like Animation the most and so on. All the other values are randomly selected but

will be less than the genre the individual prefers the most.

The reasoning behind choosing our population in such manner is that our ultimate goal is to find the

best individual who will be able find neighbours who have same preferences and also have highly rated

movies. The reason we choose 18 individuals mapping to different genre instead of one individual which

likes all genres is that it is both impossible and cannot be used in GAs. What we mean by impossible

is that, we will not have a user who likes all the genres equally.

One of the most important aspect of each individual is that, it will also have a strong preference

towards the genres of the movie rated. The value will not be higher than the genre the individual

represent but it will not be lower than any of the other genres. This is very crucial because this is the

only information we have about the user. This will aid in forming neighbours who likes the genre the

user showed interest in and like other genres as well.

To demonstrate how our initial population will look, we’ll use individuals from table 3.6. The table

only covers three different genre for this purpose. The individual’s representation will be of format

[Children, Animation, Adventure] to indicate the different genres that are possible in the system. Each

value will indicate preference level. In our example, we assume the active user liked a movie from the

genre of Children. The first individual which favours Children, does not have high values for any of the

other genres. However, the other solutions have a high value to indicate preference for Children movie

and their corresponding genre. The second individual favours Animation mover Adventure while the

third individual prefers Adventure over Animation. They both equally prefer Children genre.

3.7.6 Selection and crossover

We have to determine the mechanisms used to select parent individuals at each iteration to be used for

generating offspring. For this task, we will be using tournament selection process that is prevalent in the

field. Tournament selection method selects top N individuals who score highly using the fitness function.
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Table 3.6: Sample initial population of three genres

Genre Individual

Children [1.0, 0.435, 0.443]

Animation [1.0, 0.652, 0.286]

Adventure [1.0, 0.158, 0.751]

The selection process is random giving higher chances to individuals with higher scores. This enables us

to select individuals with higher potential to be used in the next generation and to produce offspring.

We will use N=3 to limit the number of individuals selected. If this however proves inadequate, we can

increase it later up to maximum of 18 to suit our needs.

Crossover step of the algorithm is where the offspring is produced with characteristics of both parents.

This allows the offspring to be created with higher preference values for some genres. This will allow

the individual to highly correlate to some users in the system. For this step, we will be using two point

crossover method. The two point crossover splits both parents into several segments. Each parent’s

segment will have a corresponding segment from the other parent of the same length and size. The

child will then have randomly selected segments from either one of the parents. The selected segments

are joined to create the offspring. The offspring will then have the same length of both parents but

different features from both parents. We can control how much of each parent to select for generating

of the offspring. We can choose to select 40% of genetic material from one parent and 60% of genetic

material from the second parent to create the offspring. However, to give all individuals an equal chance

of passing their genetic material over, we choose a value of 0.5 or 50%. This will make sure we get half

genetic material from each parent.

One of the interesting thing to note is the reasoning behind crossover for algorithm. We had initialized

our individuals with preferences towards a specific genre. However during crossover, this all break down

and each solution might have a lot of genres to like. At the same time, the crossover has the chances to

create offspring who will dislike all the genres. This allows us to overcome our problem we had during

initialization. We did not have enough information to create diverse individuals. However, with crossover

we overcome that problem.

In table 3.7 we have a small list of individuals, and the fitness scores associated to them. We will
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Table 3.7: Fitness scores for individuals

Fitness score Individual

0.75 [0.422, 0.435, 0.443]

0.65 [0.751, 0.652, 0.286]

0.34 [0.404, 0.158, 0.751]

0.83 [0.407, 0.652, 0.286]

discuss about the fitness function later. The selection process will randomly select individuals with

higher fitness values to create offsprings. In our example, the first two individuals with fitness values of

0.75 and 0.83 will be selected because out of the entire population, they have the highest values. After

selecting, their offspring will contain half the genetic material from each parent. Since, our individuals

have an odd number of preferences, we will randomly choose one parent and take an extra preference

from them. For example, the offpsring might look like [0.422 0.652 0.286]. The first value was obtained

from the first parent and the other two values are obtained from the second parent.

3.7.7 Mutation

The mutation process is where we introduce a little variation into the population. Mutation is where

we modify the offspring created using existing solutions to hopefully introduce new and useful features

while eliminating the features that are not worth while nor beneficial. However, this is not guaranteed

to always produce beneficial features. Hence, we go through various generations to find solutions that

have beneficial features. For mutation, we will be using the Gaussian method.

The Guassian method adds or removes a random value to each vector. The vector to mutate is

selected using a probability so not every value in the vector is mutated. For the mutation probability,

we will use 0.2 as seed value. This is a parameter that we can later modify to affect the result and speed

of the algorithm. We select a random value generated using the seed. If the value is greater than 0.5,

then the a specific preference of the individual is mutated. If it is less than or equal to 0.5, then we leave

the value as it is. This makes sure we do not completely change then entire solution during mutation.

We choose a value of 0.2 because it is low enough that every preference in individual have a chance of

mutation.
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One of the advantages of Guassian method is that if the value of a preference after mutation falls

outside of the lower or upper range, it will be reduced to bring it down within the boundaries. The reason

we choose the Guassian method is because it automatically takes care of generating random value, adding

it to current value and making sure the final result is acceptable. One of the most important things to

note is that after mutation, the solution might not still respect the preference it was initialized for. If

we have a solution representing Children’s genre with high value in the Chidren’s spot, after mutation

it might be lower than all the other genres. This is one of the drawbacks since it makes solution prefers

the genre less. However, the mutation also gives it the opportunity to correlate to Children more. The

mutation also affects other values as well. This could lead to a solution designed to prefer Children genre

to prefer Comedy after generations of mutations because it is well suited.

3.7.8 Fitness Function

In every GA, the fitness function forms the heart of the algorithm. It also is the most personalized part of

any genetic algorithm. We have to define our fitness function that will measure each individual and assign

it a score. A higher value indicates the individual is preferred while lower value is not preferred. We will

define our fitness function based on how well it can be utilized to make recommendations. Our ultimate

goal is to find the best individual to make recommendations. Therefore, we evaluate each individual’s

ability to generate recommendation and assign a score based on the ratings of the recommendations.

Our individuals have values indicating how well they correlate to each genre in the movie database.

The first step is to find users who are considered top N neighbours of the individuals. In order to find

neighbours, we use cosine similarity measure. We compare the individual against all the users in the

system. Each user will have their preferences based on their ratings and which genres and movies the

rating applies to. We will use that information to sort through users and find top N neighbours who

are the closest. Closest neighbours will have an angle closer to 0.0 when using running through cosine

measure. We will randomly choose N = 10 to find 10 neighbours for each individual.

3.7.9 Algorithm overview

We have described each component in the genetic approach as shown in the 3.3. However, the actual

recommendations are generated only after the genetic algorithm has finished running. Our algorithm
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runs for a specified number of generations rather than running until it meets a certain goal. The reason

is that we do not know in advance the exact result of what we would like to achieve. Therefore, it is

difficult if not impossible to keep the program running for many generations. Therefore, we will only

run our algorithm for 50 generations for each user. This limit would make sure we do not run forever.

It will also end our GA within realistic times. Our algorithm does not have a objective function that

can be used to

Figure 3.3: Overview of recommending using Genetic Algorithm

After GA, we have the best optimal individual. We choose the most optimal individual obtained by

running the algorithm. Then, we do a cosine measure against all the other users again to find users who

match the individual well. In our scenario, the optimal individual is able to generate recommendations

of highly rated items by users of many genres rather than one specific.

After the formation of neighbours, we select top N neighbours again. We randomly choose N = 10
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for our intended purposes. This can be changed to increase the number of recommendations or lower

them. We can also use it to speed up our algorithm by lowering the value if we notice any performance

issues. Then we get all the items neighbours have rated highly with a score of at least 4. We then filter

out movies that belong to the same genre as the current movie. This would give us new movies outside

the range of what we know about the user to recommend.

The real benefit of using the Genetic Algorithm approach is that we do not need to have lots of

information about the user to make personalized recommendations. Earlier when the user gave high

ratings, we knew the user liked the movie and the genre. However, with low rating we cannot argue with

certainty the use hates the movie or genre. So we use genetic approach we tries to find vectors based

on current user that will find neighbours. The genetic approach adds variety to make sure we can get

diverse neighbours who have different genre preferences.
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Chapter 4

Experiments

In order to prove that our methodology works, we have to implement it in a feasible manner, run,

generate results and compare them against a set of values we know. We also have to use methods that

are well accepted to evaluate and criticize the effectiveness of algorithms and approaches.

4.1 Evaluation

Evaluating recommendation systems includes addressing a problem, and applying an evaluation method

to check whether the problem is addressed or not[53]. In order for recommender systems to be useful, they

must provide a solution to problem. The problem must be well defined so it is measurable whether the

problem was solved or not. There are three distinct ways of experimenting, and validating the efficiency

of recommendation system. They are off-line experiments, user studies and on-line experiments[54]. The

evaluation approach that we will be utilizing for our system is the off-line evaluation method.

4.1.1 User selection

In more details for our experiments, we will select N random users. We will then select a random user

from that sample list. We will introduce that user to the system as a new user. The data set will have

all the ratings of that user removed. Then we will randomly select an item that user has actually rated

to represent the initial item the user has rated. Then we will run our algorithms accordingly to generate

recommendations. We will do this for all the users in the random sample. When we generate, we will
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utilize all the ratings and users except the active user.

To test all three of the scenarios, we need to extract some users from the dataset. We will designate

100 users from the entire dataset to be used for testing. When selecting the 100 users, we have to make

sure that they full-fill the requirements of each scenario we are trying to tackle. The first set of users

must have rated a movie with high rating and that movie must also be rated similarly by other users.

The second set of users who need to have rated the movie high but no other user in system should have

given the same rating. The third set is where the users must have given a low rating while no other user

in the system has given the same movie a low rating.

4.1.2 Item selection

The second step to gathering the data required to test our method is the item that will be used as the

entry point by the user. All our scenarios are based on assumption that the active user rated at least

one of the items in the system. Each scenario will have the user rate a specific item that full-fills the

requirements. In the first case, we need the user to rate an item highly which is also rated highly by

other users. For the second scenario, we need the user to have rated an item highly where no other user

has given a high rating to that item. The third scenario requires the user has given a low rating to an

item while others have given higher ratings. We already have users who fill these requirements but the

important step is to find the rated item that places them in the specific group.

4.1.3 Precision and Recall

An important metric in comparing the results generated and the actual items is precision and recall[21].

It is important in recommender systems and mainly offline systems because it lets us test whether the

items we have generated are relevant to the user. Precision is the measure that indicates how relevant an

item is to the user. Recall is the measure that gives the probability that a relevant item will generated.

Precision is calculated as shown equation 4.1 and recall is calculated as shown in equation 4.2.

Calculating precision takes the number of items generated which are also rated by the user previously.

It is then divided by the actual number of items generated. This will indicate how well the algorithm

generate items that closely resemble what the user has already rated or viewed. The higher the inter-

section of the two sets, the higher the precision. Precision is only useful to use in the contexts of movies

46



CHAPTER 4. EXPERIMENTS 4.1. EVALUATION

that fall outside the genre of the item user has rated. This is because we can only compare similar sets

otherwise we would end up using datasets with different characteristics.

Precision =
items generated which also exists in items rated

total items generated
(4.1)

Recall is calculated very similarly by taking the number of items generated which are also rated by

the user previously. It is then divided by the number of actual items that user rated. This gives the

percentage of items that are relevant and are generated by the system for the user. A higher value

indicates that we are able to generate better recommendations. As in precision, we will only consider

movies that fall outside the genre of the movie the user has rated. In our cases, the total relevant items

are movies that that user has watched that are not part of a given set of genres.

Recall =
items generated which also exists in items rated

total relevant items
(4.2)

4.1.4 Offline evaluation approach

Offline evaluation method is very attractive to our approach because it lets us test our algorithm without

user input and interaction[54]. This is ideal in situations where we already have data about users, items

and the ratings. This method takes in the data to simulate real users and test the algorithm. A small

number of users are first selected to represent the set of users to test the algorithm on. They are then

introduced to system as new users. The set of results produced by our recommender is compared against

the actual values to see how well we perform.

To evaluate our algorithm, we make recommendation for each user from each scenario utilizing the

algorithm that we have devised the scenario. The recommendations are then compared against the user’s

actual rating data to see how well the fare. One of the method we will be following is to compare the

ratings the user has given to the items compared to the items that were generated. A higher rating from

the recommended result is promising because it indicates the user prefers the recommendations more

than the other movies we have discarded as non-relevant. A lower rating for recommended result means

we were unsuccessful in making good recommendations.

To illustrate our point, let’s assume user has ratings as shown in table 4.1. The table 4.2 has items

generated to the user. The list of generated movies explicitly excludes Children genre. The first thing
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Table 4.1: Sample ratings for user

Ratings

{Movie: Toy Story, Rating: 3}

{Movie: Lord of The Rings, Rating: 5}

{Movie: Blade Runner, Rating: 1}

{Movie: Hunger Games, Rating: 4}

{Movie: Twelve Monkeys, Rating: 3}

we do calculate the average of the user, 3.20, from the rating data as shown in table 4.1. Then we

calculate the average of movies that were generated for the user as shown in equation 4.3. Then we

compare both averages. The average of the recommended items is higher than the actual average of the

user therefore we can say the quality of recommendations is favourable. A key thing to note is that the

recommendations include a movie, Exorcism of Emily Rose which the user has not viewed nor rated.

We cannot reliably use that movie in our rating prediction whether it may affect our result positively or

negatively. We eliminate any uncertainty from our results.

The limitation of off-line method is that we cannot verify movies the user has not given a rating to.

This limits us the number of items we can utilize. Offline method is not ideal in places where novel items

to be recommended that try solve sparsity problems[21]. This is not case with our approach since our

goal is to make recommendations of any sort to the user filtering out some items in the process.

Avg =
3 + 5 + 1 + 4 + 3

5

=
16

5

= 3.20

(4.3)

Avg =
5 + 1 + 4

3

=
10

3

= 3.33

(4.4)
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Table 4.2: Sample recommendations generated for user

Recommendations

{Movie: Lord of The Rings}

{Movie: Blade Runner}

{Movie: Hunger Games}

{Movie: Exorcism of Emily Rose}

4.2 Evaluating High Rating

4.2.1 General results

In figure 4.1 we have a plot of the actual ratings of the user compared against the ratings of the generated

items. The actual ratings refer to the rating data in the MovieLens dataset for the user. The chart shows

that the ratings are more or less on par with each other. The actual ratings are higher for some users

while the generated items’ ratings are higher for other users. Taking a closer look, we can see that on

average, the ratings of the generated items are higher than the actual ratings. This is an indication that

our algorithm is well suited for generating quality movies to recommend in the absence of information

about the user. The results would have been acceptable even if the lines were equal due to the fact that

we were able to generate recommendations that are equivalent to what the user would have discovered

and watched with minimal information.

An important point to note is that couple of times the generated ratings were much smaller than

the actual ratings and the generated ratings are much higher than the actual ratings. These anomalies

cannot be meaningfully interpreted as to whether the algorithm is really good nor indicates that the

algorithm needs work. The reason spikes occur is because of the lack of information to fully understand

the user. The algorithm makes some prediction to discard movies belonging to the genre of rated movie.

These movies are either rated highly or lowly by the user. When they are removed, we see the random

spikes.

49



4.2. EVALUATING HIGH RATING CHAPTER 4. EXPERIMENTS

Figure 4.1: Overview of ratings of 100 users for first scenario

4.2.2 Percentage of ratings

An important metric in comparing actual versus generated ratings is the percentage of users who had

actual rating higher than the percentage who had generated ratings higher. This will show a better

picture of whether actual or generated ratings is overall higher with clarity as shown in figure 4.2.

We can see that more users have higher number of generated ratings than actual ratings. That is, 56

users’ actual rating are less than the ratings of the items that were generated. Only 44 users have

actual ratings which are higher. The 12% difference is a lot considering that the recommendations were

generated without any additional information from the user and with only one rating.

We cannot prove or disprove our algorithm by running over a small sample. Therefore we ran the

test 10 more times with different users who are chosen randomly. The results of the ten tries are given

in table 4.3. We can see from the table that the actual ratings are lower than the generated ratings in

most cases even if the differences are not very significant. In some cases, the actual rating are higher

but by very little. In rare cases, there was a difference of 24% between actual and generated ratings.
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Figure 4.2: Overview of actual ratings vs generated ratings for first scenario

4.3 Evaluating High Rating with Different Taste

In the second scenario we are trying to make recommendations when the user has given a movie high

rating but no other user has given it a high rating. We selected 100 different users who full-fill this

criterion to run our experiments and gather results.

4.3.1 General Results

The results of running for 100 users is shown in the figure 4.3 where we plot the actual ratings against the

ratings the user would have given the items recommended through our algorithm. We see that almost

every user has given high rating to the generated movies than their overall movies. This is very different

from our results from the first scenario where the results were more or less on par. This probably due to

the various criteria that must be filled in while we are forming neighbours during the transitive approach

using the rated movie.
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Table 4.3: Results of running first algorithm ten times for first scenario

Actual ratings Generated Ratings

49% 51%

44% 56%

51% 49%

48% 52%

50% 50%

45% 55%

43% 57%

39% 61%

43% 57%

52% 48%

We select items that are rated highly which also belong the same genre as the rated movie. Then

we form neighbourhood using these highly rated items. During this process, we minimize the movies

we can utilize to form neighbours and we end up eliminating low ranked movies. Thus, we tend to

form neighbourhood of users who give higher ratings. Then at the end when make recommendations,

the movies tend to be from the higher rated end, producing the effect we see. This is very ideal to our

problem we’re trying to solve. We could not form neighbours because the active user’s preference did not

match any of the user in the system. However, through an item-to-items-to-raters transitive approach

we are able to make recommendations.

4.3.2 Rating distribution

In figure 4.4 we can see the distribution from our run of the second algorithm. Earlier we saw that both

ratings were hovering around the same values. However, it turns out that generated ratings have higher

value than the actual values more often. This indicates that our algorithm works well. Particularly, we

see that there is a difference of 26% between the ratings. Our second algorithm is much more promising

than our first algorithm when it comes making recommendations.

The next step to verify that our results can be obtained if we repeat the experiments. We ran the
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Figure 4.3: Overview of actual ratings vs generated ratings for second scenario

tests for 10 additional times to confirm our experiments. The results are shown in table 4.4. We have

found that the results tend to stay within same range of both actual ratings and generated ratings. The

difference between these are also hovering around 25% with the generating ratings taking the lead. This

shows that we can apply this algorithm and expect to make good recommendations even when the user

has different tastes.

4.4 Evaluating Low Rating

The last scenario we wish to evaluate is when the user gives a low rating. For this, we implemented the

algorithm using an evolutionary approach to evolve the user’s preferences to match against other users

to form neighbours.
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Figure 4.4: Overview of actual ratings vs generated ratings for second scenario

4.4.1 General Results

In figure 4.5 we have the result of generating recommendations for 100 users using the genetic algorithm.

We can see that the ratings for the generated recommendations are higher than the actual ratings more

often than the ratings from the first two algorithms. The most probable reason we have such a rating

is because of our evolutionary approach. In each iteration, the preference vector gets mutated to find

users who will be the best neighbours. Thus the end result tend to have users who are the most likely

to be the match of the active user and have similar tastes.

The algorithm ran based on a negative rating. This coupled with the fact no other user gave the

movie such a negative rating makes it difficult to form a neighbourhood. The fact that we were able to

make quality recommendations indicates that this algorithm is well suited for neighbourhood formation

without user interaction.
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Table 4.4: Results of running first algorithm ten times for second scenario

Actual ratings Generated Ratings

38% 62%

47% 53%

39% 61%

36% 64%

40% 60%

41% 59%

38% 62%

43% 57%

34% 66%

39% 61%

4.4.2 Rating Distribution

After getting an overview of the algorithm’s prowess, we ran it ten more times to see how well it fares

when we repeat the tests. The results are shown in figure 4.6 we have the distribution of how many

users had higher generated ratings than actual ratings. We can see that we had higher ratings for the

generated items for 83 users out of the 100 users we ran the tests for. This is an excellent result because

it shows our algorithm works even under the worst conditions.

The next step is to run the test for ten more times so we can validate whether our first run was a

fluke or our algorithm actually performs well. The results are shown in table 4.5 for 100 different users

for 10 runs. We can see that we consistently have ratings for the movies we’ve recommended higher than

the actual ratings of the items user has rated. An impressive feat since that about 80% users have the

ratings higher while only about 20% have the actual ratings to be higher.

Though the algorithm is very promising, it is not optimized for speed and can take a while to complete

depending on many factors. We chose to run the algorithm for only 10 generations to limit the running

time. The running time increases with increasing values for generations, the number of users to compare

against and the number of genres we have to consider.
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Figure 4.5: Overview of actual ratings vs generated ratings for third scenario

4.5 Precision and recall

Precision and recall is useful in recommendation systems because they tell us how successful we are at

able to retrieve items that user has found useful in the past. We can use the same metrics to see if we

are able to make recommendations that user will enjoy.

4.5.1 Algorithm 1

In table 4.6 we have calculated precision and recall of 100 users. The table covers all the three scenario

we are tackling. Looking at the first scenario’s precision and recall, we see that the precision of our

recommendations varies from around 0.0008 for user 7 to as high as 0.20 for user 23. The recall is nearly

around 1.0 indicating that of the items we generate, a lot of them are part of the movies the user rated.

The reason for such low precision in some cases is because we are able to generate more recommen-

dations that the user has not rated. Due to the fact we’re limiting the testing set of the user’s movies to
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Figure 4.6: Overview of actual ratings vs generated ratings for third scenario

exclude a few genres limit the number of ratings we have. However, we have many neighbours to make

recommendations from. This also coincides with the higher recall values because due to the fact we can

generate a lot of recommendations, we can recall more relevant items to recommend to the user. The

higher recall values indicates that of the movies we recommended, a lot of the movies the user actually

watched.

4.5.2 Algorithm 2

We can refer to table 4.6 to see the precision and recall values when generating recommendations for

100 different users for the second algorithm. It is interesting to note that both the precision and recall

values are very similar to the first algorithm. It indicates that both algorithms are able to make very

similar recommendations in terms of what the user prefers. The recall values are also very high just like

the first algorithm. This shows that we able to make recommendations that are very favourable to the

user.

57



4.5. PRECISION AND RECALL CHAPTER 4. EXPERIMENTS

Table 4.5: Results of running first algorithm ten times for third scenario

Actual ratings Generated Ratings

16% 84%

15% 85%

10% 90%

20% 80%

10% 90%

16% 84%

16% 84%

14% 86%

20% 80%

17% 83%

12% 88%

4.5.3 Algorithm 3

The third column of table 4.6 shows the precision and recall values when generating recommendations

for 100 different users for the third algorithm. Compared to the other two algorithms, the precision is

very high. That is we were able to recommend movies the user has already seen. This also is likely the

cause of the higher ratings we saw earlier. We also see that our recall went down compare to the other

algorithms. The reason for this is that our recommended movie set is fairly large. Thus, the chances of

that a movie the user has watched being in our generated set is also high.

Scenario 1 Scenario 2 Scenario 3

User Precision Recall Precision Recall Precision Recall

1 0.00320 1.0 0.04953 0.99378 0.67848 0.41117

2 0.17202 0.94137 0.07680 0.99595 0.44258 0.69163

3 0.02758 1.0 0.02420 0.98734 0.04381 0.43037

4 0.24860 0.69531 0.01423 1.0 0.31554 0.48477

Continued on next page
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Table 4.6 – continued from previous page

Scenario 1 Scenario 2 Scenario 3

User Precision Recall Precision Recall Precision Recall

5 0.08108 0.90196 0.06162 0.96601 0.68642 0.64610

6 0.04929 0.91304 0.01857 0.98360 0.31418 0.64114

7 0.00080 0.5 0.04214 1.0 0.22370 0.78723

8 0.06187 0.94186 0.07492 0.97975 0.03039 0.72413

9 0.00839 1.0 0.06842 0.99103 0.08812 0.68316

10 0.00876 0.90909 0.04023 1.0 0.21015 0.41108

11 0.03982 0.98214 0.06530 1.0 0.15865 0.41904

12 0.00310 1.0 0.02940 1.0 0.10344 0.61983

13 0.00241 1.0 0.11919 0.99740 0.21658 0.51732

14 0.01817 0.91176 0.05447 0.95652 0.00773 0.45

15 0.03326 1.0 0.16563 0.98165 0.3168 0.72794

16 0.00184 1.0 0.12768 1.0 0.25915 0.77966

17 0.02646 0.90476 0.06530 0.98139 0.12256 0.61764

18 0.10722 0.94117 0.00247 1.0 0.04755 0.55384

19 0.02535 0.97142 0.03869 0.98425 0.55577 0.39630

20 0.05234 0.99065 0.16068 0.99807 0.01382 0.375

21 0.16666 0.92810 0.03220 0.98113 0.16891 0.49833

22 0.01163 0.96153 0.15696 0.98065 0.29176 0.48818

23 0.20345 0.86206 0.05294 0.98843 0.03231 0.38

24 0.00837 1.0 0.05634 1.0 0.00414 0.66666

25 0.00697 1.0 0.01454 1.0 0.17069 0.34890

26 0.04734 0.97014 0.01314 1.0 0.33921 0.51641

27 0.00203 1.0 0.00030 1.0 0.24125 0.68928

28 0.00160 1.0 0.00588 1.0 0.23602 0.75886

29 0.11002 0.9875 0.04271 0.98571 0.21661 0.66858

Continued on next page
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Table 4.6 – continued from previous page

Scenario 1 Scenario 2 Scenario 3

User Precision Recall Precision Recall Precision Recall

30 0.13623 0.95 0.01187 1.0 0.45758 0.59077

31 0.01055 1.0 0.00433 1.0 0.06979 0.59782

32 0.13692 0.98429 0.08018 0.98106 0.50452 0.63621

33 0.04980 0.95121 0.09377 1.0 0.33944 0.68265

34 0.01207 0.92307 0.14948 0.98170 0.10682 0.51552

35 0.16437 0.80782 0.21313 0.99421 0.15674 0.632

36 0.01967 1.0 0.01498 1.0 0.26853 0.57040

37 0.00431 0.875 0.01052 1.0 0.09577 0.67543

38 0.01819 1.0 0.22995 0.95979 0.18232 0.80487

39 0.00512 1.0 0.01771 1.0 0.31834 0.52394

40 0.01342 1.0 0.13622 0.97995 0.06290 0.66101

41 0.09261 0.89839 0.07056 0.99563 0.27805 0.63584

42 0.01776 1.0 0.00650 1.0 0.34132 0.50733

43 0.01701 1.0 0.01578 1.0 0.01716 0.22857

44 0.00819 0.92857 0.04797 0.95679 0.39350 0.49616

45 0.13580 0.93856 0.00835 1.0 0.02847 0.47272

46 0.02360 0.98181 0.05913 0.99479 0.25645 0.68240

47 0.16490 0.94642 0.04613 0.99333 0.18930 0.64485

48 0.01087 0.89473 0.09936 0.99664 0.06618 0.64566

49 0.08673 0.99009 0.01869 1.0 0.10994 0.60617

50 0.04411 0.97058 0.04365 0.99295 0.42302 0.54766

51 0.02081 1.0 0.11617 0.98425 0.37005 0.53230

52 0.07349 0.99275 0.06594 0.99069 0.03354 0.46428

53 0.00436 1.0 0.16037 0.98479 0.22237 0.69469

54 0.03085 0.93548 0.04769 1.0 0.33986 0.59558

Continued on next page
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Table 4.6 – continued from previous page

Scenario 1 Scenario 2 Scenario 3

User Precision Recall Precision Recall Precision Recall

55 0.00413 1.0 0.03839 1.0 0.12908 0.56862

56 0.32081 0.84702 0.05851 0.96428 0.25625 0.53947

57 0.06220 0.82812 0.01672 1.0 0.81278 0.28640

58 0.02589 1.0 0.00928 1.0 0.52859 0.42299

59 0.10995 0.97797 0.04554 1.0 0.29946 0.64739

60 0.00536 0.83333 0.30721 0.98696 0.03409 0.66666

61 0.00629 1.0 0.03003 1.0 0.09002 0.52112

62 0.01294 1.0 0.08485 0.99636 0.50791 0.54314

63 0.07107 0.95505 0.00216 1.0 0.01311 0.39285

64 0.04474 0.96774 0.04056 0.99242 0.02390 0.53125

65 0.05689 0.97 0.16640 0.98154 0.17690 0.80508

66 0.05087 0.88709 0.07647 0.99196 0.07387 0.65079

67 0.02012 0.76315 0.00278 1.0 0.12857 0.47368

68 0.00976 0.84615 0.01609 0.98113 0.18390 0.41450

69 0.00567 1.0 0.36586 0.95012 0.11066 0.88297

70 0.00899 0.85714 0.30876 0.97841 0.15799 0.52614

71 0.0008 0.5 0.08492 1.0 0.26629 0.83541

72 0.00388 0.8 0.05139 1.0 0.39077 0.67132

73 0.01748 0.97560 0.03434 1.0 0.02371 0.26086

74 0.00551 1.0 0.05541 1.0 0.00993 1.0

75 0.15822 0.86692 0.00804 1.0 0.23543 0.62580

76 0.00425 1.0 0.06811 0.99547 0.07654 0.6

77 0.03025 0.95 0.00340 1.0 0.15629 0.87732

78 0.06271 0.94805 0.04798 0.98726 0.22161 0.78378

79 0.02306 0.97727 0.01145 0.97368 0.18312 0.31338

Continued on next page
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Table 4.6 – continued from previous page

Scenario 1 Scenario 2 Scenario 3

User Precision Recall Precision Recall Precision Recall

80 0.00821 0.5 0.00061 1.0 0.13597 0.49773

81 0.01966 1.0 0.05049 0.99390 0.13351 0.74874

82 0.04354 0.98275 0.01083 0.97222 0.05203 0.71153

83 0.00402 0.8 0.04642 1.0 0.22287 0.72903

84 0.09105 0.96638 0.02603 1.0 0.01197 0.38095

85 0.02124 0.96153 0.00866 1.0 0.25637 0.67058

86 0.02844 0.92982 0.00123 0.66666 0.19829 0.42670

87 0.04935 1.0 0.03077 1.0 0.57318 0.55192

88 0.37219 0.87062 0.15559 0.99207 0.18342 0.75

89 0.03947 0.96428 0.01392 1.0 0.28925 0.7

90 0.04130 0.89534 0.11730 0.97680 0.00196 0.14285

91 0.04623 1.0 0.00154 1.0 0.01291 0.52941

92 0.05236 0.43661 0.02105 1.0 0.18442 0.60810

93 0.06263 0.97727 0.07027 1.0 0.08529 0.71212

94 0.15361 0.99038 0.21539 0.99426 0.02846 0.65714

95 0.02079 0.91666 0.02198 1.0 0.08037 0.59090

96 0.02621 1.0 0.00773 1.0 0.10745 0.86734

97 0.04798 1.0 0.06904 0.99111 0.5 0.44889

98 0.08876 0.97916 0.21331 0.98288 0.00425 0.375

99 0.00540 0.875 0.04272 1.0 0.51590 0.58647

100 0.02087 1.0 0.13281 0.97945 0.01401 0.46153

Table 4.6: Precision and recall of 100 users for all the scenarios
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4.6 Summary

We implemented our algorithms to attack three different scenarios a user might fall in when they are

introduced to a recommendation system and to make recommendations using minimal information.

This was done to overcome the cold start problem caused by lack of data. We have found that all

of our algorithms full-fill the criteria they are designed for. The first algorithm was able to make

recommendations using the simple case where the user gave a popular movie high rating. The second

algorithm was able to make recommendations when the user gave high rating to a low rated movie. This

was achieved through a transitive approach. The movie the user rated was used to find similar movies.

The movies were then used to form neighbourhood of users who are then used to make predictions.

The last step was where the user rated a movie with low rating. This is very difficult and unlikely case.

However, using an evolutionary algorithm, we were able to make recommendations again. The algorithm

fared better than the first two, although at the cost of speed.
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Chapter 5

Conclusion

A common problem in recommender systems is the cold start problem. This occurs when a new item or

user is introduced to the system. The lack of information about the user and their preferences makes it

difficult to predict what kind of items will be of interest to them. In our approach, we category the user

into three different classes based on the rating they give to the first item. The cases are that the user

likes a popular movie, likes a unpopular movie, or dislikes a popular movie. We developed three different

solutions to these cases and used a movie database to test our algorithms using the off-line evaluation

method.

The first algorithm had a straight forward approach. The user has liked a very popular movie that

others have also shown interest in. This would form our base for creating neighbours. We can easily

find users who have given high rating to the same movie and they would instantly form the neighbour

of the current user. We find movies the neighbours have rated highly and recommend them to the user

that do not fall in the genre of the movie used to form the neighbourhood. We see how many of the

generated movies is actually rated by the user and find the ratings they would have given to them. We

compare that rating against all of the user’s ratings. We found that the ratings were more or less on

par. However, the ratings of the items were slightly better thus showing us the algorithm works.

The second algorithm was a bit more difficult because the user has shown interest in a movie but

no other user in the system has given same rating. We implemented the algorithm using a transitive

approach. We take the movie the use has rated. We then find all the genres the movie belongs is part of

and find other movies that also follow in any of the genres. The movies are then filtered out to remove
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low rated movies. The next step was to get users who have rated these movies to form neighbourhood.

We then recommend all the movies the neighbours have rated highly except the ones that fall in the

same genre as the initial movie user rated. After running our tests and evaluating the results, we found

the results to be better than our first algorithm. This is because our neighbourhood formation improved

a little bit. We only have highly rated movies to form neighbours.

The third algorithm was the most difficult to setup. We had the user rate a popular movie with low

rating. This is very difficult to form a neighbourhood because all the other users have given the movie

high rating. We devise a genetic algorithm to solve this. We create preference vector for the active user

and evolve it through generations. This causes the preference vector to be more aligned with other users

in the system. Then we find users with similar preferences. The movies the users rated highly that

do not fall into the genres of the movie active user rated are recommended to the user. We saw that

the genetic approach had the best results out of all the algorithms we have developed for the different

scenarios. This is due to the fact that the preference vector is able to find users who are very similar.

5.1 Contributions

We have developed a novel algorithm to make recommendations to user using only one rating during

the early days of the user in the system.

Our main contributions are the novel algorithm which recommends users outside their areas of interest

in the early stages and the genetic algorithm that can help with forming neighbourhood for the active

user. We make recommendations to the user by forming neighbourhood of users based on an item they

like but we remove items that are part of user’s interest area. We also implemented three algorithms to

handle the user as well.

The three specific algorithms we have developed to solve cold-start problem for new users are based

on their first ratings:

1. Generate recommendations of items rated by users who have rated an item similarly to active user

2. Generate recommendations of items rated by users who have rated similar items as the active

user’s rated item using transitive approach to form neighbours

3. Generate recommendations of items rated by users who have similar preference as the active user
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using GA approach

We have developed two strategies to form neighbourhood for the second and their algorith mentioned

above. The first contribution is the transitive approach to forming neighbours. The algorithm we have

developed first categories the items rated. Then it finds items which also falls into any of the categories.

Then, neighbourhood is formed containing the users who rated the items. These users are used to then

make recommendations. The second contribution is the evolutionary algorithm to form neighbourhood.

In the case where we cannot reliably form neighbourhood due to taste differences, we construct preference

vector for the active user. The vector is mutated throughout generations to match the preferences of

other users in system. Then, we get users who have similar preference to form the neighbourhood.

5.2 Future work

There are many possibilities to further continue to improve the algorithm to increase accuracy of the

results and efficiency. One of the approaches is to apply the genetic algorithm in the first scenarios

to see how well it fares. We can also try out different user similarity algorithms rather than cosine

measure such as Pearson correlation. The ratings our testing data contains are discrete values from 1 to

5 inclusive. A limitation of the system is that it is not built to handle half-star ratings.

There are many research areas that we conduct to further advance our solution. One of the fields

we have not tested is genetic programming. That is to make programs which are evolved to solve the

cold start problem. We research and apply how to introduce genetic programming into recommender

systems. The GP approach would modify parts of program to help alleviate the cold-start problem. It

can also evolve programs to minimize the information needed about the user. Another area of interest

is to apply the GA in an interactive environment to see how well it works without mutating through

probability.
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