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Master of Applied Science 2012

TIMOTHY LITTLE

Electrical and Computer Engineering

Ryerson University

Abstract

This thesis presents a time varying regime-switching model for US equity index daily

returns. The parameters of the model are estimated recursively with the Kalman filter. We

demonstrate our model and parameter estimation technique are effective by demonstrating

improvements in model fit compared to alternate models. Information from our model

is used to build a Finite State Machine trading system with back-tested performance in

excess of 15, 000% above a buy and hold strategy for the DOW Jones Industrial average

from 1928-2012. Similar results are found for both the S&P 500 index and the NASDAQ

Composite index over a long period. Our model succeeds at identifying profitable investment

opportunities and improving model fit with a minimum of parameters.
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Chapter 1

Introduction

1.1 Motivation and Objectives

There is probably no other field of research that can more directly lead to financial gain than

accurately predicting movements in the financial markets. The lure of financial success has

drawn academics from a variety of fields to study the behaviour of asset prices, returns and

risk characteristics.

Successful investing requires identifying opportunities to make positive expected value

bets. A time series model that predicts future investment returns accurately is useful for

identifying such opportunities. The model developed in this thesis makes one-step ahead

forecasts of investment returns for several US equity indices. We show the model is effective

for predicting future returns in general then apply the predictions of the model to investment

decision making with a finite state machine (FSM) trading system. Our regime switching

model is well represented by the FSM. State transitions result in transactions and outputs

from our model are used to define the current state. The exceptional back-tested results of

the finite state machine trading system strengthens our argument for a two-regime model

and our Kalman filter estimation technique.

The model explored in this thesis is a simple non-linear model of equity index returns. By

examining conditional return distributions, we observe an interesting asymmetry in US daily

equity index returns. We find that the return distribution given the return of the previous

day is positive is significantly different from the return distribution given the return of the
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previous day is negative. The size of our dataset gives strong statistical evidence. This result

motivates the exploration of a regime-switching model.

As a visual demonstration of the asymmetry in returns, we plot the accumulated capital

for three investment strategies. One strategy simply buys the DOW Jones Index and holds

until the end of the period. The second strategy invests only when the return of the previous

day is positive and invests in cash otherwise. The third strategy invests only when the return

of the previous day is negative. Figure 1.1 compares the cumulative returns for the three

strategies.
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Figure 1.1: Capital Growth Over Time DOW Jones

From Figure 1.1, it is clear that vastly superior returns could have been achieved by

selectively investing only when the return of the prior day is positive. This strategy provides

much higher returns than a buy and hold strategy over the same period. Stocks are risky

assets, by investing only when the previous return is positive, the investor is exposed to

market risk only about half of the time of the buy and hold strategy while still providing

higher returns. The remaining time the investor holds cash with zero return. Additional

2



gains could be achieved by investing in short term Treasury bills when not invested in the

market. The variance of returns for the strategy is lower than buy and hold. As a result, an

investor achieves a higher return with lower risk by investing only when the previous day is

up.

We use the observed mean asymmetry in returns to justify a two-state Model. We define a

non-linear threshold function to control the state-switching based on the sign of the previous

return. We then create a model using two regimes. Within each regime, the returns follow a

random walk with drift but we allow the drift parameters to differ depending on the state.

The parameters to be estimated are then the state dependent drift and variance.

Using empirical observations we suggest that the state dependent drift changes over

time. We divide the data into smaller sub periods of non-overlapping 2000 point intervals

and examine the dataset in smaller increments. We observe that the asymmetry is present

in each sub period as established by hypothesis testing. We find that the state dependent

expected return can vary significantly, in particular during periods of financial crisis.

In response to these observations we modify our original model with constant parameters

and allow the drift parameters to vary over time. Prior studies have used autoregressive

models for time varying returns in the class of regime-switching SETAR models [1]. We

instead use a Kalman filter approach and allow the parameters to vary over time. The

Kalman filter approach is preferable because it is adaptive, recursive and provides optimal

estimates under the assumption of Gaussian noise.

By assuming the state dependent drift parameters themselves follow a random walk,

the model can adapt to changing conditions. Conditions in financial markets can change

dramatically in response to liquidity shocks, geopolitical events, natural and man made

disasters among many other possible events. A model that can adapt to changing conditions

is therefore well suited to financial applications.

The Kalman filter is a recursive algorithm. Each time new information becomes available

it is used to produce a new estimate. When operating in the financial markets, new data

becomes available every second of the day. By utilizing the Kalman filter we define a specific

3



method for incorporating new data as it becomes available as required for realistic financial

applications.

To estimate the parameters of our two-state over time, we apply the Kalman filter to

track the time-varying parameters. From the parameter estimates we can find the expected

return given the state of the system. We test our model and compare it to other candidate

models. We demonstrate that our two-state model with Kalman filter tracking outperforms

the other models considered.

Finally, we use our model to build a finite state trading machine. Trading in financial

markets involves repeatedly identifying and profiting from positive expected returns. This

requires a model to provide a prediction as well as a set of logical conditions describing

trading actions. The parameter estimates from the Kalman filter are used to estimate the

expected return given the state. The state machine uses the current state combined with

the predictions of the model to make investing decisions. State transitions are triggered by

new data becoming available and updated predictions from the Kalman filter estimation of

state dependent expected returns. The trading system rotates between stocks and cash in

an effort to maximize expected returns. When the expected return is positive, the system

invests, when negative the system holds cash.

Running the trading system on three major US equity indices shows exceptional per-

formance compared to buy and hold over the same period. Given the common belief that

market timing is futile, the results demonstrate evidence to the contrary.

4



1.2 Literature Review

The model developed in this thesis is a modified version of the threshold autoregressive

(AR) model [2] (TAR) introduced by Tong. The TAR model groups a set of time series

observations into regimes using a threshold function. Within each regime, the series follows

a different model. The parameters of an AR model can then be different for the different

regimes. This approach provides additional flexibility for modelling non-linear phenomena

and was originally used to model sunspot numbers and Canadian lynx data, two non-linear

datasets.

The self-excited threshold autoregressive model (SETAR) was explored by Tong [3]. In

the SETAR model the regime switching is controlled by a piecewise function of lagged values

of the time series itself. The model developed in this thesis similarly uses a self-excited

threshold function. Hanson explores the topic of threshold selection and model specification

in [4]. Hansen [5] looks at the topic of inference in TAR models and testing for threshold

co-integration in vector error correction models [6].

Various refinements and extensions of the basic SETAR model have also been studied.

Zakoian [7] created the Threshold GARCH by incorporating GARCH variance specifications

in the threshold model. Li and Lam [8] modelled mean and volatility asymmetry together

in a stochastic volatility model creating the threshold stochastic volatility model. Regime-

switching GARCH model are used for short term load forecasting for power applications in

[9].

Asymmetry in stock returns was studied in Lam [10] and Li and Lam [11]. The results

in [11] show that the conditional mean could depend significantly on the rise and fall of

the market on the previous day. We studied this finding for the DOW Jones Industrial

Average over a long period of time and came to the same conclusion. Numerous studies

have attempted to establish the profitability of certain trading rules for a given dataset.

Laurent demonstrated the predictive power candlestick chart patterns [12]. Brock et al.[13]

demonstrated the effectiveness of a moving average rule based trading system for both in

and out-of-sample testing. Andrew Lo attempts to answer a more general question regarding
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the conditional return distributions dependent on detection of a predefined chart pattern.

He uses hypothesis testing to present statistical evidence that price patterns have some

information content [14].

What technical analysis studies often lack is a model of returns that explains any positive

results if found. Ready [15] questions the results of previous studies and the effectiveness of

technical trading rules arguing that any positive results are likely the result of data snooping.

Chong and Lam [1] test a trading system based on a SETAR model for equity returns in

the US markets demonstrating strong performance. Similarly, we develop a trading system

based on a model or returns. This distinguishes our method from many studies of trading

system performance because the trading actions we take follow the predictions of the model.

Time-varying parameters have been investigated for the Capital Asset Pricing Model [16]

(CAPM) in [17]. In [18], Kim and Zumwalt analysed the variation of securities and portfolio

returns in up and down markets, suggesting two states with different beta coefficients. In

[19], the authors use Kalman filtering techniques to estimate time varying parameters for the

CAPM model. Maximum likelihood estimation for stationary autoregressive moving average

processes is discussed in [20]. [21] discuss maximum likelihood estimation of process noise

variance in dynamic systems. In [22], the author investigates a piecewise constant model for

beta using the Kalman filter to track beta over time.

Finite state machines for gambling decision making are developed by Feder [23]. The

decision making process involves determining the optimal bet sizing given the state of a

system. When applied to financial transactions, this process can be used to determine

optimal use of leverage dynamically altering the position sizing in response to the predicted

mean and variance of returns. Kelly [24] uses information theory to find the optimal bet size

under uncertainty by viewing the gambling problem as communication over a noisy channel.

Summers [25] reasons that markets can be destabilized in the short term due to positive

feedback trading. Positive feedback trading involves buying when prices rise and selling

when they fall, exaggerating price swings. In Summers’ model, rational investors buy when

prices are low and sell when they high having the effect of dampening price swings. Summers

6



hypothesises that the interactions of these two groups of investors create short-term herd

behaviour with longer term reversion to fundamental values. Perhaps positive feedback

trading strategies are the reason for the observed high frequency momentum in this thesis.

7



1.3 Contributions

This thesis builds a simple version of the SETAR model for equity index returns. Autoregres-

sive models explain the time variation of returns by fitting the series to a linear combination

of lagged values of the series itself. This is the approach taken in [1]. Our approach has no

autoregressive terms, instead the time-varying behaviour is captured by allowing the param-

eters of the model to vary over time. Our model is very simple with few parameters. The

use of the Kalman filter allows us to track the parameters over time rather than rely on a

more complicated model with a large set of parameters. The result is a simple yet effective

model that can adapt to changing market conditions.

We simplify trading system logic using a four state finite state machine. The finite state

machine is well suited to act as a control system for a stock market trading system. Studies

of technical analysis rules [13] usually specify a set of rules specifying trade entry and exit

conditions. Similarly, the FSM developed makes trading decisions based on the current state

and expected return predicted by the model. Entry and exit conditions for each state specify

trading actions to be taken. The backtested results show impressive gains for the trading

system over the period studied

We add an additional hypothesis test to the threshold selection process. Prior methods

of threshold selection did not require that the returns within each regime created by appli-

cation of the threshold function be statistically different. The standard modelling procedure

for SETAR models [26] compares competing models based on improving model fit while

penalizing additional parameters. The basis for creating a multi-regime model is that the

set of returns within each regime are different and need to be modelled differently. Thus,

we add an appropriate hypothesis test to verify that the groups of returns created by the

threshold function are in fact different as an additional criteria for threshold selection.

The contribution of this thesis is summarized as follows:

• Improve general SETAR(0) model building procedure by adding an additional hypoth-

esis test to statistically justify the existence of a threshold non-linearity in the data

8



prior to model building.

• Present a novel two-regime self-excited threshold model with time-varying parameters.

This contrasts with earlier efforts to model time-varying returns with autoregressive

models. Using the Kalman filter to track the parameters, we demonstrate the effec-

tiveness of our method by showing improved fit compared to alternate models.

• We develop a FSM trading system that uses the parameter estimates from the Kalman

filter to make investment decisions. The trading system is simple and compactly rep-

resented by the FSM. The system achieves exceptional backtested performance over

the period 1928-2012. Following a buy and hold strategy, one dollar invested in 1928

would now be worth about 54 dollars. Following the FSM trading system, one dollar

invested in 1928 would be worth 9570 dollars today, a dramatic increase.

9



1.4 Organization of Thesis

In Chapter 2 we discuss relevant background information on financial modelling and Kalman

filter basics.

In chapter 3, we outline the empirical observations justifying the development of a non-

linear threshold model. We further attempt to optimize the threshold to produce the best

model, demonstrating the optimum threshold is effectively zero.

In chapter 4, we examine the behaviour of the expected returns within each state over

time, showing that a dynamic model may be needed to describe the parameters of the model

over time. We then track the mean return within each state using a standard Kalman filter

assuming the parameters follow a random walk process.

In chapter 5, we develop a finite state machine trading system that uses the predictions

of the Kalman filter to make investment decisions. We show profitable performance to this

trading system over the period studied far in excess of a buy and hold strategy over the same

period.

In chapter 6, we discuss the results and conclude the thesis with suggestions for future

work.

10



Chapter 2

Background

This chapter presents relevant background material used in this thesis. We begin by pre-

senting some simple but effective time-series models used to model investment returns. We

discuss general non-linear models and progress to information specific to our threshold model.

A description of the Kalman filter is also presented.

2.1 Random Walk Model

Perhaps one of the most influential papers in finance concerns the random character of stock

prices, formally introduced by Bachelier [27]. He theorized that stock prices are generated

by the stochastic process given in Equation 2.1.

xt = xt−1 + εt (2.1)

In the model, xt represents the price of the stock at time t while εt is a random variable

often assumed to be zero mean IID Gaussian noise. This model is called the random walk

model. The noise term represents the price changes at time t. In the finance literature, these

price changes are referred to as returns. To apply the model requires estimating the statistical

properties of the set of asset returns. The random walk is a martingale model, knowledge of

past events has no effect on future outcomes. A martingale can also be described as a fair

game offering little hope to an investor looking for advantageous times to invest.

11



2.2 Investment Returns

The model presented in this thesis is developed for daily asset returns. The investment return

is the percentage price change from the previous day. It represents the percentage return

an investor would receive for holding the asset for one day. Successful investing involves

identifying investments with positive expected returns and betting on them repeatedly. In

quantitative finance, the convention is to use continuously compounded returns rather than

simple returns [28]. The one day continuously compounded return rt is given in Equation

2.2 where xt represents the price at time t.

rt = log(xt/xt−1) (2.2)

An advantages of using log returns is they are time additive meaning that the two-period

log return is identical to the sum of the each period’s log return. In contrast, the simple

return is not time additive. Log returns are also mathematically convenient particularly

when dealing with integration and differentiation. In this thesis we use log returns for all

time series under consideration. We use adjusted daily closing prices in our analysis. The

adjustments are due to dividend payments the investor would receive if they owned the asset

that day. Adjusted prices therefore reflect the total return available to the shareholders,

capital gains and dividends.

12



2.3 Geometric Random Walk with Drift

Figure 2.1 shows the DOW Jones Industrial Average raw price history from 1928 to July

2012.
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Figure 2.1: DOW Jones Raw Price

From the DOW Jones price history it is clear that the index has experienced an expo-

nential upward drift over time. As the price increases, absolute volatility also increases. As

a result, the geometric random walk with drift is a plausible model to describe the DOW

Jones price history and many other equity indices. The DOW Jones logarithmic price series

is shown in Figure 2.2

The model for the log returns rt in this case is given in Equation 2.3.

rt = φ+ εt (2.3)
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Figure 2.2: DOW Jones Logarithmic Price

In the geometric random walk with drift model, rt is the log return, φ is the drift param-

eter and ε is a zero mean IID Gaussian noise process.
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2.4 Non-Linear Time Series Models

While linear models are generally preferred, not all processes are linear. When presented

with evidence of non-linear behaviour a non-linear model can be constructed in an attempt

to better describe the data. In this thesis, we find a threshold non-linearity in the data and

thus find use for a non-linear model.

Any time series model where the mean and/or variance of a random variable is described

by a non-linear function is a non-linear model. In this thesis the random variable under

consideration is the time varying mean. We find an asymmetry in the mean and create a

model with two regimes. The threshold function divides the data into two groups and is in

given in Equation 2.4.

st =


0, if rt−1 < 0

1, if rt−1 ≥ 0

(2.4)

The threshold function defines values of st and controls the state-switching. The threshold

function depends on the return of the previous day rt−1. In the above stated equation, the

value of the threshold is zero.
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2.5 Non-Linear Threshold Models

The class of threshold autoregressive models are considered to be locally linear [2]. Tong

introduced the formal specification of the threshold autoregressive model. This type of model

is in the family of state-dependent models. The state-switching is controlled by a threshold

function that depends on observable endogeneous or exogeneous variables [28]. The state is

therefore observable. Within each state, the process follows an autoregressive process. One

of the simplest TAR models is the self-exciting threshold autoregressive. In this case, the

threshold function is based on lagged values of the time-series itself and is used for the model

developed in this thesis. Tong [3] developed the formal specification of SETAR model. The

two-state SETAR model is given in Equation 2.5.

rt =


φ0,1 +

∑p1
j=1 φj,1rt−j + εt,1, if rt−1 < 0

φ0,2 +
∑p2

j=1 φj,2rt−j + εt,2, if rt−1 > 0

(2.5)

Where rt is the return on day t, the set of φi,j are autoregressive terms for regime i

and pi is the order of the AR model in regime i. The noise terms εt,i, is IID zero mean

Gaussian noise in regime i. In our model, we apply a simple SETAR model, dividing the

return series into a set of regimes and allowing the model parameters to vary by regime. The

SETAR model allows the expected return to vary over time and attempts to use a linear

combination of lagged values of the series to predict future values. In contrast, we capture

the time variation using time varying parameters in a simple AR(0) model.
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2.6 Kalman Filter

The Kalman filter method was originally developed by Rudolf Kalman [29]. The algorithm

is designed to compute forecasts of the state of a system in an iterative fashion. The Kalman

Filter can be applied a time series model represented in the form of state space system. The

Kalman filter recursively estimates the state of a system corrupted by noise by using the

measurements which are linearly related to the state and also corrupted by noise.

To implement the Kalman filter, the state equation and observation equation must be

specified. Equation 2.6 and Equation 2.7 give the state and observation equations for a

general Kalman filter application.

xt = Ftxt−1 + Btat + Mtηt (2.6)

yt = Atxt + εt (2.7)

Where x is the state vector at a discrete time period t. Ft is the state transition matrix

that is applied to the state vector of the previous period xt−1. at is the control input vector.

The control input matrix is Bt. vt is generally a serially uncorrelated and independent

noise with vt ∼ N(0,Rt). Mt is the matrix applied to this noise. yt is the observation

vector, At is the observation matrix applied to the state vector xt at time period t. wt

is the observation noise independent and serially uncorrelated following distribution wt ∼

N(0,Qt). Furthermore, for all time periods the observation and state equation disturbances

are uncorrelated with each other and also with the initial state vector x0. In this system of

equation at is non-random input to the system. The matrices Ft, Bt, At and Mt depend on

the model specification. This representation of state space model with state noise matrix is

described in [30].

The recursive process of Kalman Filter involves the forecast of the future state based

on the previous updated state estimate and the new observed data. Because of its recur-

sive nature, the Kalman Filter can be applied in real time. When studying time-varying

phenomena, the Kalman filter can be used to track parameters in a model in an iterative
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fashion. Our model has time-varying parameters and as such, tracking using the Kalman

filter is used.
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Chapter 3

Establishing non-Linear Behaviour in
the Return Distribution

In this chapter, we use empirical results to establish a threshold non-linearity in the return

distribution of the US equity indices. The basic idea of a threshold model is piecewise

linearisation of the observed series through the introduction of a threshold function. We

divide the time series under consideration into groups based on some past information. We

have chosen to use a self-excited threshold function with lag 1. We need to determine the

number of regimes in the model and the threshold values. We combine hypothesis testing

and model fitting to accomplish this. When considering a threshold value, hypothesis testing

is first employed to verify that the returns within each regime created are different with

statistical significance from the set of returns in the other regimes. We then find the threshold

value(s) and other model parameters that produce the best fitting model by minimizing the

mean squared error.
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3.1 Dataset

The dataset under consideration in this thesis consists of the daily adjusted closing prices

of the DOW Jones Industrial Average over a long period. The dates studied range from

Jan 1928-July 2012, approximately 21,000 datapoints. This dataset was selected because it

covers wide range of market conditions including several market crashes, world wars and a

significant portion of the past century. Modern portfolio theory establishes that a diversified

portfolio of equities has superior risk return characteristics compared to individual stocks

[16]. To invest in equities, an investor should buy an index like the DOW Jones Industrial

Average representing a diversified portfolio. In this thesis the investor has two investment

options, invest in the DOW Jones Industrial Average or invest in cash.

Additional indices are also used to test the model. Two other major US equity indices

are also studied. The NASDAQ Composite daily adjusted closing prices from Feb 1971 to

July 2012 and the S& P 500 Index daily adjusted closing prices Jan 1950 to July 2012. The

NASDAQ Composite Index is a market capitalization weighted index of all the stocks listed

on the NASDAQ stock exchange. The index is mainly composed of technology companies.

The S& P 500 Index is composed of the five hundred largest US companies by market

capitalization and some additional criteria. This is a very broad index that is often used to

represent the performance of the US equity markets as a whole.
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3.2 Threshold Selection Process

We begin by defining a piecewise constant threshold function for an arbitrary number of

states n in Equation 3.1.

st =



1, if rt−1 < γ1

2, if rt−1 ≥ γ1 AND rt−1 < γ2

...

n, if rt−1 ≥ γn−1

(3.1)

Where rt−1 is the return of the previous day, the set γ1, γ2, ..., γn−1 are the threshold

values and the value of st represents the state or regime. When applied to an input series,

the threshold function creates n groups of observations. We let γ0, γ1, ..., γn denote a linearly

ordered subset of real numbers to represent our set of thresholds. We require γ0 < γ1 <

...γn−1 and set γ0 as −∞ and γl as +∞. The set of regimes are defined in Equation 3.2.

Γj = (γj − 1, γj] (3.2)

The set of regimes define a partition of the set of real numbers R.

R = Γ1 ∪ Γ2 ∪ ... ∪ Γn (3.3)

Clearly, including the threshold function in a model only makes sense if supported by

empirical evidence. We need to establish the existence of a threshold non-linearity in the

DOW Jones return series, determine the number of regimes and find the set of threshold

values.

We alter the standard modelling procedure for the class of SETAR models [26] by requir-

ing that any groups created by the piecewise linearisation are statistically different to any

neighbouring groups.
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The common modelling approach for SETAR(m) models with m states [4] involves be-

ginning with a two state model, or SETAR(2) model, and searching for the set of model

parameters that produce the minimum MSE, these parameters include both the value of the

threshold and the AR coefficients of the model. This approach finds the threshold value and

other model parameters simultaneously. An F-test is then used to compare the SETAR(m-1)

model to the SETAR(m) model. The SETAR(1) model is a linear model, thus an F-test

comparing the SETAR(1) model and the SETAR(2) model serves as a test of the non-linear

model versus a linear alternative.

In contrast to this approach, we divide the model building process into two steps. We

limit our set of possible threshold values to those for which adjacent groups pass an ap-

propriate hypothesis test at a strict level of confidence. Separating the original time series

into groups should require strong evidence that the groups created are in fact different from

adjacent groups. Thus, instead of searching for the threshold values and model parameters

simultaneously, we use hypothesis testing to determine a set of possible threshold values first.

Then using only these values, proceed the model selection process involving least squares

parameter estimation and compare candidate models.

For our purposes, we are interested in finding differences in mean and possibly variance

between groups of returns. As a result we use Welch’s t-test for the statistical hypothesis

test to compare adjacent groups of returns [31]. The test is designed to compare the means

of two samples having possibly unequal variances. The null hypothesis states that the two

sample means are equal. Rejecting the null would give evidence to support a threshold

non-linearity. For more general applicability, using the non-parametric distribution free

Kolmogorov-Smirnoff test as used by Lo [14] when comparing sets of returns may be more

appropriate.

The threshold function divides the set of returns into two or more groups. For a two state

model the conditional probability density functions are given by fr(r|S = 0) and fr(r|S = 1).

The hypothesis test is stated as follows:

H0: fr(r|S = 0) and fr(r|S = 1) have equal means
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H1: fr(r|S = 0) and fr(r|S = 1) have different means

If the null hypothesis is true there is little justification to proceed with a model based

on asymmetry in mean. If the alternate hypothesis is true we have evidence to support a

two-regime model.
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3.3 DOW Return Series Threshold Search

3.3.1 Two State Model

As previously noted, we begin by determining the set of possible values of the threshold γ1

for a two state model. These are values of the threshold that separate the original series into

distinctly different groups as determined by Welch’s t-test with α = 0.05. The threshold

function is given in Equation 3.4.

st =


0, if rt−1 < γ1

1, if rt−1 ≥ γ1

(3.4)

To evaluate a potential threshold value γ1, we begin by fixing the threshold to some value.

Using this threshold we then separate the return distribution distributions into two groups.

The hypothesis test is used to compare the mean return within the regimes.

Figure 3.1 plots the p − value of a the two sample t-test comparing the two groups of

returns created by application of the threshold function for a range of threshold values.

It is clear from Figure 3.1 of the hypothesis test over a range of thresholds that in the

case of a two state model we should confine the threshold between −1% and 1%. Any value

chosen in this range satisfies our requirement for a statistically significant difference in mean

between the two groups.
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Figure 3.1: t-test p-values for a range of threshold values

3.3.2 Three State Model

We now consider the case of a three state model with two threshold values and compare

results to the two-regime case. The threshold function for the three state model requires two

thresholds to divide the time series into three groups and is given in Equation 3.5.

st =



0, for rt−1 < γ1

1, for rt−1 ≥ γ1 And rt−1 < γ2

2, for rt−1 ≥ γ2

(3.5)

For the three regime case search for possible threshold values for which adjacent groups

have different means with statistical significance at α = 0.05. As an example, for γ1 = −1%

and γ2 = 1% we divide the return distribution into three groups as shown in Equation 3.6.
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st =



0, for rt−1 < −0.01

1, for rt−1 ≥ −0.01 And rt−1 < 0.01

2, for rt−1 ≥ 0.01

(3.6)

We then perform two hypothesis tests comparing adjacent groups, comparing fr(r|S = 0)

with fr(r|S = 1) and fr(r|S = 1) compared to fr(r|S = 2). The hypothesis test used is the

two sample t-test. The hypothesis tests performed are stated as follows:

Hypothesis Test 1

H0: fr(r|S = 0) and fr(r|S = 1) have equal means

H1: fr(r|S = 0) and fr(r|S = 1) have different means

Hypothesis Test 2

H0: fr(r|S = 1) and fr(r|S = 2) have equal means

H1: fr(r|S = 1) and fr(r|S = 2) have different means

We perform a grid search of a large set of possible pairs of threshold values γ1 and γ2

performing the above stated hypothesis tests. We find that the range for the first threshold

γ1 should be between −0.7% and −0.1%. The second threshold, γ2 is in the range 0.1%

to 0.6%. The hypothesis testing performed has allowed us to limit our range of possible

threshold values for the two and three regime cases.
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3.4 Threshold Model for DOW Jones Data

Using the sets of potential thresholds determined in the previous section, we turn our atten-

tion to determining the best fitting model for the one and two threshold cases. This involves

determining the threshold values and model parameters that produce the best model as de-

fined by the lowest mean squared error. We begin by fixing our threshold, then estimate

the parameters of the model in Equation 3.7. We then determine the mean squared error of

the resulting model given the threshold value and the estimated parameter values. We then

repeat this process over a range of threshold values to find the set of parameters that produce

the best fitting model by minimizing the mean squared error using the entire dataset.

rt =

{
φ0 + εt,0, if rt−1 < γ1

φ1 + εt,1, if rt−1 ≥ γ1
(3.7)

Within each state the returns follow a random walk with drift, the drift parameters are

φ0 and φ1. The noise terms are given by εt,0 and εt,1 and are assumed to be IID zero mean

Gaussian noise. The threshold value is γ1. Parameters are estimated with least squares.

We display our results for the two-regime model for a range of threshold values in Figure

3.2.

From the Figure 3.2 we observe a distinct improvement in model performance for a

threshold of effectively zero. This is a very interesting result.

The model parameters for our best fitting two-state model are summarized in 3.1 with

percentage returns used.

Table 3.1: Two-Regime Model Parameter Summary

Parameter Value

φ1 0.067
σε1 1.07
φ0 -0.034
σε2 1.26

The key observation is that the expected return given the previous return is positive is

positive, while the expected return given the previous return is negative is negative.
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Figure 3.2: RMSE of two-state model for a range of threshold values DOW

The linear alternative model would be a one state random walk with drift. Using per-

centage returns, the RMSE of the linear alternative is 1.1647 while the best two state model

lowers the RMSE to 1.1636.

For the three state model, we find that among our set of acceptable thresholds the lowest

RMSE is produced for γ1 = −0.2% and γ2 = 0.2%, The RMSE error for this model is 1.1635.

We summarize the resulting model fit for the one, two and three regime cases in Figure 3.3.

As shown in the plot, minimal gains in modelling efficiency are gained by adding a third

regime and thus we prefer the two-regime model.

The selected model with estimated parameters for percentage returns is stated in Equa-

tion 3.8.
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Figure 3.3: Comparing RMSE for one, two and three regime models

rt =

{
0.067 + εt,1, if rt−1 ≥ 0, εt,1 ∼ N(0, 1.145)

−0.034 + εt,2, if rt−1 < 0, εt,2 ∼ N(0, 1.58)
(3.8)

The estimated parameters for the two-state model show that the higher return regime

also has lower variance, making it both a higher return and lower risk state in terms of

mean-variance risk.

We also want to test to see if an AR(1) model within each regime may be better than

the AR(0) model used so far. The parameters were fitted with least squares for an AR(1)

threshold model for the DOW dataset and the resulting model is presented in Equation 3.9

for percentage returns.

rt =

{
−0.0655− 4.14rt−1 + εt,1, if rt−1 < 0, εt,1 ∼ N(0, 1.15)

0.0695− 0.36rt−1 + εt,2, if rt−1 ≥ 0, εt,2 ∼ N(0, 1.58)
(3.9)
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It is interesting to note that both regimes show negative autocorrelations at lag 1 but

the effect is much more pronounced following a negative day. The RMSE for the AR(1)

two regime model is 1.1634, a small improvement on the AR(0) version which a MMSE of

1.1636. As the gains from using an AR(1) are minimal we prefer the simpler AR(0) model

within each regime.
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3.5 Threshold Model for Additional Stock Indices

The above procedure applied to modelling the DOW Jones data was applied to the NASDAQ

Composite and S& P 500 Index.

For the NASDAQ Composite, a threshold of zero for a two regime model is found to

produce the best model. Figure 3.4 displays the model error for a range of threshold values

using percentage returns.
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Figure 3.4: RMSE of two-regime model VS threshold for NASDAQ Comp

Similar results are found for the S& P 500 as shown in Figure 3.5. From these results, it

is clear that a threshold model can be considered for all three major US equity indices and

the value of the threshold is consistently zero.
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3.6 Chapter Summary

In this chapter, we provide empirical evidence to demonstrate the existence of an asymmetry

in the daily return series of the DOW Jones Industrial Average conditional on the sign of the

previous return. When the previous day is positive we get a positive expected return for the

current day. When the previous day is negative we get a negative expected return for the

current day. We use this observation to motivate the development of a two regime model.

The threshold value is found to be approximately zero. We demonstrate improved model

fit when compared to an alternative linear model. Our modelling procedure also includes

a hypothesis testing step to ensure the threshold function separates the data into distinct

groups. We further show that the same model is appropriate for both the S& P 500 Index

and the NASDAQ Composite Index with the same threshold value of zero.
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Chapter 4

Examining the Time Varying
Behaviour of Returns

In the previous chapter we established a threshold non-linearity in the DOW Jones return

series over a very long period. As a result we model the return process using two different

states. In this chapter we perform a similar test but examine the mean return within each

state for each consecutive 2000 point sub period in the original dataset. The purpose is to

look for time varying behaviour. The empirical data demonstrates that the mean return

within each state varies considerably over time while remaining different for the two states

in each sub period. In particular, the mean return within each state changes considerably

during the crash of 1929 and the recent financial crisis of 2008. The finding will motivate

us to consider time-varying parameters in our model that adapt to changing conditions. We

further extend our analysis to the NASDAQ Composite and S& P 500 datasets and find

similar results.
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4.1 Conditional Mean Returns Over Time

In the previous chapter we examined the expected return given the sign of the previous

return using the entire dataset. In this chapter we examine the same hypothesis but for

smaller time periods within the dataset. The data is divided into groups of consecutive 2000

point intervals. This size of interval was used because we wanted to examine the behaviour

over time while keeping a large number of points in each interval for hypothesis testing. Each

period is labelled Pi for i = 1 to i = 11 for the DOW Jones dataset as shown in Equation

4.1.

Pi = {r2000(i−1)+1, r2000i} (4.1)

The threshold function defined by st is then used to classify the samples into two condi-

tional distributions for each sub-period. We compare the mean values of the two groups by

performing Welch’s t-test for each set of points. The purpose of this analysis is twofold, we

will verify if the observed asymmetry of returns is persistent over time and determine if the

model parameters may vary over time. The results of this test are displayed in Table 4.1.

The table compares the mean returns, E(rt|st = 0) and E(rt|st = 1) for the two regimes in

each sub-period and provides results of the hypothesis test comparing the means of the two

samples. All returns are expressed in percentage terms.

The hypothesis test used is Welch’s t-test for two samples.

The threshold function divides the set of returns into two or more groups with conditional

probability density functions fR(r|S = 0) and fR(r|S = 1). For a two regime model the

hypothesis test is stated as follows:

H0: fR(r|S = 0) and fR(r|S = 1) have equal means

H1: fR(r|S = 0) and fR(r|S = 1) have different means

The results convincingly demonstrate a mean asymmetry between the two groups of

returns is persistent over the sub periods studied. In nine out of eleven test periods, the
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Table 4.1: State Dependent Returns by Sub Period

Period E(rt) E(rt|st = 1) E(rt|st = 0) count st = 1 count st = 0 H p-value

1 -0.0155 -0.1078 0.085 1043 957 0 0.05438
2 -0.0083 0.0939 -0.116 1027 973 1 0.00005
3 0.0302 0.1215 -0.075 1071 929 1 0.00005
4 0.0391 0.1341 -0.079 1110 890 1 0.00000
5 0.0227 0.1154 -0.081 1055 945 1 0.00000
6 0.0024 0.1878 -0.175 980 1020 1 0.00000
7 0.0107 0.0555 -0.035 1010 990 1 0.02326
8 0.0509 0.0932 0.002 1071 929 0 0.08687
9 0.0575 0.1026 0.005 1076 924 1 0.01990
10 0.0087 -0.0413 0.063 1040 960 1 0.02701
11 0.0013 -0.1171 0.141 505 429 1 0.01793

hypothesis test yields 95 percent confidence the two samples are in fact different. In eleven

out of eleven test periods, the hypothesis test yields 90 percent confidence the two samples

are different. The bar chart 4.1 compares the mean return within each regime by sub period.

These are given by E(r|S = 0) and E(r|S = 1). The expected return for all returns during

each sub period is given by E(r).

Interestingly, at the start and end of the dataset, the behaviour of the two states appears

to invert, positive return days precede expected negative returns and negative return days

precede expected positive returns which is the opposite of the rest of the dataset.

The empirical results suggest that the observed return asymmetry is persistent over time

but the expected returns within each state may vary over time. As a consequence of these

findings, we modify the model employed in Chapter 2 to include time varying parameters.

Our model with time varying drift is stated in Equation 4.2.

rt =

{
φ0,t + ε0,t, if rt−1 < 0

φ1,t + ε1,t, if rt−1 ≥ 0
(4.2)

The values of the parameters φ0,t and φ1,t vary with time and εt is an IID Gaussian noise

process.
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Figure 4.1: Expected Returns by Regime for DOW Over Time

4.2 Kalman Filter for Time-Varying Parameter Esti-

mation

The Kalman filter is a recursive algorithm that can be used to optimally estimate parameters

under the assumption of Gaussian noise. In this thesis, our interest is estimating the mean

return within each state. From the analysis presented in this chapter we have established

that the parameters of the model likely vary over time. In order to apply the Kalman filter

to this problem we will need to specify a process that determines the time evolution of the

parameters to be estimated. We will choose the random walk process for the parameters φ0,t

and φ1,t with process equations given in Equation 4.3.

φ0,t = φ0,t−1 + wt φ1,t = φ1,t−1 + vt (4.3)
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From the general state Equation in 2.6, the matrices to be specified are Ft, Bt and Mt.

Equation 4.4 provides the values of these matrices for our model.

Ft =

[
1 0
0 1

]
,Bt = 0,Mt =

[
1 0
0 1

]
(4.4)

The state vector defines the parameters to be estimated. The state vector for our model

is given in Equation 4.5.

Xt =

[
φ0,t

φ1,t

]
(4.5)

The process noise vector is given by ηt in Equation 4.6.

ηt =

[
wt
vt

]
. (4.6)

The process noise terms, wt and vt are assumed to be zero mean IID Gaussian noise.

Since we want to track the parameters we prefer to make few assumptions regarding the

process by which the parameters evolve and use the simple random walk process.

We assume the observation noise εt is the same for both states and is an IID Gaussian

process with zero mean. The standard SETAR model allows the observation noise variance

to change depending on the state. By assuming the noise variance is the same for both states,

we can use a single observation equation to estimate both state parameters simultaneously.

We do this by including the state information in the observation vector. Our observation

equation is given in Equation 4.7.

rt = φ0,t + φ1,tst + εt (4.7)

The state switching is controlled by st defined in Equation 4.8.

st =


0, if rt−1 < 0

1, if rt−1 ≥ 0.

(4.8)

The general Kalman filter observation Equation is given in 2.7.

37



rt = AtXt + εt (4.9)

The observation vector At for our model is given in 4.10.

At =
[
1 st

]
(4.10)

The parameters are tracked over time using the Kalman filter. An advantage to using

the Kalman filter algorithm is that it relies on past data to make future predictions making

it useful for practical investment decision making. When new information is received it

is compared to the current prediction, the parameter estimates are updated and a new

prediction is made.

The Kalman filter is a recursive algorithm that gives the optimal estimate of Gaussian

Random variables. In order to apply the Kalman filter to the estimation problem, asset

returns must be assumed to be normally distributed and the various noise processes must

be assumed to be zero mean and Gaussian.

We set the initial conditions as shown in 4.11 and 4.12.

X1|0 =

[
0
0

]
(4.11)

Σ1|0 =

[
0 0
0 0

]
(4.12)

The variances of the noise processes are estimated by recursively using the Kalman filter

and maximum likelihood estimation. By using the Kalman filter repeatedly along with the

log likelihood function, we test the likelihood of the model with different values for the noise

variances to select the most likely set of values. Table 4.2 summarizes the values of the noise

variances that produce the most likely model.

The small value of the process noise suggests the parameters vary slowly over time.
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Table 4.2: Noise Variances

Parameter Variance

σ2
w 8× 10−5

σ2
v 8× 10−5

σ2
ε 1.3

4.3 Results for DOW Dataset

In the two-state model described in chapter 3, the regime dependent drift parameters are

constant over time. This assumes that there is some true value of these parameters and

the more data we have, the closer we will get to the true values. The parameter values

are estimated by minimizing the mean squared error. In this chapter we have argued for

time-varying parameters and assume the parameter values follow a random walk process.

As a result, the parameter values are tracked over time. This approach assumes there is no

constant true value of the parameters. Financial markets are dynamic, participants adapt

and structural, political and economic changes occur. A model with time-varying parameters

is consistent with an changing financial system.

We evaluate the dynamic model by comparing the mean squared prediction error of the

Kalman filter to the simpler two-state model with static coefficients estimated from the

entire sample. If the Kalman filter tracking is effective, allowing for time-varying parameters

should produce a better model fit than using static parameters in a similar model.

By comparing the RMSE for each model we find that the performance of the time-varying

model with Kalman filter estimation is superior to the static two state model described in

chapter three. While the predictions of the best static two state model have RMSE of

1.1636, the dynamic model with Kalman filter tracking has a RMSE of 1.1615, a significant

improvement over the static model.

In [1], the authors use a SETAR model with two-regimes with an AR(1) model in each

regime. They use a rolling window technique to allow for time-varying parameters and

test a trading system based on the results. They take a different approach to attempt to

capture time varying returns use a rolling window estimation method. The rolling window
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technique uses the past w observations to estimate the model parameters, updated estimates

are calculated with each new data point. It is a simple method of adding dynamic behaviour

to the parameters of a model. We tested this model for four different window lengths w =

50, 100, 150 and 200. The best model resulted for a window length of w = 200. Unfortunately,

this method was unable to beat the one-state random walk with drift model. The RMSE for

the two state SETAR model with AR order 1 and window length w = 200 was 1.2239 which

is considerably worse than the random walk with drift model.

The success of the Kalman filter technique employed in this thesis provides evidence to

support the use of time varying coefficients in our model. Table 4.3 compares model fit for

five models considered in this thesis for percentage returns.

Table 4.3: Model Fit Comparison

Model Parameter Estimation Static or Dynamic Parameters MSE

Two State AR(1) Rolling Window Least Squares Dynamic 1.4977
One State AR(0) Least Squares Static 1.3565
Two State AR(0) Least Squares Static 1.3539
Two State AR(1) Least Squares Static 1.3534
Two State AR(0) Kalman Filter Dynamic 1.3490

The model with time-varying parameters estimated by the Kalman filter fits the data

better than the static parameter model as well as a dynamic model with rolling window

parameter estimation. This provides justification for the Kalman filter approach. The esti-

mated values of the parameters over time are shown in Figure 4.2.

For the majority of the dataset the expected return given rt−1 ≥ 0 is positive but un-

dergoes significant change early and late in the dataset. The Kalman filter captures these

changes in behaviour. Clearly, the expected returns are different depending on the state of

the system.
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Figure 4.2: DOW Jones Expected Return Given st = 1 or st = 0

4.4 Dynamic Parameter Threshold Model for Addi-

tional Stock Indices

The approach used in this chapter was also applied to the NASDAQ Composite Index and

the S & P 500 Index data. Each of these datasets was divided into 2000 point intervals

and comparison of the state dependent expected returns were compared as with the DOW

dataset. Figure 4.3 shows expected returns overs time for the S& P 500 index. The differences

in mean for each sub period gives evidence to support a model with time-varying parameters

and a threshold non-linearity as found for the DOW dataset.
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Figure 4.3: State Dependent Mean Return by Sub-Period S& P 500

The NASDAQ Composite Index displays the same behaviour. Figure 4.4 shows expected

returns overs time for the NASDAQ Composite. The differences in mean for each sub period

gives evidence to support a time-varying threshold non-linearity.
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Figure 4.4: State Dependent Mean Return by Sub-Period NASDAQ Composite

The Kalman filter was applied to model returns for both the NASDAQ and S &P 500

datasets using the two regime model with time varying parameters. Maximum Likelihood

is used to estimate the noise variances. A similar improvement in model performance is

observed for both datasets as was observed for the DOW.

Table 4.4 compares results for different models of the S & P 500.

Table 4.4: Model Fit Comparison S & P 500

Model Parameter Estimation Static or Dynamic Parameters MSE

One State AR(0) Least Squares Static 0.9632
Two State AR(0) Least Squares Static 0.9594
Two State AR(0) Kalman Filter Dynamic 0.9551

Table 4.5 compares results for different models of the NASDAQ Composite.

In both cases, the two regime model with dynamic parameters and Kalman filter tracking
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Table 4.5: Model Fit Comparison NASDAQ

Model Parameter Estimation Static or Dynamic Parameters MSE

One State AR(0) Least Squares Static 1.6061
Two State AR(0) Least Squares Static 1.5913
Two State AR(0) Kalman Filter Dynamic 1.5889

outperforms the other models considered.
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4.5 Chapter Summary

In this chapter we provided empirical evidence that the parameters of our two state model

vary over time by examining sub-periods of the entire dataset. We develop a time-varying

two-state model where the model parameters follow a random walk process. We describe

how a Kalman filter can be used to estimate the parameters over time. The predictions of

the Kalman filter achieve a better fitting model than other candidate models as indicated

by a lower MSE. The demonstrated model improvement supports our assumption that the

model parameters are dynamic and that our estimation procedure is effective. The procedure

is repeated for the S & P 500 and NASDAQ Composite data and results are similar to the

DOW dataset.
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Chapter 5

Finite State Machine Trading System

This chapter explores a trading system based on the model developed in the previous chapter.

When evaluating a trading system it is important use information from the past and present

for decision making at any point in time. We make an effort to use as little foresight as

possible. The usefulness of the Kalman filter for this application is clear. We estimate the

values of the model parameters at each point in time with one-step ahead forecasts and

use the forecasts to make investing decisions. We utilize a finite state machine with two

states. We make decisions based on the estimated values of the model parameters and the

current state of the system. We test the system over a long period demonstrating exceptional

performance compared to a buy and hold strategy over the same period.
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5.1 Expected Returns

Our model estimates the logarithmic return conditional on the value of threshold function

st defined in Equation 5.1.

st =


0, if rt−1 < 0

1, if rt−1 ≥ 0.

(5.1)

The time-varying return is expressed very compactly in 5.2.

rt = φ0,t + φ1,tst + εt (5.2)

φ0,t and φ1,t are parameters to be estimated and εt is IID Gaussian noise with zero mean.

By taking the expected value of both sides of the equation, we arrive at

E(rt|st = 0) = E(φ0,t) = φ0,t

E(rt|st = 1) = E(φ0,t) + E(φ1,t) = φ0,t + φ1,t

(5.3)

By determining the parameters φ0,t and φ1,t, we get a prediction of the return given

our knowledge of the state. We will use the predicted expected return to make investment

decisions. The value of st is known at time t because it only depends on the value of the

return at t− 1. As a result we use the values of E(rt|st = 0) and E(rt|st = 1) to guide our

investing decisions. If the system is in state st = 1 and E(rt|st = 1) > 0 we invest in the

Dow Index for that day. Similarly, if the system is in state st = 0 and E(rt|st = 0) > 0 we

invest in the Dow Index for that day. Conversely, if the expected return given the value of

st is negative, we do not invest in the market and instead hold our assets in cash assumed

to generate zero interest.

The purpose of this exercise is to apply our model to actual financial decision making.

This type of strategy is essentially a market timing strategy, determining which days to

invest in the stock market and which days to hold cash instead.

The study undertaken in this thesis improves upon previous work by using time varying

parameters and a Kalman filter for estimation and prediction. Our trading system test then
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becomes more realistic because we try to only use information available to us at the time a

decision is made.
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5.2 Finite State Machine

A finite-state machine is an abstract machine that can be in one of a finite number of states

[32]. The machine is in only one state at a time. The state at any given time is called

the current state. It can change from one state to another when initiated by a triggering

event or condition, this is called a transition. A particular FSM is defined by a list of its

states, and the triggering condition for each transition. The finite state machine developed

here is based on our two state model with Kalman filter parameter tracking. The Kalman

filter provides us with one step-ahead forecasts. The forecasts are used to make investment

decisions. When the expected return predicted by the model is positive, we invest, when

negative, we hold cash. To represent these trading actions as a FSM we use only two states:

a Buy state and a Sell state.

Buy State

(st = 0 AND E(rt|st = 0) ≥ 0) OR (st = 1 AND E(rt|st = 1) ≥ 0)

Sell State

(st = 0 AND E(rt|st = 0) < 0) OR (st = 1 AND E(rt|st = 1) ≤ 0)

State transitions are triggered when a new observation rt is received. We then evaluate

st and use a Kalman filter to predict E(rt|st = 0) and E(rt|st = 0). We use these values to

find the current trading state, either BUY or SELL. Trading actions are associated with

entry and exit from the two states.

The trading logic is implemented simply using the two-state FSM. In the two state FSM,

when entering the Buy State, the trading decision Buy Index is made. When entering the

Sell State, the trading decision Sell Index is made. State transitions are triggered by the

predictions of our model and the state of the system. We perform rational trading actions

given the state and the expected return given that state.

A visual summary of the FSM used for the trading system is given in Figure 5.1.
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Figure 5.1: Finite State Machine Trading System

5.3 Trading System Results DOW

We implement the FSM described in the previous section for DOW Index data from January

1928 to July 2012. Our results indicate exceptional performance for the trading system over

the period studied.

We implement two different trading systems to compare the results for our market timing

strategy. The benchmark strategy is the simple buy and hold strategy employed by long

term investors. The investor buys the DOW Jones Industrial Average at the beginning of

the dataset and sells at the end.

Over the same period, we evaluate the performance of our FSM trading machine based

on the two-regime model with time-varying parameters tracked by the Kalman filter. This

is the trading system depicted in Figure 5.1.

The results show grossly superior performance for the dynamic model with Kalman filter

parameter tracking compared to Buy and Hold. Table 5.1 compares the mean return, number
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of days invested, standard deviation of return and cumulative return for each of the two

strategies.

Table 5.1: Kalman Filter Trading System Results DOW

Strategy Mean Return(%) Standard Dev days invested Cumulative Return

FSM Trading System 0.0808 1.02 11799 957000%
BUY and HOLD 0.0190 1.16 20934 5500%

What is remarkable is that the system invests just over half of the days from a series of

returns with a positive expected value and dramatically outperforms the passive buy and hold

strategy and the static parameter two state model. This demonstrates the effectiveness of

this system in identifying trading opportunities with positive expected returns. The returns

could be increased further by investing in a short term government bonds instead of cash

when not in the market.

As a further demonstration of the trading system performance we compare the growth

of one dollar invested using each strategy over the period studied in Figure 5.2.

It is clear from the plot that the dynamic strategy based on our two-regime model out-

performs the benchmark in terms of cumulative returns.
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Figure 5.2: Capital Growth by Strategy DOW

5.4 Trading System Results NASDAQ and S& P

A similar trading system test was performed for the NASDAQ Composite and S& P 500

datasets. Table 5.2 shows the results for two strategies tested on the NASDAQ dataset. The

strategy based on the two-regime model outperforms buy and hold by a significant margin.

Table 5.2: Kalman Filter Trading System Results NASDAQ

Strategy Mean Return(%) Standard Dev days invested Cumulative Return

FSM Trading System 0.13 1.01 6252 268300%
BUY and HOLD 0.032 1.27 10351 2830%

We compare the growth of one dollar invested using each strategy over the period studied

in Figure 5.3.

It is clear from the plot that the FSM trading strategy based on our two-regime model
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Figure 5.3: Capital Growth by Strategy NASDAQ

outperforms the benchmark.

Table 5.3 shows the results the two strategies tested on the S & P 500 dataset. The

Finite State Machine strategy based on the two-regime model outperforms buy and hold

considerably.

We compare the growth of one dollar invested using each strategy over the period studied

in Figure 5.4.

It is clear from the plot that the dynamic strategy based on our two-regime model out-

performs the benchmark in terms of cumulative returns.

Table 5.3: Kalman Filter Trading System Results S& P 500

Strategy Mean Return(%) Standard Dev days invested Cumulative Return

FSM Trading System 0.1 0.90 9051 888500%
BUY and HOLD 0.028 0.98 15632 8000%
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Figure 5.4: Capital Growth by Strategy S & P 500

5.5 Chapter Summary

In this chapter, we presented a Finite State Machine trading system that makes investment

decisions given the predictions of our dynamic parameter two state model and the current

state of the system. We demonstrate excellent performance on Dow Jones Index data over

a long period, outperforming a passive buy and hold by a significant margin. Good results

are also found for the NASDAQ Composite and S& P 500 datasets. Our dynamic model

identifies trading opportunities with positive expected returns. The FSM trading system

uses the predictions of our model to make rational investing decisions by investing only

when the expected one-step ahead return is positive. The results demonstrate potentially

lucrative results for this system.

54



Chapter 6

Conclusion and Future Work

In this thesis we presented empirical evidence from several US equity indexes over a long

period to support a two-regime model of investment returns. We found compelling evidence

that stock index return depends on the sign of the previous day’s return. In response to

these observations, we created a two regime model. Within each regime the investment

returns follow a random walk with drift. The drift parameter is different within each regime.

We examine this behaviour over time and found evidence to support time varying drift

parameters.

As a result, we built a two regime model with time-varying parameters. Using a Kalman

filter, we then track the drift parameters over time, assuming the parameters themselves

follow a random walk. We show that the two-state model with time-varying drift parameters

outperforms both the single regime random walk with drift and the two regime random

walk with drift and constant parameters models. Our finite state machine trading system

makes investment decisions based on the predictions of the model and is shown to perform

exceptionally well over the time period studied.

Future work should focus on including more complicated variance specifications. Fi-

nancial time-series have been shown to exhibit fat-tails [33]. GARCH models and stochastic

volatility models have been developed to better describe the variance for financial time series.

By improving our description of the variance, we could further improve our trading system

by altering our position sizing to reflect both the expected return and expected variance.
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This may require use of a particle filter in place of the Kalman filter used in this study.

The trading system results assume zero transactions costs and slippage. To implement

the trading system discussed in this thesis would require a large number of transactions, each

incurring some cost. Further investigation of the FSM trading system could take into con-

sideration these costs. One difficulty is commissions for financial transactions have changed

dramatically over the past 80 years. Electronic stock exchanges have reduced trading costs

and tightened spreads in the past quarter century. Structural changes like the move to deci-

mal prices on most exchanges from the more traditional fractional pricing also have an effect

on trading costs.

Future studies could investigate other strategies based on the model. Perhaps require that

the expected return be greater than commission costs or some other value before initiating

a trade. The use of leverage could also be employed to increase gains. By investing in

treasuries instead of cash then using the interest payments to cover interest costs paid to

obtain leverage, the investor may be able to enhance gains further.
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Glossary

S& P 500:

A US equity index composed of the 500 largest US companies by market capitalization.

NASDAQ Composite:

A US equity index composed of the stocks listed on the NASDAQ stock exchange.

This index is dominated by technology companies and is weighted by market capitalization.

DOW Jones Industrial Average:

Price weighted stock index composed of US large cap stocks selected to the index by

DOW Jones.

Finite State Machine (FSM):

An abstract machine that involves defining states and state transitions to accomplish

some task.

Threshold Autoregressive (TAR):

Non-linear model that uses a threshold function to separates a time series into regimes

and models each regime with a different autoregressive model.

Self-Excited Threshold Autoregressive (SETAR):

A TAR model where the threshold function is based on lagged values of the time-series itself.
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