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ABSTRACT 

Nowadays, People are more distracted by their vulnerable devices, whenever they enter a cross 

road. As a result, a fatal accident or injury will occur. This motivated the need to implement a 

reliable pedestrian detection system. To optimize the system, a cross road scenario is considered 

where the driver is taking a right turn and a smart camera is used to capture consecutive pictures 

of the pedestrian. The consecutive frames are studied using Region Of Interest method and the 

Gaussian mixture model method. Once the detected pedestrian enters region of interest in less 

than 2 meters, a warning and automatic brake system is initiated to prevent the accident. Finally, 

the results of the proposed methods are compared based on the processing speed and 

performance rate of the Shape based detection technique (Wei Zhang, [12]). The performance rate 

was above 90% and processing speed was about 1 sec for the proposed methods. 
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CHAPTER 1.  

INTRODUCTION 

 
1.1. MOTIVATION 

 

The traffic situations have undergone dramatic changes over the last few years and this lead to 

the development of an innovative technology to detect pedestrians or other vulnerable road users 

[1]. The motivation for this research is based on the survey report for the past five years from 

2009 to 2014. However, 2013 has seen the highest number of road accidents. This paper is 

focused on designing a method for pedestrian detection which in turn can reduce the number of 

road accidents. Even though, many researches were being carried out for pedestrian detection, 

most of the methods had drawbacks on false detection (FP). False detection means objects that 

are incorrectly detected as pedestrians and this research paper has overcome some of the 

challenges on false detection [1]. 

 

1.2. SURVEY ON PEDESTRIAN AND CYCLING SAFETY IN TORONTO  

 

In earlier times, walking and cycling were the active means of transportation for human beings 

and this had a number of health benefits for their day-to-day life [2]. This survey is done to 

ensure safety while walking and cycling. The death rate of pedestrians and cyclist as a result of 

collision with vehicles is the highlighted part of the survey. The collision and injury/fatality data 

were obtained from the Toronto Police Services' collision reports for the period 2008-2012 and 

this electronic database contains information on all police-reported vehicle collisions that 

occurred in the City [2]. For every collision it lists the date, time, location, age of the person 

involved, and the severity of any injuries that resulted. 

 

From the bar graph (Figure 1.1) for the past four years, especially from 2009 to 2013, it is seen 

that the pedestrian and cycling death rate was less than 50-40 percent in the year 2011. But 

Toronto city had reduced its number of traffic fatalities significantly, and it seems stabilized. 
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During the first six months of 2013, Toronto city ties with 2011 record which contained 36 

pedestrian and cyclist fatalities. However, the last six months of 2013 was worse and it contained 

45 traffic fatalities. Therefore, the year 2013 had a total of 43 percent increase over the year 

2012. The death rate of pedestrians shot up to 67 percent.  

 

 
 

Fig. 1.1: Bar graph representation of traffic fatalities by categories [3] 

 

It’s clear from the graph (Figure 1.2) above that the Toronto city faced most of the pedestrian 

accidents compared with the neighboring cities. 

 

 
 

Fig. 1.2: Pedestrian fatalities across the GTA [3] 
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1.3. PROJECT OBJECTIVE 

 

The objective of the report is to detect real time pedestrian using smart phone camera attached to 

the vehicle while the developed software can detect the pedestrian on the roadside when the 

vehicle tries to turn right. The method used to detect pedestrian is very simple and thus prevent 

the accident occurring across road side. This research scenario suggests a typical situation when 

drivers want to take a right turn at an intersection and have to yield to oncoming cars on the main 

roads. However, drivers fail to notice pedestrian on their right hand because their attention is 

focused primarily on the road on their left-hand side which can create a potential hazard for 

pedestrians. 

 

1.4. SCOPE OF PROJECT 

 

This project is mainly motivated based on the increased need to protect pedestrians from road 

accidents and the project is discussed in four sections. Section 2 of the project focuses on the 

literature survey of the related technologies used for pedestrian detection. Later, a comparison is 

performed for recent technologies based on their processing speed and performance rate. 

However, Sections 3 and 4 discuss the theory behind the implementation and further discuss the 

system requirements, flow diagram and proposed techniques used for detecting pedestrians. The 

technical approach and results are discussed in section 4. Finally, section 5 concludes the project 

by comparing the results with the shape based detection technique and also incorporates 

suggestions for future work. 

 

 

 

 

 

 

 

 

 



4 
 

 

 

 
CHAPTER 2. 

REVIEW ON RECENT TECHNOLOGY AND ITS RELATED WORK 

 
Pedestrian safety methods are improving through different ways and these can be summarized as 

follows: Infrastructure improvement (vehicle design), situational awareness (throughout driving), 

cautionary signals, emergency alarm, auto braking and deploy collision mitigation [5].  To make 

it precise the infrastructure can be categorized in to speed control of the vehicle, pedestrian 

vehicle separation and the visibility of pedestrian by the driver [6]. Speed reduction results in 

less pedestrian injuries due to having a greater reaction time (Figure 2.1). 

 

 

 

Fig. 2.1: Reaction time for a given distance decreases with vehicle speed[5] 

 

Some popular speed control methods include speed bumps and using multi-way stop signals [6]. 

Separation of pedestrians and vehicle can be done by installing traffic lights and allocating time 

for pedestrian signals. Pedestrian visibility can be increased by improving the road lighting since 

most pedestrian injuries occur at night. Most accidents occur because of the visibility problem, 

such cases can be improved by using radar waves which can be attached to the bumper side on 

the vehicles. This report deals with detecting pedestrian for vehicles turning towards the right 

side of the intersection and the pedestrian can be detected using cameras attached to the driver 

side.  
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2.1. RELATED WORK 

 

The related work for pedestrian detection mainly begins with the different sensors used. The 

most commonly used detection techniques are active and passive sensors. Passive sensors gather 

target data through recognition of the radiation, light, heat and vibrations occurring in the 

subject's domain. On the other hand, the active sensors sends off signals from transmitters and 

data is collected from the sensors upon their reflection with the help of electrons or light waves 

[7]. Both sensors are classified according to the application techniques used for detection. For 

example, in cases where active sensors like lidar and radar cannot be used for detection, passive 

sensors like CCD cameras are used. Therefore, both sensors have got positive and negative 

feedbacks. 

 

Steffen Heuel and Hermann Rohling developed a classification algorithm for automotive 

application using radar sensors (at 24GHz), which can be used for measuring velocity and 

distance with a band-width of 150MHz [8]. The paper proposed two systems such as single radar 

system, that measures the transmitted signal using a single MFSK (Multi-Frequency Shift 

Keying) at 39 ms. It is used to measure the radial speed, range and the level of signal [8]. In the 

second system named as, multiple radar system wherein measurements are modified using 

different speed and range of the signal. Eventually, a tracking method is used to extract features 

of the pedestrian. The pros of this method is that measurements were very accurate and the con is 

that large bandwidths are used to classify pedestrians in the urban areas. 

 

Gavrila and Munder, [9] proposed PROTECTOR system (a real-time stereo system for 

pedestrian detection and tracking). The highlights of the method is that it used a texture based 

classification and the method used fixed cameras at 25 meters apart. The pictures are stored in 

frames, which resulted in 71 percent pedestrian detection and 0.1 false alarms/frame [9]. The 

pros of the system is that using sparse stereo the reliability increased and had higher sensor 

coverage. However, the con is that the datasets used were from comparatively sparse 

environment. 

 

Giuseppe De Nicolao et.al. [10] analyzed the risk assessment of pedestrians based on certain 

scenario. The scenario assessed is based on PROTECTOR system (proposed by Gavrila and 
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Munder, [9] ). As the pedestrian crosses the road the accident risk rises to 85%. The proposed 

solutions are based on the sensors used at different radial angles.  

 

Cristiano Premebida et.al. [11] used 3D laser sensors commonly known as LIDAR in the 

detection and evaluation for depth perception of road crossing pedestrians [17]. The data sets are 

collected and evaluated by using a simple low pass up-sampling algorithm. There has been 3741 

frames used for the detection on which 52% were detected successfully. The con is that the 

pedestrian detection algorithm resulted with less accurate values. 

 

Wei Zhang, [12] proposed a method for pedestrian detection using stereo vision technique. The 

system used for pedestrian detection includes stereo vision cameras, accelerator and dual quad-

core computers [12]. A layered approach is also implemented to differentiate between stationary 

and dynamic objects. The method processed at a frame rate between 7 to 10 Hz rates and can 

detect pedestrian at 30 m apart with a driving speedup to 15 - 35 mph. The results showed up 

90% positive detection rate. The infrastructure used for the system is simple. The paper lacks in 

the image contrast and low visibility at certain lightning conditions. 

 

Aline Senart et.al [13] proposed a method where a fixed sensor network is used for detecting the 

pedestrians crossing the road. The pedestrian detection is done by using some reflective jacket 

which needs to be worn by the pedestrian and these jackets can send radio waves to the sensors 

attached to the roadside units. These roadside units are controlled by the base station units which 

in turn give warning signals to the on-board computer units. Thus, this method provides 

continuous information about the pedestrians in VMS (variable-message sign) format even 

though the road conditions are beyond their limit. This method is very simple and cheap and 

moreover, better results are obtained with horizontal antennas that are directed towards the road. 

The pros of this method is that it is very promising and the pedestrian detection can be performed 

beyond the driver's limit. The cons are that there can occur messages congestion which can lead 

security issues with the messages.  

 

M. Bertozzi et.al. [14], developed a system that is aimed to detect the pedestrian and to classify 

other objects in the surrounding by using a pedestrian detection system, such as a camera, a radar 

and an inertial sensor [14]. In the proposed method, three systems are used and each of them has 
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got different purposes. The camera can produce improved detection of the vehicle boundaries 

which are detected using the radar sensors. The false positives are discarded and the pedestrian is 

being detected at the same time by motion stereo techniques. The radar with a frequency of 

24GHz is being kept at the bumper of the vehicle. The pros is that the use of the radar on the 

vehicle helped to determine the position and size of the human being. The cons is that the single 

camera which is used to detect the pedestrian is clustered with a noisy background so it needs 

further filtering. 

 

Erwin Thomas Gilmore et.al. [15], used a low cost microcontroller system and an infrared radar 

system for detecting the pedestrian. This method is proposed for real time pedestrian detection 

and the system developed basically focuses on digital and infrared imagery. All the applications 

are performed on a microcontroller which is being programmed on matlab. The communication 

part is performed by an indicator which helps in decision making for the driver's assistance and 

to provide information regarding security. The pro is that the platform developed using 

microcontroller were successful for  both on-line and off-line data processing [15]. Moreover, 

the method used is very unique and the design was really very successful. However, the con is 

that the method doesn't show any results for the complex images and this happens because the 

algorithm has more dependence on the aspect ratio of the image. 

 

A. Bartsch et.al. [16] proposed a classification method based on radar sensors for pedestrian 

tracking. The detection is based on extracting data from Doppler and spatial distribution method. 

In this experiment, a 77GHz radar sensor is used to track the pedestrian and 95% output is 

achieved by the proposed classification method. The pro of the paper is that the radar sensor used 

with higher Doppler frequency is efficient for detection. The con is that there are possibilities for 

high rates of  false detection. 

 

Yang Yang et.al. [17] proposed a real time pedestrian detection from a moving vehicle. The 

proposed method was known as BHGD (Boosted Histogram of Gradient Direction ) [17]. In the 

first detection, pixels of the window is being classified into different blocks and HOG is 

computed for each block. The values obtained from the HOG computation is then evaluated 

using BHGD. Secondly, composite classifier is built using a Adaboost algorithm [17] for 

selective blocks. This Adaboost algorithm is the unique feature apart from the HOG method. The 
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pros is that the performance is much improved compared to the HOG technique. This method has 

high accuracy and the detection is not affected by illumination compared to HOG technique. The 

con is that the size of the image used to detect is being reduced, so it can be used only for on-

board pedestrian detection systems. 

 

Javier Hernández-Aceituno et.al. [18] proposed a Bayesian approach in the Viola-Jones 

algorithm, for the pedestrian detection. This method is a statistical approach for the original 

algorithm [18]. The objective of this approach is to provide accuracy for the frames and to detect 

the pedestrian accordingly. The pros of this method is that it is more accurate for clear pedestrian 

images.  However, the cons is that the complexity is high and the method can be affected by 

illumination. 

 

Xiaofeng Chen et.al. [19], designed a detection method using three dimension sensing based on a 

Microsoft's Kinect. The method is easier and it can extract the RGB images by background 

separation method. Later, a region clustering method is used to detect the pedestrian. Moreover, 

counting and tracking method is used to design the pedestrian volume. The pros is that the 

occlusion is lesser compared to other proposed methods and it has got reliable detection range. 

The con is the lack of accuracy in pedestrian detection. 

Table 2.1: Comparison of current pedestrian results 
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Author Sensor type 

used 

Test data 

sets 

Area covered Processing 

speed 

Performance 

per frame 

Steffen Heuel 

and Hermann 

Rohling, [8] 

Radar 

sensors 

(24GHz) 

8000 data 

samples 

includes 

pedestrian , 

non-

pedestrian  

- 39ms, 

24GHz 

radar 

sensors 

71.32%true 

positive for 

vehicle 

45.20% true 

positive for 

pedestrian 

Gavrila and 

Munder, [9] 

Stereo 

cameras 

1 hour travel 

to suburban  

- video 

sequences 

0-25m 100ms performance- 

61.0% 

Giuseppe De 

Nicolao 

et.al.[10] 

Digital 

camera and 

radar sensor 

Data 

recorded by a 

on-board 

sensor 

system 

10-26m - 77.80% correct 

Cristiano 

Premebida 

et.al.[11] 

LIDAR 

sensors 

7481 training 

images, 7518 

testing 

images 

- - Benchmark:  

easy-59.51 % 

,Moderate- 

46.67 % , 

Hard-42.05 % 

Wei Zhang, 

[12] 

Stereo vision 

3D sensors 

Video 

Recording  

100 images 

0-40 m Frame rate: 

7.5 -10Hz 

Detection rate 

is 93.75%, 

6.25%  false 

positive/frame 

Aline Senart 

et.al. [13] 

Wireless 

sensor 

network 

Video 

recording 

5m 500ms More than 95% 

M. Bertozzi 

et.al. [14] 

Stereo 

cameras  and 

radar sensors 

(24GHz) 

Video 

recording 

- 83 ms or 

7Hz rate 

Above 90%  

detection rate 

Erwin Thomas 

Gilmore et.al. 

[15] 

Infrared 

sensors 

Recording on 

urban 

environment 

90 images 

- - Correct 

detection rate 

is 90% and 

false alarm rate 

is 10% 
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A. Bartsch 

et.al. [16] 

Radar 

sensors 

150 data 

frames 

Maximum 

distance: 50m 

76-77GHz Detection rate 

is 29.4% false 

positive /frame 

is 9.5% 

Yang Yang 

et.al. [17] 

Stereo vision 10000 

images from 

urban areas, 

208 cropped 

images 69 

video 

sequences 

Maximum 

distance: 60m 

- 85% pedestrian 

detection rate 

Javier 

Hernández-

Aceituno et.al. 

[18] 

Camera 

images 

Urban and 

rural images 

- - 71.2%derection 

rate 

Xiaofeng Chen 

et.al. [19] 

Microsoft 

Kinect- 

consists of 

video 

camera, four 

microphones, 

IR projector, 

monochrome 

camera 

20 frames  

per second 

 50ms 93.1% positive 

detection rate  
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2.2. RECENT TECHNOLOGY 

 

2.2.1. Types of sensors used for detection purposes 

 

Pedestrian detection can be mainly classified into two main approaches such as vision-based 

approach and radar-sensor based technique. In the proposed paper a fixed camera system is used 

to detect the pedestrian. Usually the pedestrian detection is based on static and dynamic detection 

technique. For the detection technique, the motion details of the pedestrian is being used. The 

former technique is used in vehicles and the later approach is used for cases where cameras are 

used for detecting pedestrian [20]. The comparison between different sensors is being noted on 

the table below. 

Table 2.2: Types of sensors 

 

Sl.no Sensors used Function Pros Cons Reference 

1. Passive 

sensors: Radar 

Distance 

measurement 

along with 

pedestrian 

detection 

Able to measure 

distance and speed 

 

Not an efficient 

classifier and 

they are highly 

false positive due 

to  different 

noises. 

[8], 2010 

[11], 2014 

2. Passive 

sensors: 

LIDAR 

Distance 

measurement 

and environment 

modeling 

i. Able to measure 

distance and 

speed. 

ii. smaller 

wavelength signals 

i. difficult to 

popularize. 

ii. Not an 

efficient classifier 

[11],2014 

3.  Active 

sensors: 

optical camera 

Detect 

pedestrian by 

feature 

extraction 

i. Large detection 

capability 

and wider area for 

view. 

ii. Able to obtain 

specific 

information 

i. Can be affected 

by features such 

as weather, 

illumination, etc. 

ii. Not accurate 

distance 

information 

[17], [14] 

4. Visible light 

sensors 

Detect 

pedestrian by 

feature 

i. obtain details of 

the road scene 

i. cannot obtain 

the road scene 

during night 

 

[13],2008 
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extraction ii. cost is higher 

5. Infrared 

radiation 

Detect 

pedestrian by 

feature 

extraction 

i. not affected by 

illumination  

 

ii. suitable for both 

day and night time. 

 

iii.  not affected 

under high 

temperature 

condition.  

 

i. cost is higher [13],2008 

 

 

2.2.2. Common Detection approaches 

 

Generally, pedestrian detection and classification are based on certain characteristics such as 

field of view, range for detection, angular resolution, illumination and hardware cost [21]. Some 

of the key technologies used for detection of pedestrian is listed below. 

 

2.2.2.1. Stereo vision based detection 

 

This method of detection is seen in PROTECTOR system, one of the pedestrian detection 

technique using vision-based approach. In this method of detection, four modules are used in a 

multi-cue fashion such as stereo-based generation, texture detection, shape detection and stereo 

based classification [9]. Stereo vision based detection is a method of triangulation that finds the 

range between two images taken from two different places. This is possible with the help of a 

pair of cameras with a known separation distance. In this implementation technique, the 

researchers kept the cameras in parallel axes and this setup is done in order to find the 

similarities in the two images captured by the cameras. This similarity can be performed by 

image correlation and by peak calculation. Image correlation method is a local correlation-based 

[1] method that produces consistency of the images, which can later be converted to a range map. 

The correlation function is implemented as the SAD (Sum of Absolute Differences) [20]. The 

equation of SAD for each pixel given in the image when compared over 7 x 7 pixel regions is 

shown in equation 1 as [1] : 
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𝑆𝐴𝐷(𝑥, 𝑦, 𝑧) =   |A x + i, y + j − B x + i − s, y + j | 
𝑖=3,𝑗=3
𝑖=−3,𝑗=−3    equ. 1 

 

where, 

A = Left image of the stereo pair. 

B = Right image of the stereo pair. 

x and y = Image pixel locations. 

s = Number of horizontal shifts that are searched to find an image correlation. 

The Figure 2.2 shows an overview of PROTECTOR module and the grey shaded portion 

depends on the stereo imaging. Stereo images contain color and depth information of each pixel 

and can easily apply any filtering algorithm to reduce the regions of interest [12]. If the 

horizontal coordinates of the pixels, xl and xr, as left and right images then the range, Z can be 

calculated as [1]: 

𝑍 =
𝑏∗𝑓

𝑑
 equ. 2  

 

where,  

b = the stereo camera baseline. 

f = the focal length of the camera (pixels). 

d = the image disparity value.  

 

 
 

Fig. 2.2.: Overview of PROTECTOR module 
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2.2.2.2. Shape based classification 

 

The shape based classification system is carried out based on model dataset which can be 

matched with a large set of pedestrian models. The process used in this type of detection is that 

the each frame of data is compared to the shape of the human being. To get better results a 

threshold value is being kept and if the input image and model shape based images are larger 

than the threshold value used then the pedestrian can be detected [20]. The shapes used for the 

shape matching is shown in Figure 2.3 below [12]. 

 

Fig. 2.3: Shape-based detection [12] 

 

In these cases, a correlation approach is being used to extract missing features which can happen 

due to segmentation problem. These are named as occlusion or gaps at the edges and it allows 

the shape to fit to the correct pedestrian solution [22]. In most cases of the PROTECTOR system 

(Figures 2.4. and 2.5), the pedestrian templates are being matched with the distance transformed 

images [23]. The method can be locked into the desired object patterns and the detection can be 

made easier by selecting the threshold value. Therefore, by using the manually specified shape 

labels a shape hierarchical is considered for detecting the pedestrian automatically. Once the 

shape is matched the required ROI (Region Of Interest) is selected and the pedestrian is 

separated from the background.  
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Fig. 2.4: Shape based detection masking-Stereo verification [23] 

 
Fig. 2.5: Hierarchical shape detection [23] 

 

Moreover, model based detection is the most common approach used for real time pedestrian 

detection. Even though it is the most common approach used, it has some cons also. It needs a lot 

of work to initialize the data set for matching the pedestrian. For example, the size, height and 

the postures vary for each pedestrian, which results in large datasets. Another disadvantage is 

that it can create accuracy issues if the contour is not properly extracted. 

 

2.2.2.3. Feature extraction method 
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In this approach, the pedestrian is defined entirely based on each of his features such as size, 

height and angles formed while walking. Once the detection is done, a rectangle is drawn around 

the position of the pedestrian. The detection is done by frame classification from the given 

images or video clips and each frame is divided to several regions. Each division is performed 

based on the size of the trained features. Once the divisions are detected useful features like LBP 

(Local binary Pattern) features and HOG features are chosen for extraction. The block diagram 

for the feature extraction is shown in Figure 2.6 below.  

 

 
 

Fig. 2.6: Block diagram for feature extraction 

 

The LBP (Local binary Pattern) - a texture based approach was given by Ojala et al. [24,25] in 

order to gain texture classification. Most commonly used for face recognition, facial expression 

and face detection and so on. The pros of this method is that it has low computational 

complexities, easy and advanced, combined traditional and statistical approaches. 

Another approach which can be commonly used is HOG (Histogram of Gradient). HOG is a 

method for encoding and matching image patches at different image orientation and scale 

changes [1]. It can be applied using a rectangular sampling window on the image and the 

gradient direction of each pixel in an image can be calculated by convolution with a Sobel mask 

at x and y directions [1]. The convolved ratio obtained by x and y direction gives the image 

feature direction. The gradient direction in each pixel can be combined in nine directions and 

thus forming 180 degrees. HOG can be computed by binding the pixels into the window and 

weighting each response by its edge strength [1]. This can result in an 8 x 1 vector which can be 

normalized to the range [0,1]. The illustration of HOG can be seen in the Figure 2.7. The 

advantages are it is less affected by illumination, it has good tolerance at different pedestrian 

postures such as walking, bicycling and so on [20]. 

Stereovision-based obstacle detection is another method where camera can extract the obstacle 

and Region of Interest from the scene by computing the depth of the images. In this method, the 

process initially adjusting the surface of the road by using the road parameter SPM (Surface 
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Parallax Map). Secondly, transform the occluded image using transformation equations and 

finally, obstacles are detected. 

 

Fig. 2.7: Illustration of HOG 

 

 

Fig. 2.8: Detection based on Probabilistic approach 

 

Viola-Jones' method is another approach where the image features can be extracted and contain 

classifier cascades. To make it simpler a Bayesian approach is added to the Viola-Jones approach 

to detect the pedestrian in image frames. This is done by the statistical interpretation of original 

algorithm and the aim is to rise the precision of the autonomous vehicle to detect the pedestrians 

in image sequence. The Figure 2.8 shows the detection based on probabilistic approach and the 

advantage of this method is that it has lesser false rate. 

 

2.2.2.4. Radar and Lidar sensors 

 

RADAR (RAdio Detection And Ranging) sensors uses FMCW (Frequency Modulated 

Continuous Wave) that can measure R, range of sensors and v, radial speed at various targets. It 

uses short radio pulses to transmit to the target and can measure the time that reflects back from 

the target. The reflected signal can be down converted and Fourier transformed to get the 
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features of the target. The range and velocity resolution, ΔR and Δv can be determined by the 

following equation [8]: 

 

∆𝑅 =
𝑐

2
∗

1

𝑓𝑠𝑤𝑒𝑒𝑝
 equ.3 

 

∆𝑣 = −
𝜆

2
∗

1

𝑇𝐶𝑃𝐼
 equ.4 

 

 

where TCPI = Chirp duration and fsweep = bandwidth. 

Figure 2.9. below shows the coverage area for the radar sensors attached to the vehicle. Radar 

sensors are classified based on the carrier frequency and the maximum range covered and the use 

is based on the application for detecting the pedestrian. 

 

 
Fig. 2.9: Coverage for the sensors 

 

LIDAR(Light Detection And Ranging) is yet another technology used in the family of 

Lasers. It’s also a sensing technology similar to radar. LIDAR uses small wavelength as the 

source energy. These smaller wavelength signals can be reflected back from the objects or 

targets which can be measured using radar sensors. It uses series of light pulses for illuminating 

the target and statistical methods are used to classify the objects such as moving and non-moving 

objects. 
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2.3. COMPARISION OF DIFFERENT TECHNIQUES DISCUSSED 

 

Sl. no 

 

Detection Method Advantages Disadvantages 

1. Shape based detection i. Hierarchical method based 

template matching 

 

ii. accurate method 

 

i. large sets of template 

matching  are used which 

takes time for processing 

2. Feature extraction method i. less affected by illumination 

 

ii. good tolerance at different 

pedestrian postures such as 

walking, bicycling and so on 

 

i. some of the features of 

the dataset have complex 

computation. 

3. Radar and Lidar sensors i. Able to measure distance 

and speed 

 

i. Not an efficient 

classifier and there are 

possibilities for high false 

positive in the images 
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CHAPTER 3. 

THEORY 

 
In this chapter, the theory related to the implementation of the system is discussed. Since the 

pedestrian detection is real time there will be many challenges which need to be overcome. Some 

of the challenges include thresholding, image segmentation, edge detection and noise filtering. 

Each of which is described detailed in the following sections. 

 

3.1. IMAGE ACQUISITION AND FRAME CLASSIFICATION 

 

Images can be acquired by camera model or sensors such as radar or lidar sensors. So, in order to 

establish a connection between pixels in digital cameras and the distance between the physical 

models such as pedestrians, objects and so on, it is necessary to acquire an image from the real 

world. The most commonly seen approach is using a digital camera or a 'pin-hole camera' to 

acquire the image. An ideal pin-hole camera consists of a very thin pinhole placed on a plane. 

The image reflected from the object, enters into the pinhole camera and later falls into the 

plane(usually a film). This leads to creation of an 'image'. The Figure 3.1 shows the creation of 

the image on a film [26].  

 
Fig. 3.1.:Image capturing in a pin-hole camera (Wikipedia) 

 

The mapping between the image and camera can be measured by calculating the distance from 

the object to pinhole and from pinhole to image. Therefore in a digital camera, if Z is the 

distance to the lens and  f is the focal length, that is the distance between the physical focal 
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length of the lens and the image (usually represented as millimeters). The Figure 3.2 below 

shows the mechanism in a pin-hole camera. 

-y = f . 
𝑌

𝑍
 equ.5 

-x = f . 
𝑋

𝑍
 equ.6 

 

where, the point location, Q = (X,Y,Z) and the plane is represented as P = (x, y, f).   

 

 
Fig. 3.2: Coordinates in pinhole camera 

 

Even though pinhole camera is a common method, it has some drawbacks when capturing the 

image from the pinhole. As the pinhole can permit one image at a time it can practically slow 

down for videos. To overcome such situations modern camera can be used for the 

experimentation. In modern camera, the lens can focus to multiple rays from the light which can 

fall on the sensor such as CCD or CMOS. The common computer vision problems are: [26] 

 

i. Lens displacement: It is difficult to ensure that the center of CCD imager will fall exactly on 

the center of the lens. Due to the slight alignment on X or Y direction relative to the optical axis 

[27], a correction is to be made for the distortion and equations are modified as shown below: 

 

x =  𝑓𝑥 .  
𝑋

𝑍
  +  𝐶𝑥   equ.7 

 

y =  𝑓𝑦 .  
𝑌

𝑍
  +  𝐶𝑦   equ.8 

 

where, fx and fy  represents focal length in XY direction and Cx and Cy are the camera's principle 

point  
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ii. Radial distortion: In this case, lens may not be shaped perfectly and the light may bent further 

from the center of the lens. These radial distortions can be corrected by the following equations. 

 

xcorr= x ( 1 + k1r
2
 + k1r

4
 + k1r

6
 ) equ.9 

 

ycorr= y ( 1 + k1r
2
 + k1r

4
 + k1r

6
 ) equ.10 

 

Therefore, in order to eliminate these distortions all the coefficients used in equation 9 and 10 

need to be analyzed accurately.  

 

The captured video is then converted to frames for further analysis such as image segmentation 

to distinguish the foreground and background image. The frames are classified according to the 

video captured from the digital camera and each can produce 10 frames/second. The number of 

the frame division depends on the time taken to capture the video and longer the time taken to 

capture the video more the number of frames classified. These frames are stored on bitmap files 

and each of them are arranged in the same sequence as the video captured. The Figure 3.3 shows 

the classification of frames. For example, if the video is captured for 10 seconds then the number 

of frames will be 100 and will be represented in RGB format. Finally, the frames are combined 

to form the complete video. 

 
Fig. 3.3: Successive frames used for background estimation [27] 

 

3.2. RGB COLOR MODEL 

 

Color models represent specification of certain color in certain standard and in most cases, the 

models are specified by the coordinate system or a subspace where each color is represented to 
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specific point. In RGB model, each are specified by primary colors such as red, green and blue 

and each color is represented as Cartesian coordinate. The color model can be represented 

around as coordinates on a cube with red, green and blue located at the three corners and the 

secondary color cyan, magenta and yellow located at the other three corners. In this model, black 

is at origin, white is at the other corner farther from origin and the gray scale represents the line 

that expands from black to white. Normally RGB values are in the range from [0,1]. The number 

of bit that is used to constitute each RGB pixel is known as pixel depth. For example, if the RGB 

images are represented by an 8 bit image, each RGB pixel will have a depth of 24 bits and the 

full color image is represented as 24 bit RGB image. The total number of color in a 24 bit RGB 

image is (2
8
)
3
 = 16777216. Color planes are better ways to view the primary and secondary 

colors. This is done by fixing one of the three colors and other two colors to vary. For example, 

if the R value =127 is fixed, then G and B will vary from 0,1,...255. Figures 3.4 and 3.5 below 

represents the pixel representation for gray and RGB images. 

 

 
 

Fig. 3.4: Gray image storage representation[12] 
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Fig. 3.5: RGB image storage representation 

 

A color image is usually captured by using filters which are sensitive to red, green and blue 

respectively and if these filters are attached to the monochrome cameras then the images formed 

are the color image of RGB colors of the color scene. In many practical applications, the RGB 

color images are integrated to the devices. Therefore, the benefits of using RGB color models is 

that the color represents the channels differently and conserve the native values in the RGB 

channel. 

 

3.3. IMAGE SEGMENTATION 

 

The main aim in segmentation is to convert the digital image to some useful information such as 

detecting moving and non-moving objects. Once the frames are obtained from the video, the 

images are segmented to extract the pixel information from each image frame. Each pixel is 

represented as rectangular grids and each grid has pixel information stored in it. There are many 

useful information such as vehicle location, obstacles, objects, pedestrian and sign board stored 

on the pixels. The major challenge in image segmentation is that it is difficult to convert 
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undifferentiated image planes [26] into sub regions in order to measure discrete objects. Each 

object seen in the image is different from background due to many lighting conditions or due to 

variation in camera such as illumination changes for each scene under the weather conditions. To 

study these variations various image segmentation methods are proposed which are discussed 

below.  

 

3.3.1. Thresholding 

 

Thresholding is a common approach used for image analysis and it is a simple method used for 

image segmentation. It is used to construct the binary images from the gray scale images and this 

is being performed by initializing a threshold (cut-off value) and if the values are greater than the 

threshold value then the pixels are classified as background, while the others are categorized as 

foreground pixel. For simplicity, the pixel '1' is given to the pixels for the object or the image and 

these are assigned as foreground pixels. However, the pixel '0' is set for the background. The 

illustration of thresholding at 128 is shown in Figure 3.6. The advantage of thresholding is that 

the foreground and the background images can be easily separated. There are many algorithms to 

perform these operations such as Otsu's method (maximum variance), maximum entropy method 

and so on. Moreover, thresholding can be divided as bi-level and multi-level thresholding 

algorithm. In the bi-level thresholding, the pixels are divided into levels based on certain 

threshold value and the binary images are obtained from the gray level images. On the other 

hand, in multilevel thresholding more than one threshold value is selected. This method is just an 

optimum method to obtain the results. 

 
Fig. 3.6: Thresholding at t=128 
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3.3.2. Segmenting RGB values  

 

The objective is to segment each RGB pixel for the specified frame by using a range of values. 

To segment objects in a color image by using the specified RGB values, average color value 

estimation method needs to be performed. Let the average color value for RGB vector be 

denoted as 'a'. Then the RGB color segmentation can be performed by measuring the similarity 

factor among the colors. One of the simple methods used for segmentation is Euclidean distance 

method. Assume, 'z' to be an arbitrary point in the RGB plane. Then, both 'z' and 'a' are similar, if 

the distance between them is less than the threshold value, D0 [29]. Therefore, the Euclidean 

distance method is given as: 

 

   D(z,a)  = ||z-a||       equ.11 

    = [ (z-a)
T
 (z-a) ]

1/2
  

    = [ ( zR - aR )
2
 + ( zG - aG )

2
 + ( zB - aR )

2
 ]

1/2 

 

where, R, G and B denotes the RGB components for vector 'a' and 'z'. The locus of the points, 

D(z,a) <= D0 can be represented as a solid sphere of radius D0 [29]. The points within the sphere 

satisfy the color criteria and vice versa. Finally, coding these sets of points in the image will 

produce a segmented binary image. 

 

3.3.3. Background subtraction and estimation 

 

In many stationary models the input frame can be classified into two frames such as stationary 

background and foreground. For example, in a scene there will be objects that are moving and 

some others are stationary for a particular interval of time. In this project, it is relevant to detect 

moving objects and there are challenges for color-based thresholding to detect moving objects. 

On the other hand, to detect other stationary objects template matching techniques are used. In 

this method mainly successive frames are chosen and later  the successive frames are used to 

create motion within the frames. Over here, in this background estimation part the frames are 

initialized from the video clips and each frame is separated. Once the separation is done, the 

initial frame is set as the reference frame and the subsequent frames are compared with the 

reference frame to extract the foreground and background images. Here, the background images 
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are set to black color or 0 pixel. This method is applicable only if the background is stable. 

Moreover, the background can be updated according to the changes made within the time. 

In background estimation method, the algorithm computes an incomplete background from the 

pixel that does not belong to the foreground pixel. If the foreground is moving then the 

background will estimate more background pixels. Moreover, once the estimation is finished, the 

background is subtracted from each video to separate the foreground images [27]. Then this 

foreground image is converted to binary images. Later, blob analysis and other morphological 

methods are used for each foreground image.  

  

3.4.  IMAGE ENHANCEMENT 

 

Image enhancement is for enhancing the accountability and the recognition of pixel information 

within the image. The input blocks are the blocks that may contain some candidate block with 

some background objects and pedestrian. Image enhancement is to be used to improve the 

intensity of the pedestrian images in the candidate block [27]. There are many spatial domain 

methods that can perform enhancement on the pixels. The filtered images are then subjected to 

edge detection and other morphological operations.  

 

3.4.1. Edge detection 

 

Edge detection is the common technique used in computer vision to find the edges in the 

particular frame or in the image. Usually in edge detection, pedestrians or objects will be present 

only at a particular region on the image frame. Therefore it is not necessary to process the entire 

frame for edge detection. Only the particular Region of Interest (ROI) is needed for processing 

the image. Usually edge detection is used to segment the ROI and it can be performed by 

classical operations such as Sobel, Prewitt, Canny and these algorithms are applied to the binary 

images. For example, the equation for edge detection of 3*3 Sobel kernel at 45 degree and 135 

degree are shown below in equation 12, 13 and 14 [27]. 

 

S90 =    
−1 − 1 − 1
   0     0     0
   1     1     1

     equ.12 

S45 =    
−1 − 1 − 1
   0     0     0
   1     1     1

     equ.13 
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S135 =   
−1 − 1 − 1
   0     0     0
   1     1     1

     equ.14 

 

At S45, S90 and S135 are the kernels used to obtain the vertical and diagonal directions. These 

three kernels are applied to each pixel in the input frame. Once the edges are obtained, 

morphological operations are performed with the vertical kernels of 3 pixel height and 1 pixel 

width. Initially when performing the edge detection operation, there will occur many noises and 

these noises can be removed by filtering. However, using vertical edge detection method noises 

can be eliminated which occurred in the initial operation. There are other edge detection 

techniques like Sobel and Canny where these methods are sensitive to noise and has higher 

computational time. A new sequential technique was proposed by Hanene Rouabeh et.al.[28] to 

detect the edges with reduced computation time and improved accuracy. The Figure 3.7 shows 

the neighborhood structure for edge detection. From the proposed method the difference value 

between the original pixel and neighborhood average pixel values are calculated. According to 

the minimum value between original pixel and difference value, the new value is decided for the 

edge image. If the new value is higher than zero, the pixel value is set to 1 and vice versa [29]. 

 

 
 

Fig. 3.7: Neighborhood structure for edge detection [28] 

 

3.4.2. Blob detection and noise Filtering 

 

Blob detection is the technique used for detecting objects like pedestrians for an image using 

component labeling. This technique consists of data structure that are used to save information 

on each blob. Certain blobs fall on predefined criteria such as the noise pixels which are small 

sized blob [27] and are removed from the image. Since the camera is placed on the vehicle, the 

camera captures the pedestrian at a certain distance. This can lead to lose of some pedestrian data 
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and in order to improve the accuracy, merging of the blob is performed. For example, if Dv, 

vertical and Dh, horizontal are the centroid distance between adjacent blobs, then 

 

Dv<Vthresh and Dh<Hthresh  equ.15 

 

Once the thresholding process is completed, a slight modification is performed for the 

background and foreground modeling by noise filtering. This is usually performed by spatial 

filtering such as median or mean filtering. It can be performed the same way as the frame 

differencing, where the filters are applied to consecutive frames. This technique is more strong 

enough to change according to the background model [26]. In mean filter, the average of the 

image pixels in the defined area is calculated whereas median filter method is used to find 

median of the intensity levels of the neighboring pixels [29]. 

 

Median filters:  Bt (x,y) = median{It-i (x,y)}      equ.16 

Mean filters: Bt (x,y) =
1

𝑛
 𝐼𝑛−1

𝑖=1 t-i (x,y) ,  where It (x,y) - Bt (x,y) >T   equ.17 

 

 
 

Fig. 3.8: Effective and non-effective noise removal  

 

Figure 3.8 shows stationary background segmentation for effective and non-effective noise 

removal filters using noise removal operation. When the objects are of the same color as that of 

the background, the method is ineffective because the objects occlude each other. The 

advantages of median and mean filters is that it can provide readymade segmentation of the 

boundaries and no post-processing is necessary for the all the pixels. 

 

3.4.3.  Histogram processing 

 

Histogram is a technique used in digital image processing and it is a spatial domain method 

which is used for image enhancement. Histogram has an intensity level in the range [0,L-1], (L is 

the size of the image) with a discrete function as h(rk ) = nk where rk is the kth intensity value and 
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nk is the number of pixels [29]. In practical application, normalizing histogram is performed by 

dividing total number of pixels in the image such as product of  M*N, where M is the column 

and N is the row dimensions of the image [29].  

 

Normalized histogram, p(rk)= rk / (M*N) k=0,1,2.....L-1     equ.18 

 

where p(rk) is also an estimate of the probability of rk. The sum of all normalized histogram 

image components is equal to 1.  

Moreover, histogram provides useful information of the image depending on the intensity and 

brightness. For example, for dark images the histogram distribution will be at the leftmost end 

and for light images it is the vice versa. For low contrast image the histogram distribution is on 

the center and the intensity scale will be wider for low contrast images. The Figure 3.9 shows the 

intensity distribution of red in RGB plane and its histogram image. Therefore, based on the 

information available from the histogram it is possible to develop a transformation function. 

 

 
Fig. 3.9 : Histogram distribution for red pixels 

 

 

3.5.  IMAGE EXTRACTION - MORPHOLOGICAL IMAGE PROCESSING 

 

Morphological operation is used for extracting image components such as image shape, 

boundaries, skeletons and so on. This is the final operation involved in the image extraction and 

the two main operations are erosion and dilation. Erosion is the operation that thins the 

boundaries in a binary image. Erosion is said as a morphological filtering operation in which 
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image details that are lesser than structuring elements are removed [29]. In general, erosion is a 

shrinking or thinning operation and on the other hand, dilation is a growing or thickening 

operation of a binary image. For example, the simple application of dilation is enhancing the 

written letters on an image. In this application, a structuring element acts as a filtering agent for 

modifying the gaps among the letters. Therefore, the advantages for the morphological operation 

is that it is possible to bridge the gaps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



32 
 

 
 
 
CHAPTER 4. 

SYSTEM IMPLEMENTATION AND RESULTS 

 
In this chapter, system implementation of the proposed methods are described. This chapter will 

also discuss system overview of parameters used and assumptions to achieve the pedestrian 

detection. The system is designed for consecutive frame using Gaussian method and Region of 

Interest method and finally the results are compared for both cases with the shaped based 

detection method. 

 

4.1. SYSTEM OVERVIEW 

 

4.1.1. Device Specifications 

 

A smart phone and a computer is used for processing the images and the specifications are 

shown below in the table 4.1 and 4.2. 

 

Table 4.1: Camera parameter 

 

Specification- digital camera[31] Features 

Type Samsung Galaxy, S4 

Focus adjustment Automatic 

Camera light source Flash 

Special effects HDR 

Video recording- resolution 1920*1080 (1080p) 

Graphics Accelerator Qualcomm ADRENO 320 

Flash memory 16GB 

 

The hardware specifications are shown in table 4.2:  

 
Table 4.2 : Computer hardware specifications 

 

Specifications Features 

Processor model Intel core i5-4200M CPU @ 2.5 GHz 

RAM memory 8 GB 

System type 64 bit 
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4.1.2. Software Specifications 

 

The software used for implementation is Matlab. It is a matrix based language to express 

computational mathematics. It is a high-level language tool for engineering and scientific 

applications. This software is selected because it is very user friendly and it uses graphics for 

focusing data values and tools for custom plots such as 2D and 3D plots. Moreover, it has 

additional features such as image processing toolbox, signal processing, and many more 

applications. Matlab also provides the traditional programming features such as control flow, 

error handling, source integration and testing. The features are specified in this table 4.3 [31]. 

 

Table 4.3: Matlab specification  

 

System requirement Features 

Operating system Any operating system such as Windows or 

MAC 

Disk space 2GB 

RAM memory 2GB, for simulink-4GB 

Graphics OpenGL 3.3 having 1GB GPU memory 

 

The other advantages of matlab is that it can convert matlab algorithms to HDL or C/C++ 

language. The disadvantage is that for image processing it cannot process higher pixel values. 

 

4.1.3. Device coordination 

 

Since all the equipment are taken separately, the coordination of all the devices are necessary. To 

coordinate the smart phone and pedestrian together some issues need to be overcome such as 

camera calibration. There can be an issue with the focal length between the distance of the 

pedestrian and the smart phone. The adjustment of the camera is made in such a way that camera 

is fixed at a position within the vehicle. The field of view between pedestrian and camera need to 

be fixed before beginning the experiment. The second issue is to overcome the video 

transmission because the cameras cannot transmit at a fast rate to the computer and it can be 

lagged by 20-30 frames. To overcome this problem, a specific driver such as USB is used to help  

decrease frame lagging [20]. 

 

4.2.  SYSTEM DESIGN 

 

4.2.1. Assumptions and Flow diagram 
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This section discusses the approach to achieve the research goals. There are certain assumptions 

to be considered for achieving the results such as : 

1. Vehicle is turning right on a cross road. 

2. Speed of the vehicle is 0-30 km/h. 

3. The minimum distance between the pedestrian and vehicle is 2 meters and maximum should 

be 8 meters. 

4. The computer system need to be equipped with matlab language. 

 

Fig. 4.1: Flow chart for pedestrian detection 
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Once the pedestrian approaches the cross road, the sensors (for example, smart camera ) attached 

to the vehicle can detect the pedestrian within 2-8m of range. The necessary actions such as 

warning and/or automatic braking are taken according to conditions in the flowchart specified in 

Figure 4.1.  

4.2.2. Proposed design 

 

If the steering wheel angle sensor detect the vehicle is turning right, then the camera sensors 

attached to the vehicle will detect the pedestrian. The distance measurement technique is not 

shown in this proposed design. It is assumed that once the distance measurement between the 

pedestrian and the vehicle is determined the remaining steps will continue to work. If the 

distance is less than or equal to 8m, then the gas pedal and the head tilt are detected using the 

wheel speed sensors which are already attached to the vehicle. If the head tilt is left and a 

pedestrian is detected while the vehicle turning right and at this point an early warning pop up 

message will appear to slow down the vehicle which can alert the driver to avoid a possible 

threat. 

In the second stage, if distance is less than or equal to 5m and speed wheel sensors still detect the 

rotation then an acute warning (audio and visual warning) will be activated and a partial auto-

brake will be applied.  

In the third stage, if the vehicle is still moving and the distance measured is less than or equal to 

3m the proposed system will apply a strong auto-brake. Figure 4.2 explains all the three stages of 

the proposed method. 
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Fig. 4.2 : Three stages in the proposed method 

 

4.3. ANALYSIS OF SYSTEM DESIGN FOR CONSECUTIVE FRAMES BASED ON ROI 

METHOD 

 

4.3.1. Image acquisition and frame generation 

 

Image capturing is done using a Samsung video camera and the captured image can contain a 

wide range of RGB pixels. This camera is mounted on the right side of the passenger seat and 

once the vehicle takes a turn at an intersection the camera turns on. Images are captured using the 

smart phone and five consecutive pictures/frames are taken. The resolution of the image should 

be at higher acquisition speed to acquire faster events. Therefore, a total of 5 consecutive 

datasets are taken. 

 

4.3.2.  RGB Segmentation 

 

Once the digital image is being captured from the digital camera of the smart phone, the image is 

then transmitted to the computer through USB.  The image size is taken as 1835x2322x3 uint8 

and the image contains red, green and blue components. This section is called segmenting the 
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RGB values and can be represented in three planes. Initially, the image is reshaped to generate 

the gray image. This gray image is used for further analysis using histogram method. Histogram 

is used where the image intensity scale can be defined and all the image information is obtained. 

This histogram equalization is performed for all the three RGB planes. The Figure 4.3 shows the 

reshaped RGB and the histogram intensity values. As seen from the image the intensity of the 

blue value is distributed to a wider range than the red and green intensity values. Finally, the 

RGB values are extracted separately. The colorbar for all the three planes are shown in Figure 

4.4. 

 

 
Fig. 4.3: Histogram for RGB models 

 
Fig. 4.4: Colorbar for RGB plane 
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4.3.3. Separating background and foreground 

 

This method is used for extracting the foreground images from the background. The purpose of 

foreground extraction is that to reduce the number of objects in the image to attain a better 

accuracy. The advantage of this type of separation is that the small sized objects can be analyzed 

very easily. The feature extraction process is performed by calculating the threshold value and 

later blueness value. Thresholding is a common technique which is used for separating the 

foreground and the background is set to black. This thresholding technique is explained below: 

 

4.3.3.1. Color based threshold detection technique 

 

Thresholding is the common approach used for segmentation and is used to obtain a binary 

image from the given sample image. The threshold value is selected through trial and error 

method. This can determined by the following equation [31]: 

 

Threshold, t= (A >= low) & (A <= high)   equ.19 

 

where , low=3 and high=30 and A is the image taken for thresholding. 

Once the gray images from the RGB models are extracted, then the thresholding is done for the 

three planes separately and compared for the different threshold values. From the analysis, 

choosing lower threshold value resulted in disappearance of some features and vice versa. Based 

on the histogram representation, the blue scale has a wide range of intensity values. Therefore, 

blue scale thresholding can return a binary image from the low and high values that are selected 

from the color map model. Thus, the foreground is separated from the background. 

 

4.3.4. Calculation of blueness value 

 

From the histogram analysis (Figure 4.3), the last two components such as the green and blue 

components have high intensity values. This project focuses on finding the blue pixels for 

analyzing the pedestrian, and it does not mean that all pixels in the image have high blue 

component. For differentiating the blue pixels, blueness value needs to be calculated such that 

pedestrian gets more darker and thus the background can be separated easily. As seen in the 

Figure 4.3 and 4.4 blue pixels have high intensity and other two components (red and green 

pixels) have low intensity. Therefore, the blueness pixel value is calculated as[32] : 
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b=B−max(R,G)  equ.20 

 

where b=blueness pixel, B= blue channel, R= red channel, G=green channel 

For example, if RGB range is (255,0,0), then red pixel is 255, green and blue channel is 0 and 

blueness, b=-255 and the table 4.4 explained in detail for the other color components. 

 

Table 4.4: Calculation of blueness for different color combinations 

Color components Blueness value 

(255,0,0)  -255 

(0,255,0) -255 

(0,0,255) 255 

(127,127,255) 128 

(255,0,255) 0 

(0,255,255) 0 

 

4.3.5. Pedestrian detection based on ROI generation 

 

The final stage of the pedestrian detection is to attain full information about the shape and size of 

the captured image. From the blueness value calculation and thresholding technique, the 

pedestrian in the image gets more noise free and becomes more clearer in the frame. Later, the 

required ROI (Region Of Interest) matrix is formed and the pedestrian is detected. The 

importance of ROI method is that it is a simple method and easier to define the matrix such that 

it can filter out the unwanted portions in the frame. The ROI acts as a binary mask and the 

required ROI pixel is set to 1 and others set to 0. When the pedestrian comes within the region of 

interest, warnings are initiated by the onboard system. This operation can be performed easily 

using the imroi matlab function. Thus, the false negative problem is eliminated. The results of 

segmentation and pedestrian detection using ROI based method is shown in Figures 4.5 and 4.6 

respectively. The axis in Figure 4.6 represents the colorbar or the intensity values in blue pixels. 

From the five consecutive images captured, all images are detected correctly and resulted in 

lesser false detection. 
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Fig. 4.5: Thresholding for separating foreground and background 
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Fig. 4.6: Pedestrian detected using ROI method 

 

 

4.4. ANALYSIS OF SYSTEM DESIGN FOR CONSECUTIVE FRAME USING 

GAUSSIAN MODEL 

 

This is another method used for detecting the pedestrians in a crossroad. Image acquisition 

method is same as the method explained in section 4.3 and the camera used is the same as the 

Samsung smart phone. In this technique, predefined blobs are used for separating the foreground 

and background images and this is the main difference from the ROI method. 
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4.4.1. Frame classification 

 

The video acquired from the smart phone in a top elevation is fed to the matlab and the image 

size is 1080 height and 1920 width. For example, if the video is captured for 10 seconds and the 

total number of frames will be 10 that are stored in RGB format. The frame 1 is the consecutive 

frame that is the base frame and set as background. The remaining frames are classified 

according to the values chosen for separating the pedestrian from the base frame. Thus, 10 

consecutive frames are used as the data set for detection. 

 

4.4.2. Foreground and background separation 

 

The foreground separation is performed based on built-in functions on computer vision using 

Gaussian models. Initially, the frames are converted to gray scale images and the 'foreground 

detector' object compares the gray scale video frame to the background model to determine 

whether pixels belongs to foreground or background. Thus, the foreground mask can be 

computed using background subtraction method taken from the stationary camera. Figure 4.7 

shows foreground separation.  

 

4.4.3. Pedestrian detection based on Gaussian mixture method 

 

Once the foreground and background separation is done, the region of interest is selected based 

on blob detection. This scheme establishes pedestrian-like objects using connected labels and 

represents in a binary image form. The blobs that have predefined dimension will be retained in 

the frame and other pixels removed from the frame. In these conditions, pedestrians who are 

closer to the camera at a distance of 10-30m can be detected efficiently.  

 
Fig. 4.7: Pedestrian frame 204 at top elevation 
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The advantage of this method is that it improves accuracy. Moreover, the method uses feature 

extraction such as statistics returned from the binary image. The Figures 4.7 and 4.8 represent 

foreground segmentation and pedestrian detection using Gaussian method. 

 

 
 

Fig. 4.8: Foreground separation of the detected pedestrian 

 

4.5. DISCUSSIONS 

 

The algorithms applied for the pedestrian detection based on ROI method and Gaussian mixture 

method were effective. There are still some drawbacks which need to be overcome, but still the 

method has optimized in many ways: 

1. The field of view was smaller because of the small camera size. 

2. Algorithm used is simple. 

In the ROI based method there is no blob detection used, but it is based on the calculation of 

blueness value. However, using Gaussian mixture method, blob detection is used to get the 

connected regions for detecting the pedestrian.  

 

The pedestrian detection is tested at right turn intersection of vehicles for a set of consecutive 

frames. The pedestrian is detected with the help of a smart phone and further analysis is done 

using matlab coding. The developed system has overcome many of the cons of the other method 

such as shape based detection method (PROTECTOR system) of pedestrian detection. The 

detection method used in this project is infrastructure based system, because the detection system 

deals with fixed background and it will be easier to achieve the required results. Even though the 

method is simpler, it has got its own drawback as it is difficult to classify pedestrian in a 

crowded situation. When both the proposed pedestrian detection methods are compared with the 
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template matching method, the contour or the object mask required for detecting the pedestrian is 

no longer used. As seen from the table 4.5, the performance rate of ROI method and the 

Gaussian method are 99.9% and 90.2% respectively, while the template matching method has 

93.75% performance rate. Moreover, the processing speed for ROI method and Gaussian method 

were 30sec and 1-2 sec. Thus, on conclusion the results of the three methods were almost similar 

while considering the performance rate and processing speed. 

 

Table 4.5: Comparison for both the proposed methods 

 

Sl 

no 

Method Sensor 

type used 

Frames/  

data set 

Contour 

used 

Field 

of 

view 

Processing 

speed 

Performance 

rate 

1. ROI method 

based detection 

 

Smartphone 

camera 

5 frames/ 

images 

No small 30sec Detection rate 

is 99.9% 

2. Gaussian 

model based 

detection 

 

Smart 

phone 

camera 

10 

frames 

No small 1-2 sec Detection rate 

is 90.2%, 

9.8%  false 

positive/frame 

3.  Template 

matching- 

PROTECTOR 

system- 

[Wei Zhang, 

[12]] 

Stereo 

vision 3D 

sensors 

100 

frames 

Yes large 1-2sec Detection rate 

is 93.75%, 

6.25%  false 

positive/frame 

 

 

Therefore, from the table 4.5, the advantages in Gaussian mixture and ROI based method are 

lesser false rate when compared to the PROTECTOR system. Moreover, there is no need for 

large datasets for matching the shape of the pedestrian, which increased the proposed methods 

speed and accuracy. 
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CHAPTER 5. 

CONCLUSION AND FUTURE WORK 

 
5.1. CONCLUSION 

 

The proposed project is based on improving the safety of pedestrian crossing the road at an 

intersection. From the past five year pedestrian death rate analysis, it can be seen that there is a 

high increase in the accidents occurring at the intersections. Overall, Toronto city has faced a 

high pedestrian death rate of 67% in 2013, within a span of 10 years. Thus, the proposed project 

can lower the pedestrian death rate by alerting the drivers of pedestrian on the road. 

 

The first chapter in this project, describes background survey of the accidents happened in 

Toronto and this became the motivation for this pedestrian detection proposal. This section 

discusses about the objectives and scope of the project and the proposed technique focused on 

one scenario, where the vehicle turns right at an intersection. The second chapter, describes 

about the literature survey related to pedestrian detection. It also discusses about some 

shortcomings of the existing pedestrian detection methods such as contour matching and use of 

large datasets. Moreover, there are many comparisons being discussed between the existing 

methods for pedestrian detection. 

 

The main topics are described on chapters three and four, where the pedestrian detection 

technique is being specified. This is implemented using matlab programming language and using 

a smart phone camera attached to the vehicle. Once the camera is attached to the vehicle, it takes 

pictures from the phone and it is then transferred to the computer for processing. The new 

technique used for pedestrian detection studied for consecutive frames. This was designed by 

calculating the blueness value and finding the pedestrian from the specified region of interest. 

For example, if the pedestrian is within 2 meter distance from the vehicle, drivers are given 

warnings to stop the vehicle. However, for the consecutive frame using Gaussian mixture model 

method, uses blobs for the pedestrian detection. Finally, both the methods are compared with 
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feature based pedestrian detection technique. Overall, all the discussed methods have similar 

processing speed and performance rate. 

 

5.2. FUTURE WORK 

 

In future the entire system compatibility will be improved in such a way that a hardware 

implementation will be done. A radar sensor will be attached to the bumper of the vehicle for 

measuring distance between the pedestrian and vehicle. Once the distance is measured, it will be 

easier to measure the pedestrian crossing the road and an auto-brake function and a sound 

warning will be incorporated to stop the vehicle. Thus, the traffic scenario can be improved 

significantly. 
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