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Abstract

Efficient Techniques for Cooperative Spectrum Sensing in

Cognitive Radio Networks

c©Lamiaa Khalid, 2014

Doctor of Philosophy

Electrical and Computer Engineering

Ryerson University

In this thesis, we focus on two important design aspects of cooperative spectrum sensing

(CSS) in cognitive radio networks which are the selection criterion of cooperating secondary

users and the fusion technique for combining their local sensing decisions. We propose a novel

adaptive user-group assignment algorithm that addresses the problem of sensing accuracy-

efficiency trade-off in group-based CSS with heterogeneous cooperating secondary users.

The performance of the proposed algorithm is bounded by 4.2% of the optimal solution.

Through extensive simulations, we demonstrate that the proposed algorithm can effectively

improve the performance of CSS in terms of the opportunistic throughput, sensing overhead

and the number of sensing rounds needed to discover an available channel. Considering the

different detection performance of cooperating secondary users, we propose a novel reliability-

based decision fusion scheme in which a weight is assigned to each secondary user’s local

decision based on its reliability. Since the knowledge of the local probabilities of detection

and false alarm for each secondary detector may not be known in practice, we employ a

counting process to estimate those probabilities based on past global and local decisions.

We then formulate the problem of minimizing the network probability of sensing error and

develop a dual search algorithm, based on a non-linear Lagrangian approach, to solve the

formulated problem. Our simulation results show that the dual algorithm converges to the

optimal value with zero duality gap using few number of iterations. We also show that the

probability of error is reduced by 18% and 88% compared to the OR and AND fusion rules,
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respectively, when the number of secondary users is eight. We then address the practical

concern of secondary users reporting correlated local decisions to the fusion center. For this

scenario, we formulate the problem of minimizing the network probability of sensing error

as an optimization problem and employ the genetic algorithm to jointly find the optimal

K∗-out-of-M fusion rule and the optimal local threshold for a certain correlation index.

Simulation results show that the network probability of sensing error degrades as the degree

of correlation between cooperating secondary users increases. We also study the problem of

multiband cooperative joint detection in the presence of sensing errors due to time offset.

We derive the aggregate opportunistic throughput and aggregate interference to primary

users for multiband cooperative joint detection in the presence of time offset. Our numerical

results demonstrate the negative impact of the time offset on the aggregate opportunistic

throughput of multiband cooperative joint detection.
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Chapter 1

Introduction

Driven by the proliferation of new wireless services and applications, as well as the steadily in-

creasing number of wireless users, the demand for radio spectrum has increased dramatically.

The government regulatory agencies employ an inflexible spectrum management approach

by granting each operator an exclusive license to operate in a certain frequency band. With

most of the prime radio frequency spectrum already exclusively assigned, it is becoming

exceedingly hard to find vacant bands to either deploy new services or enhance existing

ones. However, this spectrum scarcity is mainly due to inefficient fixed frequency allocations

rather than a physical shortage in the spectrum. In fact, the federal communications com-

mission (FCC) has reported the temporal and geographic variations in spectrum utilization

to range from 15% to 85% [1]. This inefficiency in the spectrum usage necessitates a new

communication paradigm to exploit the existing wireless spectrum opportunistically.

Dynamic spectrum access (DSA) has been proposed as an alternative policy to allow the

radio spectrum to be more efficiently utilized [2]. Using DSA, a portion of the spectrum can

be licensed to one or more users, which are called primary users; however, the use of that

spectrum is not exclusively granted to these licensed users, although they have higher priority

in using it. The unlicensed users, which are referred to as secondary users, are allowed to

opportunistically utilize the unused licensed bands, commonly referred to as “white spaces”
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or “spectrum holes”, as long as the primary users’ transmissions can be adequately protected.

By doing so, the radio spectrum can be reused in an opportunistic manner or shared all the

time which can significantly improve the spectrum utilization efficiency [3]. The spectrum

hole concept is illustrated in Figure 1.1.

 

Figure 1.1: Spectrum hole concept.

The federal communications commission has already expressed its interest in permitting

unlicensed access to white spaces in the television (TV) bands [4]. This interest stems in part

from the great propagation characteristics of the TV bands and their relatively predictable

spatio-temporal usage characteristics. To reliably identify the white spaces, some methods

that the secondary users can employ are: geolocation combined with access to database,

beacons, spectrum sensing or a combination of any of those methods [5,6]. In the geolocation

method, primary users register the relevant data such as their location and transmit power

as well as expected duration of usage at a centralized database. Secondary users then have

to access this database to determine the availability of white spaces at their location. In

the beacon method, secondary users only transmit if they receive a control signal (beacon)
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identifying vacant channels within their service areas. Without reception of this control

signal, no transmissions are permitted by the secondary users. The aforementioned methods

require some modifications to the current licensed systems and their deployment is costly.

In addition, with these methods, secondary devices will need additional connectivity in a

different band in order to be able to access the database [5] or a dedicated standardized

channel will be needed to broadcast the beacons [6]. In the spectrum sensing method,

secondary users autonomously detect the presence of the primary signals and only use the

channels that are not used by the primary users. Due to its low infrastructure cost and

its compatibility with the primary systems, we adopt the spectrum sensing method in this

thesis and we provide a detailed overview of this method in Chapter 2.

1.1 Cognitive Radio Technology

The key enabling technology of DSA is the cognitive radio (CR) technology. A cognitive

radio system is a radio system which is aware of its operational and geographical environ-

ment, established policies, and its internal state. Moreover, it is able to dynamically and

autonomously adapt its operational parameters and protocols and to learn from its previous

experience [1]. Cognitive radios are enabled by the rapid and significant advancements in

radio technologies (e.g., software-defined radios, frequency agility, power control, etc.), and

can be characterized by the utilization of disruptive techniques such as wideband spectrum

sensing, real-time spectrum allocation and acquisition, and real-time measurement dissemi-

nation [7].

As an enabling technology for DSA, the ultimate objective of the cognitive radio is to

efficiently utilize the available spectrum through cognitive capability and reconfigurability.

These two main characteristics of CR can be defined as follows [8]:

• Cognitive Capability: through real-time interaction with the radio environment,

the spectrum holes at a specific time or location can be identified. The tasks required
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for adaptive operation in open spectrum are [8, 9]:

– Spectrum sensing : determine which portions of the spectrum are available for

transmission and detect the presence of licensed users when a CR user operates

in a licensed band by estimating the interference levels of the radio environment.

– Spectrum analysis : includes the estimation of channel state information (CSI);

and the prediction of channel capacity for use by the CR transmitter.

– Spectrum decision: a CR determines the data rate, the transmission mode, and

the bandwidth of the transmission. The appropriate spectrum band is then chosen

according to the spectrum characteristics and user’s requirements.

• Reconfigurability: a CR can be programmed to transmit and receive on a variety of

frequencies and using different access technologies supported by its hardware design.

There are several reconfigurable parameters that can be incorporated into the CR such

as operating frequency, modulation, transmission power and communication technol-

ogy. According to the spectrum characteristics, these parameters can be reconfigured

such that the CR is switched to a different spectrum band, the transmitter and receiver

parameters are reconfigured and the appropriate communication protocol parameters

and modulation schemes are used.

In this thesis, we consider a cognitive radio network where multiple secondary users are

equipped with cognitive radios and are allowed to access the unused licensed bands that

belong to multiple primary users. In order to protect the primary users’ transmissions from

the adverse effects of secondary users’ interference, white spaces across frequency, time and

space should be reliably identified. Based on the type of available network side information

along with the regulatory constraints, cognitive radio networks seek to underlay, overlay, or

interweave their signals with those of existing primary users without significantly impact-

ing their communication [10]. The underlay paradigm allows secondary users to operate if

the interference caused to the primary users’ transmissions is below a given threshold. In
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overlay systems, the secondary users employ sophisticated signal processing and coding to

maintain or improve the communication of primary users while also obtaining some addi-

tional bandwidth for their own communication. In interweave systems, the secondary users

opportunistically exploit the instances of silence of primary users to transmit their signals.

Since mitigating the interference through opportunistic spectrum access requires little or

even no collaboration between primary and secondary users, spectrum interweave has found

its way to practical implementations and is adopted by a number of spectrum regulatory

agencies worldwide [11] and this is the one adopted in this thesis.

Spectrum sensing is crucial to allowing efficient dynamic spectrum access in cognitive

radio networks [12–14]. However, due to the effects of multipath fading and shadowing,

the signal-to-noise ratio (SNR) of the received primary signal can be extremely small and a

secondary user may not be able to distinguish between a deeply faded band and an idle one.

Since receiver sensitivity indicates the capability of detecting weak signals, the sensitivity

requirement of the secondary user’s receiver may end up being too stringent. In order to

mitigate these effects, secondary users often cooperate for spectrum sensing.

The main idea of cooperative spectrum sensing is to enhance the sensing performance

by exploiting the spatial diversity in the observations of spatially located secondary users

[15–19]. In cooperative sensing, secondary users can send their sensing information to a

centralized unit, called a fusion center, for making a combined decision [14]. Cooperative

sensing techniques can be grouped into soft decision and hard decision combining schemes

according to which kind of information is forwarded to the fusion center. In the soft deci-

sion combining schemes, secondary users send their test statistics calculated from their local

observations. On the other hand, in the hard decision combining schemes, secondary users

only send their individual binary local decisions to the fusion center. Having multiple coop-

erating secondary users increases diversity by providing multiple measurements of the signal

and therefore, guarantees a better detection performance. Consequently, the diversity gain

achieved through cooperative spectrum sensing improves the overall detection sensitivity
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without imposing higher sensitivity requirements on individual secondary users [20]. A less

stringent sensitivity requirement is particularly appealing from the implementation point of

view due to the reduced hardware cost and complexity. The performance improvement due

to spatial diversity is called cooperative gain. However, cooperative gain is not limited to

improved detection performance and relaxed sensitivity requirement. For instance, since it

is not possible for a single radio to transmit on a licensed band and sense it simultaneously,

sensing has to be interleaved with data transmission [15, 21]. Therefore, if the sensing time

can be reduced due to cooperation, secondary users will have more time for data transmission

so as to improve their opportunistic throughput. In this case, the improved opportunistic

throughput is also a part of the cooperative gain.

1.2 Thesis Motivation

From the above discussion, it is apparent that well-designed techniques for cooperative spec-

trum sensing (CSS) can significantly contribute to improving the achievable cooperative gain.

However, CSS can incur cooperation overhead and the achievable cooperative gain can be

impacted by many factors. This motivates us to focus in this thesis on how to effectively

leverage the achievable cooperative gain without compromising the performance of cooper-

ative sensing by the incurred cooperation overhead. Previous works on CSS rely heavily on

the idea of sequential spectrum sensing in which multiple secondary users cooperate to sense

a single channel in each sensing period. However, this traditional cooperative sensing tech-

nique may greatly limit the overall sensing efficiency, which refers to the number of channels

or spectrum access opportunities that can be discovered in each sensing period. Therefore,

it is important to investigate other cooperative sensing techniques that can enhance the

sensing efficiency by simultaneously detecting multiple distinct channels within each sensing

period. This enhancement can result in higher opportunistic throughput for secondary users

and therefore, higher cooperative gain. This motivates us to study in this thesis two sensing
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techniques that enable the sensing of multiple channels in each sensing period, namely, the

parallel cooperative spectrum sensing technique described in Chapter 3 and the multiband

joint detection technique described in Chapter 6.

The selection of secondary users for CSS plays a key role in determining the performance

of cooperative sensing. In most of the previous work on CSS, it is assumed that the secondary

users have the same detection performance. However, in practical scenarios, different sec-

ondary users will have different detection performance. In addition, most existing models for

cooperative sensing focus on cooperative gain while cooperation overhead has been largely

ignored. However, proper modeling of cooperation overhead can reveal realistic achievable

cooperative gain which makes it an important research issue to address. Therefore, one of

the motivations of this work is to study the problem of selecting secondary users with in-

dependent local decisions for cooperation according to their detection performance to help

improve the cooperative gain and address cooperation overhead issues.

Since the local detection precision of a secondary user is closely related to its detection

performance, secondary users with different detection performance will have different local

decision reliability. Therefore, for cooperative spectrum sensing, the final global decision at

fusion centre will be affected by the reliability of the secondary users’ local decisions. Based

on this argument, we find it necessary for the fusion center to incorporate the reliability

of each secondary user’s local decision when making a final decision to achieve a more

accurate fusion result. Therefore, it is of interest to design a decision fusion technique for

heterogeneous secondary users that incorporates adaptive weights for the local decisions

reported to the fusion center.

Typically, a strong correlation exists among secondary users that are located close to

each other which means that their local decisions are also correlated. For secondary users

with correlated local decision, the effect of correlation on the performance of CSS needs to

be considered. Therefore, we study in this thesis a correlation model that can quantify the

degree of correlation between secondary users’ decisions. We are interested in finding the
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optimal decision fusion rule to combine the results from secondary users with correlated local

decision according to the degree of correlation between their local decisions.

In most of the previous works on sensing and cooperation, it is assumed that the primary

signal appears from the beginning of a sensing period to facilitate analysis. It is further

assumed that the state of the primary user’s signal will not change from the time the sensing

was performed until the time the channel is opportunistically used by the secondary user.

Ignoring this time offset may lead to sensing errors that will result in degraded performance

of the cooperative sensing scheme. This motivates us to investigate the performance of CSS

in the presence of sensing errors which may result due to factors such as reporting delay,

asynchronous sensing or synchronization errors.

1.3 Research Contributions

The main objective of this research is to design efficient techniques for cooperative spec-

trum sensing that are capable of discovering multiple spectrum access opportunities in a

single sensing period to increase the achievable cooperative gain while limiting the incurred

cooperation overhead and sensing errors. Specifically, we focus on two important aspects

of cooperative spectrum sensing which are cooperating user selection and reliable fusion of

sensing results. We address the problem of sensing accuracy-efficiency trade-off in cooper-

ative spectrum sensing through the selection of independent heterogeneous secondary users

for parallel cooperative spectrum sensing such that multiple channels can be sensed simul-

taneously by a group of those users. To further enhance the performance improvement, we

address the problem of fusing the local decisions of heterogeneous secondary users by taking

the reliability of those local decisions into consideration. When secondary users’ decisions

are correlated, we derive an optimal K∗-out-of-M fusion rule that minimizes the probability

of sensing error for a certain degree of correlation between the local decisions. In the problem

of multiband joint detection, we address the problem of reliably fusing the sensing results
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of cooperating users by considering the effect of sensing errors that may occur during fusion

due to the presence of time offset between local sensing and decision fusion of local results.

The key contributions of this thesis are summarized as follows:

• Designing a novel adaptive user-group assignment algorithm for group-based cooper-

ative spectrum sensing with heterogeneous cooperating secondary users to achieve a

trade-off between the sensing efficiency and sensing accuracy.

– Analytically derive an expression for the average opportunistic throughput and

average sensing overhead for the group-based cooperative sensing scheme when

the secondary users have heterogeneous sensing ability in terms of the sensing

accuracy while incorporating the cost of using multiple sensing rounds to find a

vacant channel.

– Formulate the throughput efficiency maximization problem for heterogeneous sec-

ondary users as a non-linear binary programming problem that is generally NP -

hard.

– Propose an efficient heuristic adaptive assignment algorithm to solve the for-

mulated optimization problem in which the heterogeneous secondary users are

adaptively assigned to groups based on their probabilities of detection and show

that the proposed algorithm can achieve comparable performance to the optimal

solution with much lower computational complexity.

– Examine the effect of different key parameters such as the number of groups, the

number of secondary users and the channel availability on the performance of the

proposed algorithm.

• Designing a novel reliability-based decision fusion scheme that uses past information

about local and global sensing decisions to estimate the reliability of the sensing de-

cision made by each secondary user in the form of a weight factor that is then taken

into account when making the final decision at the fusion center.
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– Formulate the problem of minimizing the network probability of sensing error

with heterogeneous secondary users subject to a limit on the network probability

of detection as a constrained non-linear integer programming problem.

– Develop a dual search algorithm, employing a non-linear Lagrangian approach,

to solve the formulated optimization problem.

– Evaluate the performance of the developed dual search algorithm using extensive

simulations and show that it is effective in solving the optimization problem as it

converges to the optimal value with zero duality gap when the Lagrange multiplier

is larger than a certain threshold.

– Examine the effect of different key parameters such as the number of users, window

size and the signal-to-noise ratio on the performance of the proposed reliability-

based scheme.

• Developing an optimal decision fusion rule that considers the correlation between the

cooperating secondary users’ local decisions.

– Derive the network probabilities of detection and false alarm for the K-out-of-M

fusion rule, when the secondary users’ local decisions are correlated under both

hypothesis, employing a correlation model that quantifies the degree of correlation

by a single correlation index.

– Optimize the network probability of false alarm with constraint on the network

probability of detection when the local decisions are correlated and show that

there is an optimal value of K that satisfies this Neyman-Pearson criterion for

each correlation index.

– Formulate the problem of minimizing the network probability of sensing error

under the correlation model used in our analysis as a mixed integer non-linear

programming problem.
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– Employ the genetic algorithm to find the optimal number of secondary users, K∗,

and the local threshold that jointly minimize the network probability of sensing

error for a certain degree of correlation.

• Analyzing the impact of sensing errors due to time offset on the performance of the

multiband cooperative joint detection framework.

– Investigate the performance of cooperative wideband spectrum sensing, based on

multiband joint detection, when hard decision combining is employed at the fusion

center.

– Consider a probability-based combining scheme for multiband cooperative joint

detection that takes into account the effect of sensing errors due to time offset.

– Derive both the aggregate opportunistic throughput of secondary users and ag-

gregate interference to primary users for multiband cooperative joint detection in

the presence of time offset by taking into consideration the statistical information

of the licensed band occupancy.

– Evaluate and discuss the impact of sensing errors due to time offset on the per-

formance of multiband cooperative joint detection.

1.4 Thesis Outline

The remainder of this thesis is organized as follows. In the next chapter, we present a brief

overview of spectrum sensing techniques and cooperative spectrum sensing. We highlight

the most important aspects of cooperative spectrum sensing such as various fusion schemes

and cooperative user selection criteria. We further discuss some of the limiting factors of

cooperative spectrum sensing, namely, cooperation overhead and sensing errors. In Chap-

ter 3, we present the general system model considered in this thesis. We then formulate

the throughput efficiency maximization problem for group-based cooperative sensing with
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heterogeneous secondary users and propose an adaptive user-group assignment algorithm

to solve the formulated optimization problem. To further enhance the performance of co-

operative spectrum sensing, we propose, in Chapter 4, a novel decision fusion scheme that

considers the reliability of the sensing decisions made by heterogeneous secondary users when

making a final decision at the fusion center. We employ a probability estimation technique,

that uses past information about local and global decisions, to estimate the reliability of the

sensing decision made by each secondary user. We then formulate the problem of minimizing

the network probability of sensing error and develop a dual search algorithm to solve the for-

mulated problem. In Chapter 5, we consider secondary users with correlated local decisions

and present the correlation model. We then formulate the problem of minimizing the proba-

bility of sensing error when cooperating secondary users’ decisions are correlated and employ

the genetic algorithm to solve the formulated optimization problem. Having addressed the

problem of user selection and reliable fusion for narrowband spectrum sensing, we consider,

in Chapter 6, multiband joint detection and investigate the performance improvement that

can be achieved by hard decision cooperation. We then consider a probability-based com-

bining scheme that takes into account the effect of sensing errors due to time offset. We also

investigate the impact of time offset on multiband cooperative joint detection. Finally, we

conclude this thesis in Chapter 7 and present some directions for future work. The outline

of the thesis is given in Figure 1.2 which also depicts where each of the contributions fits.
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Figure 1.2: Thesis outline.
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Chapter 2

Spectrum Sensing for Cognitive Radio

2.1 Introduction

Spectrum sensing is the most important task among others for the effective operation of

cognitive radio networks. Spectrum sensing enables the capability of a cognitive radio to

measure, learn, and be aware of the radio’s operating environment, such as the spectrum

availability and interference status. Availability of radio spectrum varies depending on time,

frequency and location resulting in spectrum access opportunities. Secondary users can use

the available idle spectrum in an opportunistic manner. Spectrum sensing helps secondary

users to achieve this objective by identifying the available spectrum reliably and rapidly.

Spectrum sensing also helps secondary users to detect the presence of primary signals to

protect the primary users’ transmission. It also helps in quickly determining if the primary

users have become active in the bands used by secondary users so that those bands can

be vacated immediately. This is important for ensuring that the interference caused to the

primary users’ transmissions remains below a permitted level. Moreover, detection of other

secondary users may be necessary as well for co-existence with other secondary networks.

Recent surveys on spectrum sensing and related issues can be found in [12,19,22].

The spectrum sensing problem is traditionally formulated as a binary hypothesis testing
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problem as described in section 2.2. To identify the idle spectrum and protect the pri-

mary users’ transmissions, different local spectrum sensing techniques have been proposed

for individual secondary users based on hypothesis testing. Some of the most common spec-

trum sensing techniques for the detection of primary users’ transmissions for cognitive radio

networks are discussed in section 2.4.

2.2 Hypothesis Testing

A key task in spectrum sensing is to decide whether the spectrum is idle or busy. The spec-

trum sensing problem is traditionally formulated as a binary hypothesis test [23]. The null

hypothesis denoted by H0 corresponds to the absence of the primary user’s transmission,

i.e., the received signal being only noise. On the other hand, the alternative hypothesis

denoted by H1 indicates that the primary user’s transmission is present, i.e., the received

signal contains the primary signal along with noise. In case the hypotheses have no unknown

parameters, the hypotheses are called simple. If there are unknown or unspecified param-

eters, then the hypotheses are called composite. As an example, a binary hypothesis test

for detecting the primary user’s transmission in an additive white Gaussian noise (AWGN)

channel is given by

x(n) =

 v(n), H0

h(n)s(n) + v(n), H1

(2.1)

where x(n) is the received signal at the nth time instant, h(n) is the channel gain at the

nth time instant. The primary user’s transmitted signal is denoted by s(n) and, v(n) is the

AWGN noise. In most practical cases, a test statistic Y is computed from the observation

vector x = [x(1), x(2), .., x(N)] containing N observation samples, and detection is based on

comparing the test statistic Y to the threshold γ. If the test statistic is greater than the

threshold, i.e., Y > γ then H1 is declared true. Otherwise, H0 is declared true. Two main

performance metrics that are crucial in the design of spectrum sensing techniques are the
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probability of miss-detection, Pm, and the probability of false alarm, Pf . The probability

of miss-detection is defined as the probability that the detector declares the absence of

a primary user (PU) transmission (decide H0), when PU transmission is actually present

(H1 is true). The probability of false alarm is defined as the probability that the detector

declares the presence of PU transmission (decide H1), when PU transmission is actually

absent (H0 is true). Therefore, we represent the probabilities of miss-detection and false

alarm, respectively, as [24]

Pm = P (H0|H1) = P (Y ≤ γ|H1), (2.2)

and

Pf = P (H1|H0) = P (Y > γ|H0). (2.3)

The trade-off between the probability of false alarm and miss-detection is depicted in

Figure 2.1. In the figure, the likelihood distributions for the absence and presence of the

primary user’s signal are both assumed to be normally distributed with respective means µ1

and µ2 and the variances of the distributions are taken to be equal.

Observations (Y)

P
ro

ba
bi

lit
y

Primary
user is
absent
(H0)

Primary
user is
present
(H1)

Probability of
false alarm
            

µ
2

γµ
1

Probability of
miss detection
            

Figure 2.1: Trade-off between probability of false alarm and probability of miss-detection.
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It is clear from the above discussion that we need the probability of detection, Pd = 1−Pm,

to be high as it indicates the level of protection of the primary users’ transmissions from

the interfering secondary users’ transmissions. On the other hand, low probabilities of false

alarm are necessary in order to maintain high opportunistic secondary throughput, since a

false alarm would prevent the unused bands from being accessed by secondary users leading

to inefficient spectrum usage.

There are two basic hypothesis testing methods in spectrum sensing: the Neyman-

Pearson (NP) test [25, 26] and the Bayes test [27, 28]. In an NP test, the objective is

to maximize the detection probability, Pd, given the constraint on the probability of false

alarm, Pf . Based on the signal detection problem in (2.1), it can be shown that the NP test

is equivalent to the likelihood ratio test (LRT) [19]. The LRT test statistics is given by

Ylrt =
N∏
n=1

P (x(n)|H1)

P (x(n)|H0)

H1

≷
H0

γlrt. (2.4)

In a Bayes test, the objective is to minimize the expected cost called the Bayes risk given

by

BR =
1∑
i=0

1∑
j=0

CijP (Hi|Hj)P (Hj), (2.5)

where Cij and P (Hi|Hj) are, respectively, the cost and the probability of declaring Hi when

Hj is true, and P (Hj) is the prior probability of hypothesis Hj, i, j ∈ {0, 1}. In other words,

the Bayes risk to be minimized is the sum of all possible costs weighted by the probabilities

of two incorrect detection cases (false alarm (P (H1|H0) and miss-detection (P (H0|H1)) and

two correct detection cases. With the knowledge of the prior probabilities P (H1) and P (H0),

the LRT of a Bayes test can be represented as

Ylrt =
N∏
n=1

P (x(n)|H1)

P (x(n)|H0)

H1

≷
H0

P (H0)(C10 − C00)

P (H1)(C01 − C11)
= γBT . (2.6)

For the particular case of the binary loss function, Cii = 0 and Cij = 1 for i 6= j, the
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Bayes risk, BR, is equal to the probability of error, PE. Therefore,

PE = P (H1|H0)P (H0) + P (H0|H1)P (H1)

= PfP (H0) + (1− Pd)P (H1).

(2.7)

As mentioned earlier, if the distributions of the received signal under the two hypotheses

depend on unknown parameters, then the detection problem becomes a composite hypothesis

testing problem. One of the approaches to composite hypothesis testing that does not require

prior knowledge of the unknown parameters is the generalized likelihood ratio test (GLRT)

[19, 28]. In GLRT, the unknown parameters are determined by the maximum likelihood

estimates. Although GLRT is not an optimal test, it is robust and easy to implement. The

GLRT is given by

Yglrt =
N∏
n=1

max
θ1

P (x(n)|θ1, H1)

max
θ0

P (x(n)|θ0, H0)

H1

≷
H0

γglrt, (2.8)

where θ1 and θ0 are the unknown random parameters.

2.3 Primary Transmitter Detection

The transmitter detection model is based on the detection of weak signals from a primary

transmitter through the local observations of secondary users. This model has a wider

applicability due to its compatibility with the licensed systems. The main drawback of the

primary transmitter sensing model is its reliance on the detection of primary transmitters to

infer the availability of white spaces while the interference happens at the primary receivers.

As such, a detection margin has to be included in order to protect primary receivers [6].

When the primary system employs bursty transmission, the secondary user can detect

the empty time slots and multiplex its signal over them without causing any performance

degradation at the primary receivers. On the other hand, when the primary system employs

continuous transmission, the secondary user has to estimate the interference it generates at
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Figure 2.2: Interference range of a cognitive radio.

the primary receivers by using signal level measurements. If the transmitter of the secondary

user is far from the primary receiver, depending on the signal-to-interference ratio (SIR)

limit at the receiver of the primary user supplied by the regulatory bodies, both the primary

user and the secondary user could transmit data simultaneously [6, 29]. In this case, the

interference range is defined as the minimum distance that a secondary transmitter should

be away from the primary receiver such that it does not cause harmful interference at this

receiver. Figure 2.2 shows the primary receiver located at a distance D′1 from the primary

transmitter and D′2 is the interference range. The interference range will depend on the SU

transmitted power and the primary receiver’s interference tolerance and can be obtained

from [30]

SIR =
P ′uh(D′1)

P ′sh(D′2) + P ′b
, (2.9)

where P ′u and P ′s are the transmit power of the primary and secondary users, respectively,

h(D′) is the channel gain at distance D′ from the transmitter and P ′b is the background

interference power at the primary receiver.

To avoid causing harmful interference to the primary receiver, the secondary user must

be able to detect a signal from the primary transmitter within the range of D′1 + D′2 which

can translate to a certain sensitivity requirement for the secondary detector. Although the

cases where an active primary transmitter is present but it is far away from the secondary

user fall under hypothesis H1, the interference the primary receiver would not be harmful
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and as such these cases should be treated as white space by definition. However, since the

detection of the primary transmitter is dependent on the SNR at the secondary user as

seen in 2.1, it would be unlikely for low-SNR primary signals to trigger the secondary user’s

detector resulting in unusable white spaces [31].

2.4 Sensing Techniques

In this section, we will discuss some of the most common spectrum sensing techniques for the

detection of the primary transmitter in the cognitive radio literature. From the perspective

of signal detection, sensing techniques can be classified into two broad categories: coherent

and non-coherent detection. In coherent detection, the primary signal can be coherently

detected by comparing the received signal or the extracted signal characteristics with prior

knowledge of primary signals. In non-coherent detection, no prior knowledge of the primary

signal is required for detection. Another way to classify sensing techniques is based on the

bandwidth of the spectrum of interest, that is, narrowband and wideband. The classification

of sensing techniques is shown in Figure 2.3. Next, we introduce matched filter detection,

energy detection, cyclostationary detection and briefly discuss some other spectrum sensing

techniques. A more complete review on various spectrum sensing techniques and design

challenges can be found in [13,32].

2.4.1 Matched Filter Detection

Matched filtering is known as the optimum method for the detection of the primary signal

when the transmitted signal is known, since it maximizes the received signal-to-noise ratio

(SNR). The main advantage of matched filtering is the short time it requires to achieve a cer-

tain detection performance, such as low probabilities of miss-detection and false alarm [33],

since a matched filter needs less received signal samples. However, matched filtering re-

quires the secondary users to demodulate the received signals. Therefore, it requires perfect
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Figure 2.3: Classification of spectrum sensing techniques.

knowledge of the primary users signaling features such as bandwidth, operating frequency,

modulation type and order, and pulse shaping as well as accurate synchronization at the sec-

ondary user [12,14,32]. However, in cognitive radio networks, such knowledge is not readily

available to secondary users and the implementation cost and complexity of this detector

are high. Another significant drawback of matched filter detection is that a secondary user

would need a dedicated receiver for every primary user class [34].
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2.4.2 Energy Detection

Energy detection [24, 35] is a non-coherent detection method that is most commonly used

if the receiver cannot gather sufficient information about the primary user’s signal. This

simple scheme accumulates the energy of the received signal during the sensing interval

and declares the primary band to be occupied if the energy surpasses a certain threshold

which depends on the noise floor [24]. Due to its simplicity and the fact that it does not

require prior knowledge of the primary users’ signals, energy detection is the most popular

sensing technique among others for spectrum sensing [6, 17, 36–38]. However, some of the

challenges with energy detection include selection of the threshold for detecting primary

users, inability to differentiate interference from primary users’ transmission and noise, and

poor performance under low signal-to-noise ratio [14]. Moreover, energy detection does not

work efficiently for detecting spread spectrum signals for which more sophisticated signal

processing algorithms need to be devised [39].

In addition to narrowband sensing, energy detection has been used for multiband joint

detection in wideband sensing by employing an array of energy detectors, each of which

detects one frequency band [40]. The multiband joint detection framework enables secondary

users to simultaneously detect primary users’ signals across multiple frequency bands for

efficient management of the wideband spectrum resource at the cost of detection hardware.

2.4.3 Cyclostationary Feature Detection

Another detection method that can be applied for spectrum sensing is the cyclostationary

feature detection. Modulated signals are in general coupled with sine wave carriers, pulse

trains, repeating spreading or hopping sequences or cyclic prefixes, which result in built-

in periodicity. Cyclostationary features are caused by the periodicity in the signal or in

its statistics such as mean and autocorrelation [14]. Cyclostationary feature detection is a

method for detecting primary user transmissions by exploiting the cyclostationary features

of the received signals. Instead of power spectral density (PSD), cyclic correlation function is
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used for detecting signals present in a given spectrum. The cyclostationary-based detection

algorithms can differentiate noise from primary users’ signals. This is a result of the fact

that noise is wide-sense stationary with no correlation while modulated signals are cyclosta-

tionary with spectral correlation due to the redundancy of signal periodicity. Therefore, a

cyclostationary feature detector can perform better than the energy detector in discriminat-

ing against noise due to its robustness to the uncertainty in noise power [12, 41]. However,

it is computationally complex and requires significantly long observation time. Moreover,

it requires the knowledge of the cyclic frequencies of the primary users, which may not be

available to the secondary users.

2.4.4 Other Sensing Techniques

Alternative spectrum sensing methods include waveform-based sensing, multitaper spectral

estimation, wavelet detection and compressed sensing. Waveform-based sensing is usually

based on correlation with known signal patterns. Known patterns are usually utilized in

wireless systems to assist synchronization or for other purposes. Such patterns include

preambles, regularly transmitted pilot patterns and spreading sequences. In [39], it was

shown that waveform-based sensing outperforms energy detector-based sensing in reliabil-

ity and convergence time. Furthermore, it is shown that the performance of the sensing

algorithm increases as the length of the known signal pattern increases. Waveform-based

sensing, however, is only possible when the target primary user’s signal contains known

signal patterns.

Multitaper spectrum estimation was proposed in [8]. The proposed algorithm was shown

to be an approximation to the maximum likelihood power spectral density estimator, and

for wideband signals, it is nearly optimal. Most important, unlike the maximum-likelihood

spectral estimator, the multitaper spectral estimator is computationally feasible. In [42],

wavelets are used for detecting edges in the power spectral density of a wideband channel.

Once the edges, which correspond to transitions from an occupied band to an empty band or

23



Table 2.1: Comparison of Spectrum Sensing Techniques.

Spectrum sensing tech-
nique

Advantages Disadvantages

Matched filter detection - Optimal performance
- Low computational cost

Requires prior knowledge of
the primary user’s signal

Energy detection - Low complexity
- No primary knowledge re-
quired

- Poor performance for low
SNR
- Cannot differentiate users

Cyclostationary detection - Robust in low SNR region
- Robust against interfer-
ence

- Requires partial prior in-
formation
- High computational cost

Waveform-based detection - Robust in low SNR region
- Short measuring time

- Requires prior knowledge
of the primary user’s signal
- Susceptible to synchroniza-
tion errors

Multitaper spectrum esti-
mation

- Near optimal performance
for wideband signals
- No primary knowledge re-
quired

High implementation com-
plexity

Wavelet Detection Effective for wideband sig-
nal detection

- Requires high sampling
rate analog-to-digital con-
verter
- High computational cost

Compressed sensing - Low sampling rate
- Low signal acquisition cost

Sensitive to design imperfec-
tions

vice versa, are detected, the power within the bands between two edges are estimated. Using

this information and the edges positions, the power spectral density can be characterized

as occupied or empty in a binary fashion. The assumptions made in [42], however, need

to be relaxed for building a practical sensing algorithm. The method proposed in [42]

was extended in [43] by using sub-Nyquist sampling (compressed sensing). Assuming that

the signal spectrum is sparse, sub-Nyquist sampling is used to obtain a coarse spectrum

knowledge in an efficient way. Table 2.1 presents a brief comparison of the above spectrum

sensing techniques.
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In this thesis, we adopt the most commonly used energy detection technique for the

detection of the primary transmitter. With this technique, secondary users can identify

the spectrum access opportunities without requiring prior knowledge of the primary users’

signal characteristics. Compared to other sensing techniques, energy detection is easier to

implement and therefore, is less expensive. It is also the most general technique for spectrum

sensing since it applies to any signal type.

2.5 Cooperative Spectrum Sensing (CSS)

In cooperative spectrum sensing, information from multiple secondary users are incorporated

for the detection of the primary signal. In the literature, cooperation is discussed as a

solution to problems that arise in spectrum sensing due to noise uncertainty, fading, and

shadowing since the uncertainty in a single user’s detection can be minimized [36]. The

main idea of cooperative sensing is to enhance the sensing performance by exploiting the

spatial diversity in the observations of spatially located secondary users. By cooperation,

secondary users can share their sensing information for making a combined decision more

accurate than the individual decisions [19]. The performance improvement due to spatial

diversity is called cooperative gain. While cooperative gain such as improved detection

performance and relaxed sensitivity requirement can be obtained, cooperative sensing can

incur cooperation overhead. Cooperation overhead refers to any extra sensing time, delay,

energy, and operations devoted to cooperative sensing and any performance degradation

caused by cooperative sensing.

2.5.1 Cooperation Architecture

Depending on how the secondary users share their sensing data, several cooperative spectrum

sensing architectures for CR networks have been proposed in the literature [17,44–46]. The

most commonly proposed architecture is the parallel fusion architecture, in which all the
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sensing secondary users send their sensing information directly to a centralized controller

called a fusion center. This fusion center then makes a final decision regarding the pres-

ence or absence of the primary signal, and broadcasts this information to other secondary

users or directly controls the cognitive radio network traffic [17, 36, 44]. The parallel fusion

architecture is illustrated in Figure 2.4.
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Figure 2.4: Parallel fusion architecture.

Another possible sensing architecture is the decentralized sensing architecture which does

not rely on a fusion center for making the cooperative decision [18, 39, 46]. In this case,

secondary users exchange the sensing observations and converge to a unified decision on the

presence or absence of primary users transmissions by iterations. Based on a distributed

algorithm, each secondary user sends its own sensing data to other users, combines its data

with the received sensing data, and decides whether or not the primary user’s transmission

is present by using a local criterion. If the criterion is not satisfied, secondary users send

their combined results to other users again, and repeat this process until the algorithm is

converged and a decision is reached. The decentralized sensing architecture is illustrated in

Figure 2.5.
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Figure 2.5: Decentralized fusion architecture.

2.5.2 Fusion Schemes

In cooperative sensing, a fusion scheme refers to the process of combining locally sensed data

of individual secondary users. Depending on which type of sensing data is transmitted to

the fusion center or shared with neighboring users, CSS can employ data or decision fusion

schemes. In soft decision schemes (data fusion), secondary users exchange their test statistics

calculated from their local observations. On the other hand, in the hard decision schemes

(decision fusion), secondary users only exchange their individual binary decisions.

Soft Combining and Data Fusion

Existing receiver diversity techniques such as equal gain combining (EGC) and maximal

ratio combining (MRC) can be utilized for soft combining of local observations or test statis-

tics. If the channel state information (CSI) between the primary users and the secondary

users are perfectly known, the optimal combining strategy, which is MRC, can be used for

achieving the highest output SNR. It was shown in [25] that the soft combining scheme

yields better gain than the hard combining scheme. However, there is a significant differ-
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ence in the cooperation overhead between the hard and soft decision based detectors, which

requires a wideband control channel for the soft decision cooperative approach. The soft

information based signal detection method for the single-carrier case and multi-carrier case

was investigated in [47]. In [37], a linear cooperation strategy was developed which is based

on the optimal combination of the local statistics from spatially distributed secondary users.

In [48], an optimal soft combination scheme based on Neyman-Pearson criterion was pro-

posed to combine the weighted local observations. The proposed scheme reduces to EGC at

high SNR and reduces to MRC at low SNR. Since such a soft combining scheme results in

large overhead, a softened two-bit combining scheme was also proposed in [48] for energy de-

tection. In this method, there are three decision thresholds dividing the whole range of test

statistics into four regions. Each secondary user reports the quantized two-bit information

of its local test statistics. The performance of this method is comparable to the performance

of the EGC scheme with less complexity and overhead.

Hard Combining and Decision Fusion

In the hard combining scheme, the final decision is reached by taking into consideration

the individual local decisions reported by each secondary user. When binary local decisions

are reported to the fusion center, it is convenient to apply linear fusion rules to obtain the

cooperative decision. The main advantage of the hard combining scheme is the reduction of

communication overhead. Hard decision combining for CSS has been considered in several

works [25,48,49]. The commonly used fusion rules are AND, OR, and majority voting rules

which are special cases of the general K-out-of-M rule. Those decision fusion rules can be

summarized as below [50]:

• K-out-of-M rule: In this fusion rule, the fusion center decides on the presence of

the primary user’s transmission if, and only if, K or more than K secondary users out

of the total M cooperating secondary users report the detection of the primary user’s

signal, where K ∈ [1,M ]. Therefore, in the K-out-of-M rule, if K users or more decide
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in favor of H1, then the cooperative decision declares that H1 is true. If the decisions

from all the secondary users are independent, the network probabilities of detection

and false alarm are, respectively, given by [51]:

PD =
M−K∑
k=0

(
M

K + k

)
(1− Pd,k)M−K−k(Pd,k)K+k, (2.10)

and

PF =
M−K∑
k=0

(
M

K + k

)
(1− Pf,k)M−K−k(Pf,k)K+k, (2.11)

where Pd,k and Pf,k are, respectively, the probabilities of detection and false alarm of

the kth secondary user and
(
M
K+k

)
= M !

(K+k)!(M−K−k)!
.

• Majority voting (MV) rule: In the MV fusion rule, also known as half voting

rule, if half, or more than half, the local detectors decide that there is a primary user’s

transmission, then the final decision at the fusion center declares that there is a primary

user’s transmission [50]. Therefore, for the MV rule, the cooperative decision declares

H1 only if half or more than half of the secondary users decide on H1, i.e., K = dM
2
e

in (2.10) and (2.11), where dM
2
e denotes the smallest integer not less than M

2
. If the

decisions from all the secondary users are independent, the network probabilities of

detection and false alarm are, respectively, given by

PD =

M−dM
2
e∑

k=0

(
M

dM
2
e+ k

)
(1− Pd,k)M−d

M
2
e−k(Pd,k)

dM
2
e+k, (2.12)

and

PF =

M−dM
2
e∑

k=0

(
M

dM
2
e+ k

)
(1− Pf,k)M−d

M
2
e−k(Pf,k)

dM
2
e+k. (2.13)

• Logical OR rule: In this fusion rule, the fusion decides on the presence of primary

user’s transmission if any of the secondary users reports the detection of the primary

user’s transmission. Therefore, for the OR rule, the cooperative decision declares H1 if
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any of the secondary users decides on H1, i.e., setting K = 1 in (2.10) and (2.11). Since

a secondary user (SU) occupying a licensed frequency band may cause interference to

the primary users, the risk of SUs causing interference to the primary users is minimized

using the logical OR rule. If the decisions from all the secondary users are independent,

the network probabilities of detection and false alarm are, respectively, given by

PD = 1−
M∏
k=1

(1− Pd,k), (2.14)

and

PF = 1−
M∏
k=1

(1− Pf,k). (2.15)

• Logical AND rule: In the AND fusion rule, if all local detectors decide that there

is a primary user’s transmission, then the final decision at the fusion center declares

that there is a primary user’s transmission [50]. Therefore, for the AND rule, the

cooperative decision declares H1 only if all of the secondary users decide on H1, i.e.,

setting K = M in (2.10) and (2.11). Using this fusion rule, the probability of false

alarm is minimized, but the risk of causing interference to primary users will increase.

If the decisions from all the secondary users are independent, the network probabilities

of detection and false alarm are, respectively, given by

PD =
M∏
k=1

Pd,k, (2.16)

and

PF =
M∏
k=1

Pf,k. (2.17)

2.5.3 Cooperative User Selection

The selection of secondary users for cooperative sensing plays a key role in determining the

performance of CSS because it can be utilized to improve the trade-off between cooperative
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gain and cooperation overhead. In [49], for the case of independent secondary users’ ob-

servations with energy detection based cooperation, it was shown that cooperating with all

users in the network does not necessarily achieve the optimum performance. It was observed

that including secondary users experiencing bad channels, in terms of the SNR received at a

secondary user, for cooperation may degrade the performance. In order to relax the require-

ment on prior knowledge of the received SNR at each secondary user, the authors in [52]

proposed to select the sensing secondary users that have the best detection probabilities with

respect to a given false alarm probability. Specifically, the false alarm probability is set to be

identical at each secondary user. Therefore, the SU that reports the largest number of 1’s is

first chosen to participate in cooperative sensing. In [53], the optimal number of secondary

users, K, that minimizes the total error probability for secondary users with independent

local decisions for the general K-out-of-M fusion rule was found to be approximately half

of the total number of secondary users M . A user selection strategy based on a modified

deflection coefficient with low complexity was proposed in [54]. The optimal number of sec-

ondary users and the user set were obtained in order to provide sufficient protection to the

primary users and improve the total throughput of the cognitive radio network.

When cooperating secondary users experience correlated shadowing, it was shown in [20]

that selecting independent secondary users for cooperation can improve the robustness of

sensing results. In [55], a distributed user selection algorithm was developed to address

the dynamic changes in the spatial correlation experienced by mobile secondary users and

adaptively select uncorrelated secondary users.

Moreover, removing malicious users from cooperation ensures the security and the re-

liability of the network. A robust secondary user selection algorithm for CSS considering

the presence of malicious users was proposed in [56]. The users were selected based on the

consistency check with known trusted users and simulation results showed that the proposed

algorithm is effective in identifying and excluding malicious secondary users. The authors

in [57] presented a soft-decision reporting scheme that is robust against malicious users.
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They proposed a heuristic approach to iteratively identify malicious users, where the fusion

center computes the secondary user’s suspicious level, i.e., the posterior probability that this

SU is an attacker, based on the honest SUs and malicious SUs report probabilities. These

probabilities are estimated assuming that the fusion center knows the position of the users

and the attackers’ policy. When the suspicious level of the secondary user goes beyond a

threshold it is discarded from the final decision process and moved into a malicious user set.

This process is repeated until no more malicious users can be found and only the reports

from honest users are fused to make the final decision.

2.5.4 Cooperation Overhead

The exploitation of spatial diversity in cooperative sensing results in a significant improve-

ment in detection performance. However, cooperation among secondary users may also

introduce a variety of overheads that limit or even compromise this improved detection

performance. The overhead associated with all elements of cooperative sensing is called

cooperation overhead. Cooperation overhead can refer to any transmission cost, extra sens-

ing time, delay, energy and operations devoted to cooperative sensing and any performance

degradation caused by cooperative sensing.

Since the sensing time is proportional to the number of samples taken by each individual

secondary user, the longer the sensing time is, the better the detection performance will

be. However, when each secondary user is equipped with a single radio transceiver, it will

be difficult for the secondary users to simultaneously perform sensing and transmission.

Therefore, the more time is devoted to sensing, the less time is available for transmissions

which reduces the secondary users’ throughput, also known as opportunistic throughput.

In addition, the cooperation overhead due to the extra sensing time will generally increase

with the number of cooperating users due to the increased volume of data that needs to be

reported to and be processed by the fusion center. This is known as the sensing efficiency

problem [58] or the sensing-throughput trade-off [51] in spectrum sensing.
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The cooperation overhead, in terms of the extra sensing time or reduced opportunistic

throughput, will also increase as the delay in finding an available channel increases [59]. In

[60], a sensing-period optimization mechanism and an optimal channel-sequencing algorithm

were developed to maximize the discovery of spectrum access opportunities and minimize the

delay in discovering an available channel when all secondary users participate in sensing an

identical channel in each sensing period. Parallel cooperative sensing was proposed in [61,62]

where the cooperative secondary users are divided into multiple groups and each group senses

one channel such that more than one channel is sensed in each sensing period. Since multiple

channels are detected in one sensing period, the cooperation overhead associated with the

delay in finding an available channel is significantly reduced.

In cooperative sensing, secondary users involve in activities such as local sensing and

data reporting that consume additional energy. The energy consumption overhead can be

significant if the number of cooperating secondary users or the amount of sensing results to be

reported is large. One approach to address this issue is to use censoring to limit the amount

of reported sensing data according to certain criteria or constraints. Since the censoring

criteria are chosen to refrain cooperating secondary users from transmitting unnecessary or

un-informative data, the energy efficiency can be improved in cooperative sensing. In [63],

a simple censoring method was proposed to decrease the average number of sensing bits

reported to the fusion center. In this method, the energy detector output of each secondary

user is compared to two thresholds and the decision is sent to the fusion center if the energy

detector output is between those two thresholds. Otherwise, no decision is made and this

sensing output is censored from reporting. The results showed that even though the network

probability of false alarm may degrade due to the possibility that the sensing outputs of all

secondary users are censored, the amount of reported local decisions can be dramatically

reduced. Therefore, the energy efficiency can be traded off with the network probability of

false alarm.

Another approach to reduce the cooperation overhead in terms of energy consumption
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is to minimize the energy consumption with detection performance constraints. In [64],

the energy efficiency problem was addressed by energy minimization under detection per-

formance constraints. This method investigates the trade-off between the two aspects of

sensing time. On one hand, longer sensing time consumes more energy at each secondary

user. On the other hand, longer sensing time can improve detection performance at each

secondary user and reduce the number of cooperating users and the associated energy con-

sumption overhead. Therefore, this method finds the optimal sensing time and the optimal

number of cooperating users to balance the energy consumption in local sensing and the

energy overhead due to cooperation for a required detection performance.

2.5.5 Sensing Errors

A secondary user identifies spectrum access opportunities by detecting the presence of pri-

mary signals. Sensing errors, in terms of false alarms or miss-detections, occur due to noise

and fading. False alarms occur when idle channels are detected as busy, and miss-detections

occur when busy channels are detected as idle. In the event of a false alarm, a spectrum

access opportunity is overlooked by the secondary user, and eventually wasted if the access

strategy trusts the sensing outcome. On the other hand, miss-detections may lead to col-

lisions with primary users’ transmissions. Therefore, in spectrum sensing, it is desired to

minimize the probability of sensing error (i.e., sum of the probability of false alarm and the

probability of miss-detection) which reduces the collision probability with primary users’

transmissions and enhances the usage level of vacant spectrum. A well chosen detection

threshold can minimize spectrum sensing errors, provide the primary users’ transmissions

with enough protection, and fully enhance spectrum utilization. In [53], the optimal thresh-

old level for minimizing the probability of sensing error was determined without considering

spectrum sensing constraints that may be violated. To alleviate this problem, an adaptive

optimal spectrum sensing threshold level was derived in [65] to minimize the probability of

sensing error while satisfying spectrum sensing constraints on the probabilities of false alarm
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and miss-detection. CSS using counting rule was studied in [66] and the sensing errors were

minimized by choosing the optimal probability of false alarm to satisfy a given constraint

and the optimal number of cooperating secondary users for both matched filtering and en-

ergy detection. CSS with correlated secondary users’ local decisions was studied in [67].

The probability of sensing error was minimized by choosing the optimal assignments for

the number of cooperating secondary users, K, in the K-out-of-M fusion rule and the local

threshold for a certain correlation index.

It is usually assumed that the local observations and the combining decision are all made

at the same time. In reality, this is not always valid and therefore, the CSS scheme should

consider the case of asynchronous observations which results in time offsets between local

sensing observations and the final decision at the fusion center. In [68], a probability-based

combination scheme was proposed to combine asynchronous reports at the fusion center.

The proposed combining scheme considers both detection errors and time offsets between

local sensing observations and the final decision. Based on the knowledge of the primary

user channel usage model and the Bayesian decision rule, the conditional probabilities of the

local sensing decisions received at different times, conditioned on each hypothesis, and their

combined likelihood ratio were calculated to make the final decision at the fusion center.

Most of the studies on CSS analyze its performance based on the assumption of perfect

knowledge of the average received SNR at the secondary user. However, in practice, this is

not always the case. The effect of average SNR estimation errors on the performance of CSS

was examined in [69]. In the noiseless-sample-based case, it was found that the probability

of false alarm decreases as the average SNR estimation error decreases for both independent

and correlated shadowing. In the noise-sample-based case, it was found that there exists a

threshold for the noise level. Below this threshold, the probability of false alarm increases as

the noise level increases, while above the threshold the probability of false alarm decreases

as the noise level increases.
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2.5.6 Multiband Spectrum Sensing

Wideband spectrum sensing, that we also refer to in this thesis as multiband sensing, faces

technical challenges and there is limited work on it in the literature. To sense multiple

frequency bands, secondary users may need to scan the spectrum or use multiple radio

frequency (RF) front ends for sensing multiple bands. However, using these approaches for

wideband sensing either causes long sensing delay or incurs high computational complexity

and hardware cost. Recent advances in compressed sensing [43, 70] enable the sampling

of the wideband signals at sub-Nyquist rate to relax the analog-to-digital converter (ADC)

requirements. The techniques of compressed sensing provide promising solutions to promptly

recover wideband signals and facilitate wideband sensing at a reasonable computational

complexity. Compressed sensing is achieved by the random sampling of wideband signals.

However, due to the sub-Nyquist-rate sampling and insufficient number of samples, a weak

primary user’s signal with a nearby strong signal may not be properly reconstructed for

detection in a wideband spectrum [19]. In addition, a new ADC architecture with non-

uniform timing and a pseudo-random clock generator is needed [71].

In multiband cooperative sensing, secondary users cooperate to sense multiple narrow

bands instead of focusing on one band at a time. In [40], a multiband joint detection

scheme was proposed for combining the statistics of sensing multiple bands from spatially

distributed secondary users. The fusion center calculates the test statistic and makes a

cooperative decision in each band. The weight coefficients and detection thresholds of all

bands were obtained by jointly maximizing the aggregate opportunistic throughput in each

band subject to constraints on the miss-detection and false alarm probabilities. To enable

the multiband sensing at each secondary user, an energy detector is required for each band

of interest. As a result, the method may incur high hardware cost when the number of bands

for cooperative sensing is large. In [72], the authors proposed a multiband adaptive joint

detection framework for wideband spectrum sensing that collectively searches the secondary

transmission opportunities over multiple frequency bands. In this framework, both the
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sensing slot duration and detection thresholds for each narrowband detector were jointly

optimized to maximize the achievable opportunistic throughput of the secondary network

subject to a limit on the interference introduced to primary users.

In [61], a parallel cooperative sensing scheme was proposed to enable the multi-channel

sensing by optimally selected cooperating secondary users. Different from the multiband

sensing scheme in [40,72], each cooperating secondary user senses a different channel. In [73],

the authors proposed a group-based CSS scheme in which the cooperative secondary users

are divided into several groups and each group senses a different channel during a sensing

period while the secondary users in the same group perform joint detection on the targeted

channel. By the methods in [61, 73], multiple channels can be cooperatively sensed in each

sensing period. The objective is to maximize the secondary opportunistic throughput while

minimizing the sensing overhead such as the sensing time and the number of secondary users

required for cooperation.

In this thesis, we focus on multi-channel sensing by cooperating secondary users in which

more than one channel can be sensed in each sensing period to leverage the cooperative

gain of CSS. To this end, we study both the group-based CSS and the multiband cooper-

ative joint detection framework. Throughout this work, we employ one-bit hard decision

combining-based CSS since it is more applicable to practical system due to the reduced

feedback signalling overhead as compared to the soft decision combining-based CSS.

2.6 Chapter Summary

In this chapter, we presented the basic concepts of spectrum sensing which is one of the

fundamental prerequisites for the successful deployment of cognitive radio networks. We

reviewed the most common spectrum sensing techniques with which the secondary users are

able to monitor the activities of the primary users. Various spectrum sensing techniques

are used in the literature depending on how much information about the primary signal is
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available to the secondary users. In general, the spectrum sensing techniques can be classified

as energy-based sensing, cyclostationary feature-based sensing, matched filter-based sensing

and other sensing techniques. Energy detection is the most commonly used technique for

spectrum sensing since it has low computational and implementation complexities and prior

knowledge of the primary users’ signal is not needed.

The unreliability in individual secondary user’s sensing results gives rise to sensing errors

which affects the sensing accuracy. To increase the sensing accuracy, performance metrics

such as the probabilities of detection and false alarm and the probability of sensing error

should be considered in the design of spectrum sensing techniques. To address the limitations

of the spectrum sensing techniques by a single secondary user, cooperative spectrum sensing

and its main elements have been discussed. Cooperative sensing is an effective technique

to improve sensing accuracy by exploring multiuser diversity at the expense of cooperation

overhead in terms of increased sensing time, energy consumption or reduced opportunistic

throughput.

In addition to sensing accuracy, sensing efficiency, which can be represented by the metrics

of sensing overhead and secondary throughput, has a significant impact on the performance

of spectrum sensing. However, there is a fundamental trade-off between sensing accuracy

and sensing efficiency in spectrum sensing. To increase the sensing efficiency, multiband

joint detection and parallel cooperative sensing can be employed to discover more spectrum

access opportunities in a single sensing period.

In the next chapter, we address the problem of sensing accuracy-efficiency trade-off. We

consider a group-based cooperative spectrum sensing scheme where the cooperative sec-

ondary users are divided into multiple groups while each group senses one channel in each

sensing period. We design an efficient assignment algorithm for both the users and groups

that addresses the problem of sensing accuracy-efficiency trade-off in group-based coopera-

tive spectrum sensing.
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Chapter 3

Adaptive User Assignment for

Group-based Cooperative Spectrum

Sensing

3.1 Introduction

As discussed in Chapter 2, spectrum sensing must be able to detect the primary user’s sig-

nal levels accurately so that the primary user’s transmission is adequately protected and

the number of false alarms is minimized. In this chapter, we consider the energy detec-

tion approach since it has low computational and implementation complexities, and prior

knowledge of the primary users’ signal is not needed [14]. The secondary users employ a

periodic sensing-transmission structure in which the sensing and transmission are performed

periodically in separate periods [15,21].

Spectrum sensing performance can be improved using network cooperation where sec-

ondary users share their spectrum sensing measurements [74,75]. To increase the cooperative

gain (i.e., sensing accuracy), more cooperating secondary users should perform the sensing.

However, using more cooperating users will lead to an increase in the amount of overhead
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traffic in the secondary network [76]. In the conventional sequential spectrum sensing, all

cooperative secondary users sense the same channel in each sensing period to increase the

sensing accuracy. Since only one channel could be sensed by the cooperating secondary users

during each sensing period, this leads to a delay in the discovery of available channels which

degrades the sensing efficiency.

In this chapter, we consider a group-based cooperative spectrum sensing (CSS) scheme for

secondary users with heterogeneous sensing ability in terms of sensing accuracy. The sensing

accuracy is represented by the probabilities of detection and false alarm which are different

for different secondary users. In group-based CSS, each group senses a different channel while

the secondary users in the same group cooperate together to sense the targeted channel. By

employing this CSS scheme, more than one channel can be sensed in each sensing period

which can significantly improve the sensing efficiency. For group-based cooperative spectrum

sensing, we propose to adaptively assign the heterogeneous cooperating secondary users to

different groups to achieve a trade-off between the sensing efficiency and sensing accuracy.

Our aim is to maximize the throughput efficiency without degrading the sensing accuracy.

To this end, we analytically derive the throughput efficiency, which we define in terms of

the average opportunistic throughput and average sensing overhead. We then formulate

the throughput efficiency maximization problem for heterogeneous secondary users as a

non-linear binary programming problem which is computationally intractable. To solve the

throughput efficiency maximization problem, we propose an efficient adaptive assignment

algorithm that assigns users to groups and then assigns those groups to the sensing rounds

such that the throughput efficiency is maximized.

3.2 Related Work

Enhancing the sensing accuracy of CSS was extensively treated in [25, 36, 40, 58, 77, 78].

In [25,36], the AND and OR fusion rules were studied under the Neyman-Pearson criterion,
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when the sensing objective was to maximize the probability of detection under a constraint

on the probability of false alarm. The authors of [77] considered cooperative sensing by

using a counting rule and calculated the optimal number of cooperating secondary users and

optimal probability of false alarm for each user under both the Neyman-Pearson criterion and

the Bayesian criterion. In [58], the authors optimized the sensing parameters by maximizing

the transmission time with respect to the total frame period (transmission time and sensing

time) subject to interference avoidance constraints in a single spectrum band. The authors

also introduced spectrum selection and scheduling methods where the best spectrum bands

for sensing were selected to maximize the opportunistic sensing capacity which represents the

expected transmission capacity that the secondary users can achieve on the selected bands.

In [78], the sensing time setting for a multi-user multi-channel case with CSS was investi-

gated. In this CSS approach, secondary users cooperatively sense the channels and send the

sensing results to a coordinator, which employs energy detection with a soft decision rule

to estimate whether there are primary activities in the sensed channels. The sensing time

setting determines the length of the sensing time in a slot and how the total sensing time

(of the multiple users) in a slot is distributed among all the channels to increase the sensing

accuracy. This is done by maximizing the opportunistic throughput of the secondary users

on all the channels subject to a limit on the probabilities of detection and false alarm for each

channel. However, the authors did not consider the effect of cooperation overhead on the

performance of their CSS approach which is expected to be large due to the assumption that

a secondary user can send its test statistic directly to the fusion center. The study in [40]

presented a new cooperative wideband spectrum sensing scheme that exploits the spatial

diversity among multiple SUs. The weight coefficients for each user and detection thresholds

of all bands were obtained by jointly maximizing the aggregate opportunistic throughput

in each band subject to constraints on miss-detection and false alarm probabilities, which

contribute to improving the sensing accuracy. The above studies have mainly focused on

improving the sensing accuracy while the sensing efficiency has been ignored.
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The enhancement of sensing efficiency was investigated in [60–62, 79, 80]. In [60], a

sensing-period optimization mechanism and an optimal channel-sequencing algorithm were

developed to maximize the discovery of spectrum access opportunities and minimize the delay

in discovering an available channel when all secondary users participate in sensing a channel

simultaneously. In [79], two different channel sensing policies, the random sensing policy

and the negotiation-based sensing policy, were proposed to discover the available channels.

To improve the sensing efficiency, different users are allowed to sense different channels, that

are selected either randomly or through negotiation, by assuming that each SU is equipped

with two transceivers. The first transceiver (called the control transceiver) is devoted to

operating over a dedicated control channel to obtain the information of the vacant licensed

channels, and to negotiate with the other SUs when contention-based protocols are employed.

The second transceiver is used to sense the licensed channels and to receive/transmit the

SUs’ packets. To reduce the sensing overhead, the authors of [80] proposed a multi-channel

cooperative sensing scheme, where the cooperative SUs are optimally selected to sense the

distinct channels at the same time for sensing efficiency. These works assume that the sensing

accuracy on a channel sensed by a single SU is completely correct which may not be practical

in real communication systems.

The authors in [61] proposed full parallel cooperative spectrum sensing, where each user

senses a distinct channel, with the aim of discovering multiple spectrum access opportuni-

ties in a single sensing period. To enhance the spectrum efficiency, the authors optimized

the number of sensing SUs and adaptively changed the stopping threshold in searching for

available channels by considering the wireless channel dynamics. In [62], the authors pro-

posed a group-based cooperative spectrum sensing scheme in which the cooperative SUs are

divided into several groups and each group senses a different channel during a sensing period

while SUs in the same group perform joint detection on the targeted channel. The sensing

process will not stop unless an available channel is discovered. Assuming that all secondary

users have equal probabilities of detection and false alarm, they formulated the achievable
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throughput maximization problem to determine the number of groups and number of users

in each group in time varying channels.

The most relevant to our work is [62]. It was shown there that by varying the number

of groups and the number of cooperating SUs in each group, the trade-off between sens-

ing accuracy and efficiency could be adjusted. However, similar to most existing work on

cooperative spectrum sensing, it was assumed that all the secondary users have the same

energy detection threshold and identical average signal-to-noise ratio (SNR) to the primary

user [81]. In reality, however, the average SNR will vary since secondary users are at different

distances from the primary user. Therefore, in contrast to the work in [62], we consider that

the cooperating secondary users have heterogeneous sensing ability in terms of the sensing

accuracy which will be represented by non-identical local probabilities of detection and false

alarm. This will introduce new challenges to the group-based cooperative spectrum sensing.

The cooperating heterogeneous secondary users have to be adaptively assigned to different

groups in order to achieve a trade-off between the sensing efficiency and sensing accuracy. To

this end, we analytically derive an expression for the average opportunistic throughput and

average sensing overhead for the group-based CSS scheme when the secondary users have

heterogeneous sensing ability while incorporating the cost of using multiple sensing rounds

to find a vacant channel which was not considered in [62]. In the next section, we describe

the system model used in our analysis.

3.3 System Model

We consider a cognitive radio network with K secondary users, U ′ primary users and L

licensed channels. We assume that all the considered secondary users utilize the licensed

channels used by the same set of primary users. Therefore, the licensed channel availability

information sensed by each secondary user is consistent among all secondary users [79]. An

illustration of this cognitive radio network is shown in Figure 3.1. Considering that there is
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Figure 3.1: An illustration of a cognitive radio network.

no information exchange between PUs and SUs, each SU needs to perform spectrum sensing

independently. We employ the computationally efficient and widely used energy detection

technique [24,35] for spectrum sensing. Energy detection requires no information about the

primary user’s signal which is more practical. In addition, we model the primary signal as a

random variable with known transmit power and therefore, energy detection is optimal [44].

3.3.1 Energy Detection

The objective of spectrum sensing is to detect the presence of primary signals on the primary

channel, and we model this problem as a binary hypothesis testing problem and use the

energy detection technique for spectrum sensing. The block diagram for the energy detection

technique is shown in Figure 3.2.

In the energy detection model, the problem of detecting the presence of primary users is

equivalent to distinguishing between the two following hypotheses [19],

xk(n) =

 vk(n), H0

hks(n) + vk(n), H1

(3.1)
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where xk(n) is the received signal of the kth secondary user at the nth time instant, hk is

the kth user channel gain which is assumed to be constant during the detection interval.

The primary user’s transmitted signal, s(n), is an independent identically distributed (i.i.d.)

random process with mean zero and variance σ2
s and is assumed to be BPSK modulated. The

noise, vk(n), is a real-valued Gaussian variable with zero mean and variance σ2
v . Without

loss of generality, s(n) and vk(n) are assumed to be independent. The goal of the spectrum

sensing is to decide between two hypotheses, H0 and H1, the hypothesis that the primary

user is absent and present, respectively.
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Figure 3.2: Block diagram of energy detector.

The test statistic for the energy detector for the kth user, Yk, is computed as the sum of

the received signal energy over an interval of N samples, and is given by [49]:

Yk =
N∑
n=1

|xk(n)|2. (3.2)

Under hypothesis H0, the test statistic Yk is a random variable whose probability density

function is a Chi-square χ2 distribution with N degrees of freedom; otherwise, Yk follows a

non-central Chi-square χ2 distribution with N degrees of freedom and parameter Γ′k [38,51].

The received SNR of the primary user measured at the kth secondary user of interest, Γ′k, is

given by

Γ′k =
|hk|2σs2

σv2
. (3.3)

For a large number of samples, N (N ≥ 10 [37]), using the central limit theorem [82],
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the distribution of the test statistics, Yk, can be approximated by a Gaussian distribution

with mean [51]

E(Yk) =

 Nσv
2, H0

N( |hk|
2σs2

σv2
+ 1)σv

2, H1

(3.4)

and variance

V ar(Yk) =

 2Nσ4
v , H0

2N(2|hk|2σs2
σv2

+ 1)σv
4, H1

(3.5)

In this chapter, we consider secondary users with heterogeneous sensing abilities that are

represented by different probabilities of detection and false alarms, Pd,k and Pf,k, that are

respectively given by

Pd,k = P (Yk > γk|H1) = Q

(
γk −N(σ2

v + |hk|2σ2
s)√

2N(σ2
v + 2|hk|2σ2

s)σ
2
v

)
, (3.6)

and

Pf,k = P (Yk > γk|H0) = Q

(
γk −Nσ2

v√
2Nσ4

v

)
, (3.7)

where γk is the energy detection decision threshold for the kth secondary user.

3.3.2 Primary User Traffic Activity Model

Information about primary users can benefit spectrum sensing and provide opportunity for

other applications. Modelling of primary user traffic depends on how the PUs and SUs are

envisioned to operate. The statistical model of the primary user traffic should be simple

enough to allow the design of optimal higher order protocols, but sufficiently accurate to

describe the behaviour of the PU. The most common approach models PU activity with an

alternating ON-OFF model [15,58,79,83,84]. In this model, each channel alternates between

two states: ON state, in which the channel is occupied by a primary user and OFF state, in

which the channel is idle as shown in Figure 3.3.

The exponential model is a common and generic model for the duration of the PU states
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Figure 3.3: An ON-OFF model for primary users’ channel usage.

and a good approximation of many practical scenarios [85, 86]. Therefore, the durations of

the ON and the OFF periods are assumed to be exponentially distributed and independent

with means 1/a and 1/b, respectively, and the probability density functions (pdf) for the

ON and OFF states are respectively,

fB(t) = ae−at, t ≥ 0, (3.8)

and

fI(t) = be−bt, t ≥ 0. (3.9)

Therefore, the behavior of the PU is represented by two parameters, a, the rate of

transition from ON state to OFF state and b, the rate of transition from OFF state to ON

state. The steady state probability for the channel to be busy is [83],

PB =
b

a+ b
, (3.10)

and the steady state probability for the channel to be idle is,

PI =
a

a+ b
. (3.11)
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The secondary users can utilize the OFF period of the primary user channel to transmit

their own data. We assume that each SU has only one transceiver, i.e., an SU cannot

transmit data and perform sensing at the same time [15, 21]. Therefore, each SU employs

periodic time frames of length T for sensing and transmission. The time frame structure

for each secondary user is shown in Figure 3.4. Each frame consists of a sensing period Ts

required for observation, local decision making and reporting and a transmission period Tt

for data transmission in case the primary user is absent. During data transmission within a

frame, if the transmission time, Tt, is relatively short, the spectrum state does not change

during Tt [58, 61].

3.4 Adaptive Group-based Cooperative Sensing Scheme

According to the number of sensed channels in one sensing period, cooperative spectrum

sensing could be broadly categorized into sequential and parallel cooperative sensing. In

sequential cooperative sensing, all the cooperative SUs are scheduled to sense an identical

channel in each sensing period and channels are sensed one by one sequentially. The sequen-

tial CSS scheme exploits the multiuser diversity leading to improved sensing accuracy on

the expense of reduced sensing efficiency. An example of the sequential CSS is illustrated in

Figure 3.5.

In parallel cooperative sensing, more than one channel is sensed in each sensing period.

The cooperative SUs are divided into multiple groups while each group senses a different
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Figure 3.5: Illustration of sequential cooperative spectrum sensing scheme.

channel simultaneously. The motivation of parallel cooperative sensing is to enhance the

sensing efficiency by allowing the cooperative SUs to sense distinct channels in one sensing

period. Since multiple channels are detected in one sensing period, the time required to

sense all the available channels is much shorter than that in sequential CSS and the sensing

efficiency is significantly enhanced.

In this chapter, we consider a group-based cooperative spectrum sensing scheme for sec-

ondary users with heterogeneous sensing ability in terms of sensing accuracy. In this scheme,

the secondary users in the same group cooperate together to sense the targeted channel using

energy detection. Cooperative secondary users, with heterogeneous sensing abilities repre-

sented by non-identical probabilities of detection and false alarm, will be adaptively assigned

to groups to achieve a trade-off between the sensing efficiency and the sensing accuracy. An

example of the proposed adaptive group-based cooperative spectrum sensing scheme is illus-

trated in Figure 3.6.

Different from [62], we study the case in which the total number of groups is equal to the

number of licensed channels, i.e., |G| = L, where G = {g1, · · · , g|G|} is the set of all groups

and |G| is the cardinality of set G. Each group, gi(i = 1, · · · , |G|), is used to sense a distinct
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Figure 3.6: Illustration of the group-based cooperative sensing scheme.

channel. However, the number of groups used in each sensing round (the number of licensed

channels that can be sensed in each sensing round) will differ based on how the cooperating

secondary users are assigned to the different groups. After each sensing period, the sensing

results are sent back to the fusion center. The fusion center will combine the results for

each group to determine which channels are available. Without loss of generality, we assume

that the fusion center uses the OR fusion rule to combine the decisions from different users

for each group. In the OR fusion rule, the fusion center decides that the primary user is

absent only if all the cooperating secondary users decide the absence of the primary user’s

signal as explained in section 2.5.2 . If no idle channel is found in the first sensing round,

more sensing rounds are performed until an idle channel is discovered or all the available

L channels are sensed. If an idle channel is discovered, the SU that reserved the channel

can access the discovered channel and transmit its data. The average transmission time for

a secondary user using an idle channel is equal to the average duration of the channel idle

time, i.e., Tt = 1
b
.

In this work, we do not implicitly assume that SUs are willing to cooperate for spectrum

sensing if they do not have packets to send, but rather we consider the more general case

where secondary users can be assigned to perform cooperative sensing even when they have

data to transmit [61,73]. We consider two scenarios depending on the availability of channel
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state information (CSI). In the first scenario, CSI is absent and we consider a fixed transmis-

sion rate R on a channel used by a secondary user. In the second scenario, CSI is available

and the secondary user can adapt the transmission rate according to the channel quality

using adaptive modulation. In this work, we consider secondary users with low mobility;

therefore, the channel gain of each transmission link can be estimated accurately via pilot

symbols or training sequences [8]. Since a secondary user can be active only when there

is no primary user activity, using the background noise and transmit power, the achievable

transmission rate of a secondary user over each channel can be determined based on the

physical layer model and parameters [87].

3.4.1 Fixed Rate Transmission

Suppose a secondary user, k′, wants to find an idle channel to initiate data transmission.

To find an idle channel, the secondary users will cooperatively sense the licensed channels

using the group-based cooperative sensing scheme. If the secondary user, k′, is unaware of

the channel conditions of the discovered channel, it will transmit its data at a fixed rate.

Let R denote the rate over the channel if it is used by the secondary user, k′. We define the

average opportunistic throughput, F , of SU k′ that gained access to the available channel

during the transmission time, Tt, as

F =

Q∑
q=1

Pq(gi)R
Tt

q(Ts + Tt)
, (3.12)

where Ts is the duration of the sensing period in each frame, q is the index of the sensing

round and Q represents the total number of sensing rounds needed to sense all the licensed

channels where 1 ≤ Q ≤ |G|. The term Pq(gi) is the probability that at least one group,

gi, was successful in discovering an available channel after q sensing rounds. For a given

Ts and Tt, the average opportunistic throughput will decrease as the delay in finding a

vacant channel increases which takes into account the effect of using multiple rounds on the
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throughput performance of the proposed scheme.

Since secondary users use a periodic sensing-transmission structure as mentioned earlier,

they do not sense and transmit their data at the same time. Therefore, there will be a

throughput cost incurred as a result of the cooperative spectrum sensing which we refer

to in this thesis as sensing overhead. This sensing overhead will depend on the number

of cooperating secondary users in each sensing round and the number of sensing rounds

needed to discover a vacant channel. We define the average sensing overhead incurred by

the group-based CSS scheme, O, as

O =

Q∑
q=1

Pq(gi)

q∑
h=1

∑
gi∈G(h)

∑
k∈gi

R
Ts
Tt
, (3.13)

where G(h) = {gi|1 ≤ i ≤ |G|} is the set of groups that perform sensing in the hth sensing

round.

Since the total number of groups, |G|, is equal to the number of licensed channels, L,

and each group, gi, is assigned to sense a distinct channel, l, in analysis that follows, sensing

by group gi is equivalent to sensing channel l.

For the OR fusion rule, considering different secondary users have different probabilities

of false alarm and detection, the probabilities of false alarm and detection of the final decision

on the channel sensed by group gi are respectively given by,

PF (gi) = 1−
∏
k∈gi

(1− P i
f,k), (3.14)

PD(gi) = 1−
∏
k∈gi

(1− P i
d,k), (3.15)

where P i
f,k and P i

d,k denote the probabilities of false alarm and detection of the kth user on

the channel sensed by group gi, respectively.

From (3.6) and (3.7), the target probability of false alarm for each channel, P i
f,k, is related
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to the probability of detection, P i
d,k, as follows:

P i
f,k = Q

((√
2|hik|2σ2

s

σ2
v

+ 1

)
Q−1(P i

d,k) +

√
N

2

|hik|2σ2
s

σ2
v

)
, (3.16)

where hik is the channel gain of the kth user on the channel sensed by group gi.

Let Ps(gi) represent the probability that a channel is successfully discovered by group gi.

Then, we have

Ps(gi) = (1− PF (gi))PI . (3.17)

Therefore, we calculate the probability that at least one channel is discovered by the

adaptive group-based CSS scheme in the qth sensing round, pq, as

pq =

|G(q)|∑
x′=1

∑
J ′
|G(q)|

∈Υ(x′)

|G(q)|∏
c=1

(Ps(uc,q))
jc(1− Ps(uc,q))1−jc , (3.18)

where |G(q)| is the cardinality of set G(q), J ′|G(q)| = (j1, · · · , j|G(q)|) is a vector of length |G(q)|

and Υ(x′) is a set of vectors where all elements are either 0 or 1 and the sum of the elements

is equal to x′, i.e., Y ′ = (y′1, · · · , y′m) ∈ Υx′ if y′r̄ ∈ {0, 1},∀1 ≤ r̄ ≤ m and
∑m

r̄=1 y
′
r̄ = x′ [88].

The vector U q

|G(q)| = (u1,q, · · · , u|G(q)|,q) is a vector of length |G(q)| and uc,q ∈ G(q) such that

1 ≤ c ≤ |G(q)| and uc,q 6= ud,q, ∀q, c, d, c 6= d. The probability that channel l is successfully

discovered by group uc,q, Ps(uc,q), is given by (3.17).

We calculate the probability that at least one channel is discovered after q sensing rounds

as

Pq(gi) =
p1

1−
∏|G|

w=1(1− pw)
, q = 1, (3.19)

and

Pq(gi) =
pq
∏q−1

u=1(1− pu)
1−

∏|G|
w=1(1− pw)

, q = 2, 3, · · · , |G|, (3.20)

where pq is given by (3.18) for 1 ≤ q ≤ |G|.
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3.4.2 Variable Rate Transmission

To utilize the time-varying feature of the channels, we consider in this section that the sec-

ondary user can adapt its transmission rate according to the channel quality using adaptive

modulation. According to Shannon theory, the channel rate and the received SNR have a

one-to-one mapping relationship, i.e., Ri = W log2(1+SNRi), where W refers to the channel

bandwidth. Since adaptive modulation with finite states is more practical [89], we divide

the SNR range into M ′ regions where region m′ corresponds to an achievable rate Rm′ and

m′ = 1, · · · ,M ′. Let R = {R1, R2, · · · , RM ′} represent the achievable channel rate vector of

length M ′. Therefore, each secondary transmitter can select a rate according to its SNR on

the channel [90].

For the variable transmission rate case, we express the average opportunistic throughput

of the secondary user, k′ that gained access to the channel during the transmission time, Tt,

as

F =

Q∑
q=1

Pq(gi)Ri,k′
Tt

q(Ts + Tt)
, (3.21)

where the rate, Ri,k′ , is the channel rate achievable on the channel sensed by group gi for

user k′ when the sensed channel is free and is chosen for transmission and Ri,k′ ∈ R.

We define the average sensing overhead incurred by the group-based CSS scheme for the

case of variable rate transmission as

O =

Q∑
q=1

Pq(gi)

q∑
h=1

∑
gi∈G(h)

∑
k∈gi

Ri,k
Ts
Tt
, (3.22)

where Ri,k is the rate with which the cooperating user k was transmitting on its selected

channel and Ri,k ∈ R. If the cooperating user was not transmitting, we set Ri,k = 0.
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3.4.3 Problem Formulation

Using the adaptive group-based CSS scheme, it is possible to sense more than one channel

at each sensing period which can significantly increase the sensing efficiency of CSS. In this

cooperative scheme, the non-identical cooperative secondary users are assigned to different

groups and each group is responsible for sensing a distinct channel. Our objective is to

optimally assign users to groups and then assign those groups to the sensing rounds such

that the throughput efficiency is maximized. We define the throughput efficiency as the

ratio of the average opportunistic throughput over the sum of the average opportunistic

throughput and the average sensing overhead. To formulate this problem, we introduce the

user assignment indicator, ξi,k, and the group assignment indicator, ηi,q, where i, k and q

are the indices of the groups, users and rounds, respectively. The user assignment indicator

ξi,k is equal to 1 if user k is assigned to group i and ξi,k = 0, otherwise. Similarly, the group

assignment indicator ηi,q is equal to 1 if group i is sensing in round q and ηi,q = 0, otherwise.

Therefore, we can express the average opportunistic throughput and the average sensing

overhead incurred by the adaptive group-based CSS scheme as follows:

For fixed rate transmission:

F =

|G|∑
q=1

Pq(gi)R
Tt

q(Ts + Tt)
, (3.23)

and

O =

|G|∑
q=1

Pq(gi)

q∑
h=1

|G|∑
i=1

K∑
k=1

ξi,kηi,hR
Ts
Tt
. (3.24)

For variable rate transmission:

F =

|G|∑
q=1

Pq(gi)
Tt

q(Ts + Tt)
max
i

(Ri,k′ηi,q), (3.25)
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and

O =

|G|∑
q=1

Pq(gi)

q∑
h=1

|G|∑
i=1

K∑
k=1

ξi,kηi,hRi,k
Ts
Tt
, (3.26)

where Pq(gi) is given by (3.19) for q = 1 and by (3.20) for 2 ≤ q ≤ |G|.

We can express the probability that at least one channel is discovered in the qth sensing

round, pq, as

pq =

|G|∑
x′=1

∑
J ′|G|∈Υ(x′)

|G|∏
i=1

(ηi,q)
ji(Ps(gi))

ηi,qji(1− Ps(gi))ηi,q(1−ji), (3.27)

where J ′|G| and Υ(x′) are as defined in (3.18).

The probability of false alarm for each group is

PF (gi) = 1−
K∏
k=1

(1− P i
f,k)

ξi,k . (3.28)

Similarly, the probability of detection for each group is

PD(gi) = 1−
K∏
k=1

(1− P i
d,k)

ξi,k . (3.29)

We define the throughput efficiency, Γeff , to be

Γeff =
F

F +O
. (3.30)

We can now formulate the throughput efficiency maximization problem as follows:

max
ξi,k,ηi,q

Γeff (3.31)

s. t. ξi,k ∈ {0, 1} 1 ≤ i ≤ |G|, 1 ≤ k ≤ K (3.32)

ηi,q ∈ {0, 1} 1 ≤ i ≤ |G|, 1 ≤ q ≤ |G| (3.33)
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|G|∑
i=1

ξi,kηi,q ≤ 1, 1 ≤ q ≤ |G|, 1 ≤ k ≤ K (3.34)

|G|∑
q=1

ηi,q ≤ 1, 1 ≤ i ≤ |G| (3.35)

|ηi,q − ηj,q| = min

(
1,

K∑
k=1

ξi,kξj,k

)
, 1 ≤ i, j, q ≤ |G|, i 6= j (3.36)

PD(gi) ≥ PDth, ∀gi ∈ G (3.37)

Constraints (3.32) and (3.33) are to ensure proper values for the user and group assign-

ment indicators, respectively. Since each user can sense at most one channel at a time,

constraint (3.34) restricts the assignment of each user to only one group in each sensing

round. However, to allow for more flexibility in the assignment, we do not restrict the as-

signment of the same user to a different group in another sensing round as shown in the

example in Figure 3.6. Constraint (3.35) is to ensure that each group can sense in only

one sensing round to ensure that each channel is sensed once. Constraint (3.36) indicates

that the groups that do not share any users should be assigned to sense in the same sensing

round. This constraint tends to maximize the number of groups in each sensing round in

order to decrease the number of rounds needed to sense all the available channels which in

turn reduces the delay in finding a vacant channel. Constraint (3.37) puts a limit on the

probability of detection for each group gi, 1 ≤ i ≤ |G|, to guarantee an adequate level of

sensing accuracy.

3.5 Adaptive Assignment Algorithm

The optimization problem in (3.31)-(3.37) is a non-linear binary programming problem. This

problem is computationally hard as it is more general and harder to solve than linear binary

programming which is known to be NP -hard [91] (see Appendix A.2 for further details). In

this section, we propose a heuristic adaptive algorithm to solve the formulated optimization
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problem. The pseudo code of the proposed algorithm is given in Algorithm 1.

In order to achieve our objective of maximizing the throughput efficiency with a guaran-

teed sensing accuracy on each channel, we need to maximize the opportunistic throughput

while minimizing the sensing overhead. Both the opportunistic throughput and sensing over-

head depend on the total number of sensing rounds needed to discover an idle channel and

the number of cooperating users in each group. To this end, the proposed heuristic algorithm

aims to minimize the number of sensing rounds needed to discover an available channels (by

maximizing the number of groups (channels) sensed in each sensing round) and minimize the

number of cooperating users in each group while satisfying a limit on the sensing accuracy

for each group (channel). The proposed heuristic algorithm is constructed in three stages,

which are (i) channel sorting,(ii) user assignment and (iii) group assignment for the variable

transmission rate case. For the fixed transmission rate case, all the channels have the same

rate R so the channel sorting stage is not performed (Line 1 in Algorithm 1). Otherwise,

the algorithm works the same for the user assignment and group assignment stages.

3.5.1 Channel Sorting

Since our aim is to maximize the throughput efficiency which can be achieved by maximizing

the average opportunistic throughput of the secondary user while minimizing the overhead,

finding an idle channel with a higher data rate using fewer sensing rounds is desirable.

Accordingly, for the variable transmission rate case, we will select the channels to be sensed

by arranging them in the descending order of their achievable rates. Therefore, for i < j,

Ri,k′ ≥ Rj,k′ , ∀i, j, where Ri,k′ is the achievable transmission rate of the secondary user, k′,

searching for a vacant channel on the channel sensed by group gi.

3.5.2 User Assignment

Since the cooperating secondary users have heterogeneous sensing abilities, we select the

secondary users in each group according to their probability of detection on the channel
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sensed by this group. At the start of each round, the proposed algorithm compares the

probability of detection, P i
d,k, for each user, k, on all channels. The algorithm then assigns

user k to group i for which it has the highest P i
d,k. The assigned user is then removed from

the set of all candidate users for this round. User k can sense only one channel in each sensing

round but can be assigned to sense another channel in a different round. By assigning users

with the highest probability of detection to sense each channel, the sensing accuracy for

each channel is increased with fewer number of users which will in turn decrease the average

sensing overhead.

In the example shown in Figure 3.6, SU2 is assigned to sense channel 1 and channel 2,

therefore, channel 1 and channel 2 must be sensed in different sensing rounds. On the other

hand, channel 2 and channel L are sensed by different secondary users and therefore can be

sensed in the same sensing round.

3.5.3 Group Assignment

The proposed algorithm assigns users to a group (the groups are ordered according to the

achievable rates of the channels) until the probability of detection on this channel reaches a

certain target value, PDth; then, this group is removed from the set of all groups. This group

will then be assigned to this sensing round and so the channel assigned to this group will

be sensed in this sensing round (following that, the algorithm continues assigning users to

the next group in the same fashion and so on). To maximize the number of groups in each

sensing round, the algorithm will try to place any unassigned users in the remaining groups.

For example, if after assigning users to groups 1 and 2 until PDth is achieved, the remaining

unassigned users can not meet this requirement for group 3. The proposed algorithm will

then try to place those unassigned users in group 4, then group 5 and so on until PDth is

achieved for a group, or it is determined that no more groups can be sensed in this sensing

round. This is possible since each user has a different probability of detection for each group,

P i
d,k. Maximizing the number of groups in each round will in turn minimize the number of
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rounds needed to sense all available channels which will increase the average opportunistic

throughput and accordingly increase the throughput efficiency.

3.5.4 Complexity Analysis

Since the main motivation for the proposed suboptimal algorithm is its reduced computa-

tional complexity, in this section, we quantify the time complexity of our heuristic algorithm

(see Appendix A.3 for further details). First, we need to sort the channels according to their

rates, as shown in line 1, which requires time (|G| log(|G|)) (this time is not required for the

fixed transmission rate case). For each group, we need to sort the users according to their

maximum probability of detection for this group which requires time (K log(K)) in line 18.

Since we will have to return to line 17 until the condition on the probability of detection of

the group in line 22 is satisfied, therefore, the complexity of the internal while-loop in line

17-28 is (K log(K) +K).

In the first sensing round, q = 1, the internal while-loop (line 17-28) is repeated for |G|

groups. In each subsequent sensing round, this internal while-loop will be repeated for all

the remaining unassigned groups. In the worst case, the complexity will be the sum of the

finite series:[|G|(K log(K) +K) + (|G| − 1)(K log(K) +K) + (|G| − 2)(K log(K) +K) + ...].

This summation is equal to ( |G|
2

)(|G| + 1)(K log(K) + K), therefore, the complexity of the

adaptive assignment algorithm is approximately O(|G|2K log(K)) for both cases of fixed and

variable transmission rates. On the other hand, the exhaustive search has an exponential

time complexity of O(2(K|G|+|G|2)) which is very high (see Table A.1 for comparison of some

common classes of time complexities).
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Algorithm 1 Adaptive Assignment Algorithm.

1: Rchannel = {R1, R2, . . . , R|G|} /*The channels data rate vector is sorted in descending
order */

2: G = {g1, g2, . . . , g|G|}
3: V = {1, 2, . . . , |G|}
4: M = {1, 2, . . . , K}
5: q ← 1
6: for i = 1 to |G| do
7: for k = 1 to K do
8: ξi,k ← 0 /*Initialize the user assignment indicators*/
9: end for

10: for q = 1 to |G| do
11: ηi,q ← 0 /*Initialize the group assignment indicators*/
12: end for
13: end for
14: while G 6= ∅ & q ≤ |G| do
15: Ḿ ←M
16: for i ∈ V do
17: while Ḿ 6= ∅ do
18: k∗=argmax

∀k∈Ḿ
{P i

d,k|k ∈ Ḿ}

19: ξi,k∗ ← 1 /*Assign user k∗ to group gi*/

20: Ḿ ← Ḿ \ {k∗} /*Remove user k∗ from the set of all candidate users
Ḿ*/

21: calculate PD(gi) according to (3.29)
22: if PD(gi) ≥ PDth then
23: ηi,q ← 1 /*Assign group gi to sense in round q*/
24: G← G \ {gi} /*Remove group gi from the set of groups G*/
25: V ← V \ {i}
26: break;
27: end if
28: end while
29: if ηi,q = 0 then
30: for k = 1 to K do
31: if ξi,k = 1 then

32: Ḿ ← Ḿ ∪ {k}
33: end if
34: ξi,k ← 0 /*Initialize the user assignment indicators for the unassigned

groups*/
35: end for
36: end if
37: end for
38: q ← q + 1 /*Go to the next sensing round*/
39: end while
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3.6 Performance Evaluation

In this section, we evaluate the performance of the proposed adaptive user and group as-

signment algorithm for both cases of fixed and variable transmission rates using Matlab. We

consider a sensing period, Ts, of length 1 ms and the length of the sensing frame, T , is 10

ms [92]. Each channel has a bandwidth of 6 MHz [93]. The threshold on the probability of

detection, PDth, is set to 0.9 and the probability that the primary user is absent PI is set to

0.3 unless otherwise stated. The probability of detection for each user and channel, P i
d,k, is

randomly generated from a uniform distribution between [0.5,1] and the number of samples

N=100. For each P i
d,k, the probability of false alarm, P i

f,k, is calculated according to (3.16).

The results are obtained by averaging over 1000 simulation runs.

We compare the proposed adaptive assignment algorithm with the non-adaptive group-

ing scheme and the sequential cooperative spectrum sensing scheme. In the non-adaptive

grouping scheme, the secondary users are randomly assigned to groups to sense the channels,

not based on their probability of detection on each channel. In the sequential cooperative

sensing scheme, all SUs sense the same channel in each sensing period with the aim of im-

proving the sensing accuracy of the primary user activity. Therefore, in sequential CSS, we

assign all the users to each group, i,e.,
∑K

k=1 ξi,k = K, ∀i and assign only one group to each

sensing round.

3.6.1 Fixed Rate Transmission

For the fixed rate transmission, we evaluate the performance of the proposed algorithm with

the parameters mentioned above when the transmission rate R is equal to 10 Mb/s. In

Figure 3.7, we compare the throughput efficiency of the proposed algorithm, non-adaptive

sensing scheme and sequential sensing scheme with the optimal throughput efficiency ob-

tained through an exhaustive search when |G|=2 and 3 ≤ K ≤ 6. The main drawback of

exhaustive search is that its complexity increases exponentially with the number of secondary
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users, K and number of groups, |G|. Due to this high time complexity, an exhaustive search

could only be used in a domain where K and |G| are small. We observe from the figure that

the throughput efficiency of the proposed algorithm is close to the maximum throughput

efficiency obtained through exhaustive search with a relative difference bounded by 4.2%.

The relative difference between the exhaustive search and the non-adaptive scheme is much

larger and can reach up to 14.2%. It is also clear from the figure that the proposed adaptive

algorithm outperforms both the non-adaptive and sequential algorithms for all the consid-

ered values of K. The degraded performance of the sequential CSS scheme with respect

to the other two schemes is due to the large sensing overhead incurred by the sequential

scheme.

Figure 3.7: Comparision of throughput efficiency with different number of cooperating users
for |G| = 2.

In Figure 3.8, we plot the throughput efficiency versus the number of cooperating users

K with |G|=4 for the proposed adaptive assignment algorithm, non-adaptive and sequential

CSS schemes. We observe that for the proposed algorithm, the throughput efficiency in-
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Figure 3.8: Throughput efficiency versus K for |G| = 4.

creases when the number of users increases with respect to the number of groups (channels)

as this provides more degrees of freedom in the users assignment, which results in better

performance of the adaptive scheme compared to the non-adaptive and sequential schemes.

The relative difference between the proposed adaptive algorithm and the non-adaptive CSS

scheme is approximately 20% for K=10 compared to a relative difference of approximately

9% for K=4. We also observe that the throughput efficiency for the sequential CSS scheme

decreases as the number of users increases since the sequential scheme uses all the users to

sense the same single channel which largely increases the sensing overhead and degrades the

throughput efficiency. For K=10, the relative difference between the sequential CSS scheme

and the proposed adaptive algorithm is approximately 74%.

Figure 3.9 shows the comparison of throughput efficiency for the three sensing schemes

with different number of groups with K = 2|G| in each case. The comparison indicates that

the proposed algorithm is able to achieve higher throughput efficiency compared to the non-

adaptive and sequential sensing schemes. As the number of available groups increases, while
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Figure 3.9: Throughput efficiency versus |G| for K = 2|G|.
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Figure 3.10: Throughput efficiency versus SNR for |G| = K = 3.
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fixing the ratio between the cooperating users and the number of groups, the throughput

efficiency for all three schemes decreases. This is because the average number of sensing

rounds increases and the average probability of finding an available channel decreases, which

in turn decreases the opportunistic throughput and increases the sensing overhead.

Figure 3.10 shows the throughput efficiency versus the SNR with K=3 and |G|=3 for the

three schemes considered. We observe that the proposed algorithm is still able to provide

the highest throughput efficiency compared to the non-adaptive and sequential schemes for

different SNR. We also observe that, as the SNR increases the throughput efficiency increases

for all three schemes. This is expected since for a fixed number of users and groups, increasing

the SNR decreases the probability of false alarm for each group which in turn increases the

average opportunistic throughput.

3.6.2 Variable Rate Transmission

For the variable transmission rate case, we evaluate the performance of the proposed algo-

rithm for the number of transmission modes M ′ = 5 and the rate vector R={4.54, 6.05, 7.56,

9.08, 12.10} Mb/s [7]. In Figure 3.11, we compare the throughput efficiency of the proposed

adaptive assignment algorithm, non-adaptive grouping and sequential sensing schemes with

the optimal solution obtained by the exhaustive search when |G|=2 and 3 ≤ K ≤ 6. We

observe from the figure that the throughput efficiency of the proposed algorithm is close to

the maximum throughput efficiency obtained through exhaustive search with a relative dif-

ference bounded by 2.75%. On the other hand, the relative difference between the exhaustive

search and the non-adaptive scheme is bounded by 11.5%. We also observe from the figure

that the proposed adaptive algorithm outperforms both the non-adaptive and sequential al-

gorithms for all the considered values of K. In Figure 3.12, we plot the throughput efficiency

versus the number of cooperating users K with |G|=4 for the proposed adaptive assignment

algorithm, non-adaptive grouping and sequential sensing schemes. We observe that for the

proposed algorithm, the throughput efficiency increases when the number of users increases
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Figure 3.11: Throughput efficiency versus number of cooperating users for |G| = 2.

Figure 3.12: Throughput efficiency versus number of cooperating users for |G| = 4.
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with respect to the number of groups (channels) as this provides more degrees of freedom in

the users assignment, which results in better performance of the adaptive scheme compared

to the non-adaptive and sequential schemes. The relative difference between the adaptive

assignment algorithm and the non-adaptive algorithm is approximately 15% when K=10.

For a fixed number of groups, the performance of the sequential CSS degrades significantly

compared to the performance of the adaptive algorithm as the number of users increases

resulting in a relative difference of approximately 47% and 72% when K=4 and K=10, re-

spectively. Figures 3.13 and 3.14 show the average opportunistic throughput and average

Figure 3.13: Average opportunistic throughput versus number of cooperating users for |G| =
4.

sensing overhead versus the number of cooperating users with |G| = 4, respectively, for

all three schemes. We observe from the figures that for the proposed algorithm, when the

number of users compared to the number of channels is small (K < 8), both the average op-

portunistic throughput and the average sensing overhead increase with the number of users.

However, when (K ≥ 8), there is slight increase in the average opportunistic throughput
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Figure 3.14: Average sensing overhead versus number of cooperating users for |G| = 4.

while the average sensing overhead starts to decrease as more users are available, which

allows for the best users (with higher probability of detection for the channels) to be chosen

for cooperation and therefore, on average, less number of rounds are needed to discover the

available channel. However, for the non-adaptive scheme, increasing the number of users

increases the average sensing overhead as the users are randomly assigned; therefore, on av-

erage, more sensing rounds may be needed to discover the available channel as compared to

the proposed scheme. The probability mass function of the number of sensing rounds for the

proposed algorithm and the non-adaptive algorithm for K=4 and K=8 are shown in Figures

3.15 and 3.16, respectively. For the sequential scheme, the number of sensing rounds is fixed

and is equal to the number of available channels. Figure 3.17 shows the comparison of

throughput efficiency for all three schemes with different number of groups when fixing the

number of users to twice the number of available groups. The comparison indicates that the

proposed algorithm is consistently able to achieve higher throughput efficiency compared to

the non-adaptive and sequential sensing schemes. We also notice that when the number of
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Figure 3.15: Probability mass function of the number of sensing rounds for the proposed
and non-adaptive schemes for |G|=4 and K=4.
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Figure 3.16: Probability mass function of the number of sensing rounds for the proposed
and non-adaptive schemes for |G|=4 and K=8.
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groups and users increase, the relative difference between the proposed adaptive algorithm

and the non-adaptive scheme also increases, because we have more degrees of freedom in

assigning the users to the groups which is better exploited by the proposed adaptive as-

signment algorithm. For |G|=6 and K=12, the relative difference between the two schemes

is approximately 19% compared to a relative difference of approximately 6.5% when |G|=2

and K=4. For |G|=6 and K=12, the relative difference between the proposed adaptive

assignment algorithm and the sequential CSS scheme is approximately 86%.

Figure 3.17: Throughput efficiency versus number of groups for K = 2|G|.

In Figures 3.18 and 3.19, we compare the probability mass function of the number of

sensing rounds for the proposed adaptive assignment algorithm and non-adaptive scheme

for |G|=3 and |G|=5, respectively, and K = 2|G|. Since the number of users are sufficiently

larger than the number of groups, both algorithms were able to sense all the available

channels in only two sensing rounds. However, the proposed adaptive algorithm can take

better advantage of the heterogeneous sensing ability of the cooperating secondary users as

compared to the non-adaptive CSS scheme. Therefore, the proposed algorithm is able to
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Figure 3.18: Probability mass function of the number of sensing rounds for the proposed
and non-adaptive schemes for |G|=3 and K=6.
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Figure 3.19: Probability mass function of the number of sensing rounds for the proposed
and non-adaptive schemes for |G|=5 and K=10.
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Figure 3.20: Average opportunistic throughput versus channel availability for |G| = 4 and
K = 6.

use less number of sensing rounds to detect an available channel as compared to the non-

adaptive scheme, especially when the number of available groups increases for almost half

of the cases as shown in Figure 3.19. In Figures 3.20 and 3.21, we compare the average

opportunistic throughput and average sensing overhead of the proposed, non-adaptive and

sequential algorithm for different values of the channel availability PI for |G|=4 and K=6,

respectively. The figures show that the proposed algorithm outperforms the non-adaptive

and sequential CSS schemes for both low and high channel availability in terms of average

throughput and overhead. We also notice that the average opportunistic throughput for all

schemes increases while the average sensing overhead decreases when the channel availability

PI becomes larger. This is due to the fact that when the channel availability is larger, there

are more opportunities to find vacant channels in a fixed time period which leads to higher

opportunistic throughput and lower sensing overhead.

Figure 3.22 shows the throughput efficiency versus the SNR with parameters |G|=4
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Figure 3.21: Average sensing overhead versus channel availability for |G| = 4 and K = 6.
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Figure 3.22: Throughput efficiency versus SNR for |G| = 4 and K = 6.
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and K=6 for the three schemes considered. We observe from the figure that the proposed

algorithm outperforms the non-adaptive and sequential CSS schemes for the different SNR

considered. We also observe that better performance can be achieved for all three schemes

when SNR increases. Better SNR results in lower sensing errors which results in performance

improvement in terms of average opportunistic throughput and average sensing overhead.

3.7 Chapter Summary

In this chapter, we focused on two important design criteria for coperative spectrum sensing

which are the sensing accuracy and sensing efficiency. We considered an adaptive group-

based cooperative sensing scheme where the secondary users have heterogeneous sensing

abilities. We aimed to maximize the throughput efficiency that takes into account both

the average opportunistic throughput and the average sensing overhead without degrading

the sensing accuracy. We derived the average opportunistic throughput and average sensing

overhead for both cases of fixed and variable secondary transmission rates. We formulated the

throughput efficiency maximization problem as a non-linear binary programming problem

and proposed an efficient heuristic adaptive assignment algorithm to solve the formulated

problem. The proposed algorithm adaptively performs user-group and group-sensing round

assignments to minimize the number of sensing rounds and the number of secondary users

needed to discover an available channel and thus increasing the throughput efficiency while

satisfying a predefined limit on the sensing accuracy. The proposed algorithm has a low

computational complexity and its performance is within 4.2% and 2.75% of the optimal

exhaustive search for the fixed and variable transmission rates cases, respectively, when

|G|=2. For the variable transmission rate case, simulation results demonstrated that the

proposed algorithm can provide improvement in the throughput efficiency for up to 19% and

86% when compared to non-adaptive grouping and sequential cooperative sensing schemes,

respectively, for |G|=6 and K=12. We examined the effect of different parameters such as
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the number of cooperating users and channels, channel availability and different values of

the signal-to-noise-ratio on the proposed assignment algorithm. The proposed algorithm

was consistently able to outperform the non-adaptive and sequential CSS schemes for the

different parameters examined for both cases of fixed and variable secondary transmission

rates.

In this chapter, our goal was to design an efficient adaptive user-group assignment algo-

rithm and evaluate its performance for a given combining scheme used at the fusion center.

In our performance evaluation, we assumed that the performance of each secondary user

detector, in terms of the probabilities of detection and false alarm, is already available at

the fusion center. In the next chapter, we do not assume any knowledge of the performance

of each secondary user detector, but use the fusion center past decisions and the current

local decisions reported by secondary users to estimate the probabilities of detection and

false alarm for each secondary user. Using the estimated local probabilities of false alarm

and detection for each detector, we propose a reliability-based decision fusion scheme that

assigns a weight to each secondary user before combining the local decisions of the secondary

users at the fusion center.
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Chapter 4

Reliability-based Decision Fusion

Scheme for CSS Based on Past

Decisions

4.1 Introduction

The performance of spectrum sensing depends on the employed fusion scheme when coop-

erative spectrum sensing (CSS) is used. To combine the sensing information from multiple

secondary users, either hard combining-based (decision) fusion [49] or soft combining-based

(data) fusion schemes [37] can be used. For a decision fusion scheme, each secondary user

performs local spectrum sensing independently and then makes a binary decision, and for-

wards this decision to a fusion center which makes the final decision. For a data fusion

scheme, each secondary user sends its observation value (test statistic) directly to the fusion

center for it to make the final decision. In conventional decision fusion schemes, such as

OR and AND fusion rules, the fusion center combines the binary local decisions reported

by the secondary users without taking into account the difference in local sensing reliability

between secondary users. In this chapter, we propose a novel reliability-based cooperative
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decision fusion scheme which considers the reliability of the secondary users’ local decisions

when making a final decision at the fusion center. We assign different weights to secondary

users’ decisions based on the reliability of their decisions. We use past information about

the local and global decisions to estimate the reliability of the sensing decision obtained

from each secondary user. We formulate the problem of minimizing the probability of sens-

ing error at the fusion center, subject to a limit on the network probability of detection,

as a constrained non-linear integer programming problem. Since the formulated problem

is generally NP -hard, we use a non-linear Lagrangian approach, in which the constrained

problem is reduced to an unconstrained problem using a non-linear exponential Lagrangian

function [94]. We then develop a dual search algorithm to solve the formulated optimization

problem. Simulation results show that the proposed solution can achieve optimal results

with zero duality gap using only few number of iterations. We compare the performance of

the proposed reliability-based fusion scheme, in terms of the minimum probability of sensing

error, with the OR and AND fusion schemes. For the group-based CSS considered in Chap-

ter 3, the proposed reliability-based fusion scheme can be employed to combine the decisions

of the set of secondary users in each group instead of the OR fusion rule to further enhance

the performance of CSS.

4.2 Related Work

For the decision fusion schemes, the authors in [95] proposed a decision fusion rule for

the sensing-throughput trade-off design that considers the differences in the signal-to-noise

ratios (SNR) of the secondary users. These differences were reflected in the weighing of the

decisions based on the likelihood ratio test at the fusion center. Another decision fusion

scheme was proposed in [96] that combines all secondary users decisions, taking into account

the credibility of each decision via Dempster-Shafer (D-S) theory of evidence. Dempster-

Shafer theory is an alternative model to the traditional Bayesian probabilistic theory for
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the mathematical representation of uncertainty. It offers a way to combine evidence from

multiple observers without the need to know about prior or conditional probabilities as in

the likelihood ratio test approaches. However, it needs to determine the initial estimates

of secondary users’ trustworthiness. This scheme can give a significant improvement in

detection probability as well as reduction in false alarm rate, and is best suited for a fast-

changing radio frequency environment. In [97], an enhanced scheme was proposed that

assigns a reliability value to each detector based on its SNR. This value reflects the relative

relationship between detectors and is used to adjust the credibility of each decision to a

more accurate value before combining the decisions via D-S theory. In [98], a centralized

trust management scheme for secondary users’ base station was proposed. The authors

introduced the notion of self-confidence and trust. Self-confidence is a rate supplied by a

sensing secondary user of its own confidence on the accuracy of its sensing results. Trust

is a measure of reputation, and represents the historical accuracy of the secondary user’s

sensing reports. The authors incorporated the trustworthiness evaluation from a modified

Beta reputation model into the K-out-of-M decision fusion rule to give greater weight to

the opinions of more trustworthy secondary users. In [99], the authors proposed a trust

weighted cooperative spectrum sensing scheme to identify malicious secondary users and

mitigate their harmful effect on sensing performance. To make an accurate final decision,

the trust weight factor of each SU was calculated by their trust values. The fusion center

initializes the trust values of SUs by the number of correct sensing decisions that agrees with

the primary user’s actual behaviour and the number of total sensing. The trust value for each

SU is then increased or decreased according to whether it provides correct or false sensing

information. Simulation results showed a performance improvement in the probability of

detection as compared to the conventional CSS scheme without trust weighted factors for

the OR, AND and majority voting fusion rules.

For the data fusion schemes, the authors in [100] proposed a cooperation strategy in which

the local decisions were combined with weighting factors that reflected the local sensing
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reliability of each secondary user based on partial channel state information to make a final

decision with the correspondingly optimized threshold level. In [101], the authors proposed

a weighted CSS scheme for which the optimal weights were derived under the constraint

of equal probabilities of false alarm and miss-detection. They also incorporated reference

matrix into the weight setting procedure to store the most recent sensing data in either a noise

matrix or a signal energy matrix according to their corresponding sensing decisions in order to

acquire the primary user’s signal energies from the sensing data of the cooperating secondary

users. In [102], the authors proposed a CSS technique which considers the spatial variation

of secondary users and each user’s contribution was weighted by a factor that depends on the

received power and path loss. The proposed scheme provided better probability of detection

and spectrum utilization when compared to the equal gain combining scheme.

In [103], the authors proposed a weighted CSS scheme that assigns weights to secondary

users based on the local detection accuracy of each secondary user, instead of the received

SNR. In this scheme, the authors used the total probability of error, which combines the false

alarm probability and miss-detection probability, to measure the detection accuracy. At the

fusion center, each cooperating user was assigned a weight corresponding to its probability

of error, i.e., a SU with higher probability of error was assigned lower weight. The optimal

detection threshold, as well as the number of SUs required to participate in cooperative

sensing were derived, subject to a given total probability of error. Simulation results showed

that the proposed scheme provides performance improvement, in terms of the probability

of error, when compared to the equal weighted and SNR-based weighted schemes. The

authors in [104] proposed a penalty-based weight adjustment mechanism for CSS to enhance

the adaptability of secondary users in time-varying environments. Similar to [103], each

secondary user was characterized by its probability of error but the weight factor was adjusted

using a penalty mechanism based on the current local decision made by each secondary user.

The final result was then computed by fusing the weighted soft decision made by each

cooperating secondary user.
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In [105], an adaptive weighting scheme with double threshold energy detection based on

the water-filling principle was proposed for cooperative spectrum sensing. For this scheme,

each secondary user was allocated a weighting factor based on the relation between the

instantaneous SNR of the sensing channel and the water level. The authors showed that

the proposed weighting scheme can achieve better detection performance and lower average

number of sensing bits when compared to the equal weighted and SNR weighted schemes.

A cooperative spectrum sensing scheme based on ROCQ reputation management model

for cognitive radio networks was proposed in [106]. The ROCQ scheme is a reputation-

based trust management system that computes the trustworthiness of peers on the basis of

transaction-based feedback. The ROCQ model combines four parameters: (i) reputation,

(ii) a peer’s global trust rating or opinion formed by a peer’s first-hand interactions, (iii)

credibility of a reporting peer and (iv) the quality or the confidence a reporting peer puts on

the feedback it provides. In this scheme, each secondary user has a reputation degree used

to calculate its coefficient in the linear fusion process, and the reputation degree is initialized

and adjusted by the fusion center according to each secondary user’s sensing result, sensing

correctness and report consistency. Simulation results showed that the detection performance

of the proposed scheme in [106] is approximately the same as that of the optimal linear fusion

scheme while it requires no instantaneous SNR.

In the problem of fusing decisions from independent detectors by a fusion center, the

probabilities of detection and false alarm must be known. However, in practice, these prob-

abilities may not be known or consistent. In [107], the authors derived an adaptive system

to estimate the probabilities of detection and false alarm for each detector in a distributed

detection system by a simple counting process. Since the method does not require a train-

ing sequence, it is based on reinforcement learning. In [108], a secure distributed spectrum

sensing scheme was proposed that uses robust statistics to approximate the distributions for

both hypotheses of all nodes based on their past data reports. Achieved parameters were

used for testing of malicious users and calculating necessary information for data fusion,
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with a reliability evaluation stage, by means of D-S theory. In [109], the reliability of the

local detectors was obtained by estimating the probabilities of detection and false alarm of

each detector based on past decisions. The authors showed that the value of the global

decision should be chosen carefully to provide a trade-off between the network probabilities

of detection and false alarm.

In most of the previous work on cooperative spectrum sensing that considers weighted

contribution from each user, the focus was: (i) how to obtain the optimal weight for each

user based on some performance criteria by assuming knowledge of the local probabilities of

false alarm and detection of each local detector which may not be known in practice, e.g.,

[95,100,101] or (ii) directly setting the weight for each user by assuming certain knowledge of

each user’s SNR, which is not easy to obtain, especially in low-SNR regime, and optimizing

the detection threshold, e.g., [102,103,105].

Contrary to most previous work, we do not assume any knowledge of the performance

of each secondary user detector, but use the fusion center results and the local decisions

made by secondary users to estimate the probabilities of detection and false alarm for each

secondary user. Considering secondary users with heterogeneous sensing ability, we propose

a novel reliability-based scheme that assigns the weights based on the estimated local prob-

abilities of false alarm and detection for each secondary detector. The local probabilities are

obtained without the need of the knowledge of each user’s SNR which makes the proposed

reliability-based scheme more practical. Considering the trade-off between the network prob-

abilities of false alarm and detection, our objective is to obtain the optimal global threshold

that minimizes the network probability of sensing error. By using this objective, we are

considering the sensing errors that occur when the channel is busy and idle while taking the

primary user’s activity in consideration.
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4.3 Problem Formulation

We consider a cognitive radio network with K secondary users which can opportunistically

access the licensed spectrum allocated to primary users using the energy detection technique

described in section 3.3.1. We consider the alternating ON/OFF model for the primary user

channel usage pattern and the periodic sensing-transmission structure for secondary users as

described in section 3.3.2. Figure 4.1 shows a general frame structure with periodic sensing,

in which each frame consists of a sensing period and a data transmission period with the

proposed fixed observation window.

Sensing

period

One frame 

Transmission

period J  frames (window size)

Figure 4.1: Frame structure for secondary users with fixed observation window.

We consider the case in which each individual secondary user makes a decision, dk, on the

absence or presence of the primary user’s transmission based on the local sensing information,

such that,

dk =

 1, if Yk > γk

−1, if Yk ≤ γk

(4.1)

where γk is the threshold of the kth local detector.

The decisions of the secondary users are then transmitted to the fusion center that makes

a final decision, d0, on the absence or presence of the primary user’s transmission as a result

of weighted combination of the secondary users’ local decisions as shown in Figure 4.2. The
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Figure 4.2: Weighted cooperative spectrum sensing scheme.

test statistic for the fusion center is given by

Ψ =
K∑
k=1

wkdk, (4.2)

where wk is the combining weight of the kth secondary user and λ represents the global

threshold level according to which a global decision at the fusion center is made, such that,

d0 =

 1, if Ψ > λ

−1, if Ψ ≤ λ
(4.3)

To optimize the performance of cooperative spectrum sensing, the global test statistic

Ψ, which depends on the weighting coefficient wk and the local decision dk, needs to be

known. According to the local sensing performance, we can represent the local decision of

each secondary user k as

dk|H1 =

 1, with probability Pd,k

−1, with probability 1− Pd,k
(4.4)
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and

dk|H0 =

 1, with probability Pf,k

−1, with probability 1− Pf,k
(4.5)

where Pd,k and Pf,k are the local probabilities of detection and false alarm of the kth secondary

user, respectively.

The conditional probability density function (pdf) of the weighted local decision for each

user ek , wkdk under each hypothesis can be represented as,

fEk
(ek|Hx) =


Pf,kδ(ek − wk) + (1− Pf,k)δ(ek + wk), x = 0

Pd,kδ(ek − wk) + (1− Pd,k)δ(ek + wk), x = 1

(4.6)

The characteristic function of Ψ under each hypothesis, Hx, x ∈ {0, 1}, can be represented

as [110]

ΦΨ|Hx(ω) =
K∏
k=1

ΦEk|Hx(ω), (4.7)

where ΦEk|Hx(ω) is the characteristic function of weighted local decision of the secondary

user k for hypothesis Hx, x ∈ {0, 1} and can be calculated by using the Fourier transform

of the probability density function in (4.6), such that,

ΦEk|Hx(ω) =


Pf,ke

(iωwk) + (1− Pf,k)e−(iωwk), x = 0

Pd,ke
(iωwk) + (1− Pd,k)e−(iωwk), x = 1

(4.8)

where i =
√
−1 is the unit imaginary number.

From (4.7) and (4.8), the conditional probability density function of Ψ under each hy-

pothesis is given by [100],

fΨ(ψ|Hx) =


∑2K−1

m=0

{∏K
k=1 (1− Pf,k)1−m(k)

(K,2)(Pf,k)
m

(k)
(K,2)δ

(
ψ − ψ1

)}
, x = 0∑2K−1

m=0

{∏K
k=1 (1− Pd,k)1−m(k)

(K,2)(Pd,k)
m

(k)
(K,2)δ

(
ψ − ψ1

)}
, x = 1

(4.9)
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where,

ψ1 =
K∑
k=1

wk(2m
(k)
(K,2) − 1), (4.10)

where m(K,2) is a K-bit binary vector representing the binary transform of the integer number

m ∈ {0, 1, · · · , 2K − 1} and m
(k)
(K,2) is the kth bit of m(K,2). For example, if K = 4, there are

16 possible binary vectors, m(4,2), with length four (i.e., 0(4,2) = 0000,1(4,2) = 0001,2(4,2) =

0010, · · · ,15(4,2) = 1111). In case of K = 4 and m = 5, m(K,2) = 0101, m
(1)
(K,2) = 0,

m
(2)
(K,2) = 1 , m

(3)
(K,2) = 0 and m

(4)
(K,2) = 1.

Therefore, the network probability of detection, PD, and the network probability of false

alarm, PF , are respectively given by,

PD(λi) = P (Ψ > λi|H1) =
2K−1∑
m=i

K∏
k=1

(1− Pd,k)1−m(k)
(K,2)(Pd,k)

m
(k)
(K,2) , (4.11)

and

PF (λi) = P (Ψ > λi|H0) =
2K−1∑
m=i

K∏
k=1

(1− Pf,k)1−m(k)
(K,2)(Pf,k)

m
(k)
(K,2) , (4.12)

where i = {0 · · · 2K − 1} represents the possible values of λ for which PD is greater than

zero. The possible value of λ corresponding to each i, such that, m = i, must satisfy the

following condition:

K∑
k=1

wk
(
2(m-1)

(k)
(K,2) − 1

)
< λi <

K∑
k=1

wk
(
2m

(k)
(K,2) − 1

)
. (4.13)

For a given combining weight, our objective is to obtain the global threshold level λ,

that minimizes the probability of sensing error at the fusion center while maintaining the

detection probability at a desired level. Using this sensing objective, we are considering the

sensing errors that occur when the channel is busy and idle, i.e, PF and 1-PD.
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Therefore, we formulate the optimization problem as

arg
i

min PE(λi) = (1− PD(λi))PB + PF (λi)PI

s. t. PD(λi) ≥ β

i ∈ {0, ..., 2K − 1},

(P1)

where PE is the network probability of sensing error. The terms PB and PI are the prior

probabilities that the primary user is present and absent on the channel, respectively. The

network probabilities of detection, PD, and false alarm, PF , are given in (4.11) and (4.12),

respectively. The limit on the total PD, β, is used to guarantee a satisfactory level of

protection for the primary users. The optimization problem in (P1) is a constrained non-

linear integer programming problem which is generally NP -hard [91] (see Appendix A.2 for

further details).

Note that, if all users have equal assigned weights not based on their decision reliability,

we can combine them using the conventional decision fusion rules such as OR or AND fusion

rules. For the OR fusion rule, all the secondary users have equal weights and the fusion

center decides that the primary user is not transmitting only if all secondary users decide

the absence of the primary user’s signal and the network probabilities of detection, PD, and

false alarm, PF , are given by (2.14) and (2.15), respectively. For the AND fusion rule, if

all local detectors decide that there is a primary user, then the final decision at the fusion

center declares that there is a primary user and the network probabilities of detection and

false alarm are given by (2.16) and (2.17), respectively.

4.4 Probability Estimation using Past Decisions

To estimate the local probabilities of detection and false alarm for each secondary user based

on past performance, we consider a window of past local and global decisions of size J as

shown in Figure 4.1. Since the global decision is more accurate than local decisions [12],
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we use it as a reference and consider the decision of the secondary user in a certain sensing

frame, j, to be correct if it is in agreement with the global decision made at this sensing

interval. For the jth frame and the kth secondary user, we introduce an indicator function,

Zk,j
x,y, which is equal to 1 if the local detector decision is Hx when the global decision is Hy,

x, y ∈ {0, 1}, and 0, otherwise. For x = y = 1, we define the indicator function as,

Zk,j
1,1 =

(1 + d′k,j)(1 + d′0,j)

4
, (4.14)

where d′k,j and d′0,j are the decisions made by the kth secondary user and the fusion center,

respectively, at the jth frame of the observation window J .

The values of the indictor function for the kth user at the jth frame when both the local

and global decisions are H1 (x = y = 1), Zk,j
1,1 , is shown in Table 4.1.

Table 4.1: Values of the Indictor Function Zk,j
1,1 .

d′0,j d′k,j Zk,j
1,1

1 1 1

1 -1 0

-1 1 0

-1 -1 0

For the kth secondary user, we count the number of times in a certain window of length

J , Zk
x,y, for which the local detector decision is Hx when the global decision is Hy and

x, y ∈ {0, 1} as

Zk
1,1 =

n∑
j=n−J+1

Zk,j
1,1 . (4.15)

Similarly,

Zk
0,1 =

n∑
j=n−J+1

Zk,j
0,1 =

n∑
j=n−J+1

(1− d′k,j)(1 + d′0,j)

4
, (4.16)

Zk
1,0 =

n∑
j=n−J+1

Zk,j
1,0 =

n∑
j=n−J+1

(1 + d′k,j)(1− d′0,j)
4

, (4.17)
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Zk
0,0 =

n∑
j=n−J+1

Zk,j
0,0 =

n∑
j=n−J+1

(1− d′k,j)(1− d′0,j)
4

, (4.18)

and

Zk
0,0 + Zk

1,1 + Zk
0,1 + Zk

1,0 = J. (4.19)

Since we do not assume any knowledge of the probability density functions of the sec-

ondary users’ observations, we approximate the local probabilities of detection and false

alarm by their relative frequencies [107]. Therefore, we calculate the probabilities of detec-

tion and false alarm, respectively, as

Pd,k =
Zk

1,1

Zk
0,1 + Zk

1,1

, (4.20)

and

Pf,k =
Zk

1,0

Zk
1,0 + Zk

0,0

. (4.21)

4.5 Proposed Reliability-based Decision Fusion Scheme

We consider secondary users with heterogeneous sensing ability in terms of the local proba-

bilities of detection and false alarm. Therefore, different secondary users will have different

local decision reliability. Since it is more efficient to take into account the differences in the

reliability of the decisions made by different secondary users, we assign a different weight to

each secondary user’s local decision. In the proposed scheme, the combining weight given

for each secondary user’s local decision reflects the reliability of this user’s past decisions. It

is evident that the secondary user with higher detection probability and lower false alarm

probability has a higher reliability and, therefore, should contribute more to the final deci-

sion made by the fusion center. Therefore, we define the reliability of each secondary user

as,

rk = Pd,k(1− Pf,k), (4.22)
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and we obtain the weight of the kth secondary user by,

wk =
rk∑K
k=1 rk

, (4.23)

such that
∑K

k=1 wk = 1.

Using the approximate values of Pd,k and Pf,k calculated using (4.20) and (4.21), re-

spectively, we can estimate the reliability of the kth secondary user and use it to find the

corresponding combining weight.

Our proposed reliability-based decision fusion scheme can be summarized as follows:

Step 1 : Compare the past local decisions and global decisions in a window of size J , and

obtain the approximate values of Pd,k and Pf,k from (4.20) and (4.21), respectively.

Step 2 : Using the approximate values of Pd,k and Pf,k, estimate the reliability of the kth

secondary user from (4.22) and use it to find the combining weight, wk, for the kth

secondary user using (4.23).

Step 3 : For a given target probability of detection, β, obtain the optimum global threshold

index, iopt, that minimizes the probability of sensing error in (P1).

Step 4 : Using the obtained global threshold index, iopt, and using the combining weight

obtained for each user, find the optimum global threshold, λopt, satisfying (4.13).

Step 5 : The final decision of the fusion center is made by comparing the test statistics in

(4.2) to the optimum global threshold, λopt.

4.6 Dual Search Algorithm

To solve the problem of minimizing the network probability of sensing error, we adopt the

generalized non-linear Lagrangian relaxation method in [94]. Similar to the conventional

linear Lagrangian theory, the constrained problem is reduced to an unconstrained problem
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using a non-linear Lagrangian function which is a non-linear function of the cost and con-

straint functions. The key concept in introducing non-linear Lagrangian formulations is

the construction of a non-linear support of the perturbation function at the optimal point

while the linear support associated with the traditional linear Lagrangian may fail to exist.

While possessing an asymptotic strong duality property, the non-linear Lagrangian formula-

tions offer a success guarantee for the identification of an optimal primal solution via a dual

search [111,112].

Algorithm 2 Dual Search Algorithm.

1: µ = µ0 > 0 /*Choose initial value for the Lagrange multiplier*/
2: τ << 1 /*Set the positive convergence tolerance*/
3: ∆ > 1 /*Set the step size*/
4: i← i0 i0 ∈ {0, 1, · · · , 2K − 1}
5: s′ ← 0 /*Initialize the iterations*/
6: Calculate f(λi0 , µ

0)
7: while f(λis′ , µ

s′) > τ & s′ < maxiter do
8: Solve min

i
L′p(λi, µ) to obtain feasible solution is

′+1

9: µs
′+1 = ∆.µs

′

10: s′ ← s′ + 1
11: end while

In this thesis, we consider the exponential generalized Lagrangian function (GLF) pro-

posed for bounded integer programming in [94,112]. Therefore, for some given p > 0,

L′p(λi, µ) = PE(λi) +
1

µ
exp(µ(β − PD(λi)))

= PE(λi) + f(λi, µ) µ ≥ p > 0.

(4.24)

We define the GLF-based Lagrangian relaxation associated with the problem (P1) as

φp(µ) = min
i
L′p(λi, µ). (4.25)

91



And the dual problem associated with (P1) is formulated as

θp(µ) = max
µ>0

φp(µ). (4.26)

It was shown in [94] that the duality gap, which is the difference between the optimal

solution of the primal problem and dual problem, is bounded by 1/p for finite p. Therefore,

once the parameter p exceeds a threshold, an optimal solution of primal problem (P1) can

be obtained using the non-linear exponential Lagrangian formulation. Another property of

the dual function for the exponential generalized Lagrangian function, θp(µ), is that it is

unimodal. This property guarantees that the local maximum of the dual function is also a

global maximum which facilitates the dual search.

Based on minimizing the non-linear Lagrangian function, f(λi, µ), we construct the dual

algorithm presented in Algorithm 2 to obtain the optimal solution iopt (Step 3) for the primal

problem (P1).

4.7 Performance Evaluation

In this section, we evaluate the performance of the proposed scheme using Monte Carlo

simulations and the results are obtained by averaging over 1000 simulation runs. We assume

that the secondary detectors have equal local thresholds, i.e. γk = γ, ∀k but each secondary

user has a different SNR, unless otherwise specified, which is assumed to be constant during

the observation window, J . The probability that the primary user is absent PI=0.3, and

the probability that the primary user is present PB=0.7. We estimate the local probabilities

of false alarm and detection for each user at each simulation run using (4.20)-(4.21) and

average over 1000 runs to obtain the final estimate for Pd,k and Pf,k.
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4.7.1 Simulation Results

First, we examine the effect of different parameters such as the number of users, window

size and the signal-to-noise ratio on the performance of the proposed reliability-based fusion

scheme. We numerically evaluate the network probabilities of detection, false alarm and

sensing error with different window sizes J and different global thresholds, λ. Figures 4.3

and 4.4 show the network probabilities of detection, PD and false alarm, PF , respectively,

versus the window size for different values of the global threshold, λ, when the number of

secondary users K=4. We can see from the figures that, for a certain λ, PD and PF will be

overestimated when the window size is small. However, as the window size increases, the

variations in PD and PF start to decrease. After a certain window size, that is different for

different values of λ, we can achieve a good estimate of PD and PF with small error. From

the figures, we also notice that, decreasing λ results in higher probabilities of detection and

false alarm.
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Figure 4.3: Network probability of detection versus the window size for different values of
the global threshold, λ, for K=4.
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Figure 4.4: Network probability of false alarm versus the window size for different values of
the global threshold, λ, for K=4.
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Figure 4.5: Network probability of sensing error versus the window size for different values
of the global threshold, λ, for K=4.
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In Figure 4.5, we plot the network probability of sensing error, PE, versus the window

size for different values of the global threshold, λ, when the number of secondary users K=4.

We can see from the figure that, for a certain λ, PE will be underestimated when the window

size is small. However, after a certain window size, that is different for different values of

λ, the variation in PE decreases and we can have a good estimate of PE with small error.

We also notice from the figure that a lower probability of sensing error can be achieved by

decreasing the global threshold, λ.
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Figure 4.6: Network probability of detection versus the window size for different values of
the SNR for λ=0 and K=4.

To show the effect of the SNR on the network probabilities of detection and false alarm

with the different window sizes, we assume that all users have the same average SNR and

we set the global threshold to be λ = 0 . Figures 4.6 and 4.7 show the network probability

of detection, PD, and the network probability of false alarm, PF , versus the window size for

different values of the SNR with K=4, respectively. As we can see from the figures, PD and

PF will be overestimated when the window size is small especially for lower values of SNR.

As the window size increases, a good estimate of PD and PF can be obtained. The estimated
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Figure 4.7: Network probability of false alarm versus the window size for different values of
the SNR for λ=0 and K=4.

value of PF will not be affected by the differences in SNR since it does not depend on it.

However, as the SNR increases, higher PD can be achieved for the same value of PF .

In Figure 4.8, we compare the performance of the proposed scheme with that of the

OR, AND fusion schemes using the receiver operating characteristic curves which shows the

relationship between PD and PF . For this comparison, the global threshold, λ, is set to 0

and the window size is set to be J=25 since as observed from the previous figure, there is

no significant performance improvement obtained by increasing the window size beyond this

value. Considering secondary users with different SNR, the SNR vector is set to Γ′=[-20dB

-12dB -9.5dB -7.9dB] for K = 4. From the figure, we can see that for the same probability

of false alarm, PF , the proposed scheme provides higher probability of detection, PD when

compared to OR and AND fusion schemes. For example, for PF=0.1, the proposed scheme

offers approximately 12% and 25% improvement in PD over the OR scheme and AND fusion

schemes, respectively.

Figure 4.9 shows the network probability of sensing error versus the global threshold
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Figure 4.8: Comparison of the receiver operating characteristic curves for the proposed
scheme and the OR and AND fusion schemes.
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Figure 4.9: Network probability of sensing error versus the global threshold, i, for different
number of secondary users for J=25.
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index, i, for different number of secondary users, K. The window size is set to be J=25.

From Figure 4.9, we observe that, as PE varies with the global threshold index i, there exists

a minimum value for PE that is different for different values K. It is clear that, for each

value of K, using the global threshold, λopt, that corresponds to the optimal global threshold

index, iopt, we can obtain a much lower probability of sensing error when compared to using

non-optimal settings.

4.7.2 Dual Search Based Results

In our dual search algorithm, we use non-linear optimization by mesh adaptive direct search

(NOMAD) software package [113, 114] to solve the unconstrained minimization problem in

(4.25). NOMAD is designed to solve non-linear, non-smooth, noisy optimization problems

and can solve non-linear optimization problems with continuous or discrete variables [115].

Table 4.2: Dual Search Algorithm Parameters.

Parameter Value

Initial multiplier value, µ0 5

Convergence tolerance, τ 1e-5

Maximum number of iterations 20

Step size, ∆ 2

Probability of detection threshold, β 0.9

NOMAD maximum number of iterations 1500

NOMAD maximum function evaluations 10000

The results for the dual search algorithm is presented in Table 4.3 with parameters shown

in Table 4.2. We see from Table 4.3 that our algorithm can reach the convergence criterion

while satisfying the constraint on the minimum probability of detection, β, for different

number of secondary users, K, with only few number of iterations.
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Table 4.3: Performance Results of the Dual Search Algorithm.

Number of
users, K

Number of
iterations

Number of
function
evaluations

iopt PE(λopt) PD(λopt)

(NOMAD)

4 6 8 5 0.0394 0.9810

6 5 8 11 0.0494 0.9956

8 6 19 77 0.0503 0.9660

10 5 33 165 0.0503 0.9966

12 5 38 789 0.0492 0.9921
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Figure 4.10: Comparision of the minimum probability of sensing error for the dual search
algorithm and the exhaustive search for different number of secondary users for β = 0.9.

Next, we evaluate the performance of the dual search algorithm and compare the perfor-

mance to the exhaustive search for K ≤ 12. The main drawback of the exhaustive search

algorithm is that its complexity increases exponentially with the number of secondary users,

K. In Figure 4.10, we compare the minimum probability of sensing error obtained from the

dual search algorithm and the exhaustive search for different number of secondary users, K,

for J=25 and β = 0.9. We can see from the figure that the dual search algorithm converges

99



2 4 6 8
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Number of Users, K

M
in

im
um

 P
ro

ba
bi

lit
y 

of
 S

en
si

ng
 E

rr
or

 

 

Proposed
AND
OR

Figure 4.11: Comparision of the minimum probability of sensing error for the proposed
scheme and the OR and AND fusion schemes for different number of secondary users for
β = 0.9.

to the optimal values of the objective function obtained through the exhaustive search with

zero duality gap for different number of secondary users.

In Figure 4.11, we compare the performance of the proposed reliability-based fusion

scheme, in terms of the minimum probability of sensing error, to the OR and AND fusion

schemes for different number of secondary users. For different values of K, with β=0.9, the

minimum probability of error for the proposed scheme is calculated by using the optimum

global threshold λopt, which is obtained using the dual search algorithm. From the figure

we can see that the proposed scheme can provide lower probability of sensing error when

compared to OR and AND fusion rules. As the number of secondary users increases, the

performance improvement of the proposed scheme is more pronounced since by allocating

different weights to different users, the multiuser diversity gain is better exploited. For

example, for K=8, the proposed scheme can provide improvement in the network probability

of sensing error for up to 18% and 88% when compared to the OR and AND fusion rules,
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Figure 4.12: Minimum probability of sensing error versus SNR for different number of sec-
ondary users for β=0.9.

respectively.

Figure 4.12 shows the minimum probability of sensing error with λopt, which is obtained

using the dual search algorithm, versus SNR for different number of secondary users. It can

be seen from the figure that the minimum probability of sensing error decreases as the SNR

increases, for all the considered values of K. We can also observe from the figure that, as

SNR increases, the same minimum probability of sensing can be achieved regardless of the

number of users. This is due to the fact that, as SNR increases, each secondary user is able

to make a correct sensing decision on its own which makes cooperation less effective.

4.8 Chapter Summary

In this chapter, we proposed a reliability-based decision fusion scheme that uses the past

global decisions and local secondary decisions to estimate the reliability of the sensing deci-

sion made by each secondary user. The reliability of each secondary user is then taken into
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account in the form of a weight factor when making the final decision at the fusion center. We

considered heterogeneous secondary users with different probabilities of detection and false

alarm that are approximated according to their relative frequencies through a counting pro-

cess. We formulated the problem of minimizing the network probability of sensing error with

heterogeneous secondary users subject to a limit on the network probability of detection as a

constrained non-linear integer programming problem. To solve the formulated optimization

problem, we employed a non-linear Lagrangian approach, in which the constrained problem

is reduced to an unconstrained problem using a non-linear exponential Lagrangian function,

and developed a dual search algorithm. We showed through simulation results that the de-

veloped dual search algorithm converges to the optimal value, obtained through exhaustive

search, with zero duality gap using few number of iterations. We also showed the effect of

different parameters on the proposed fusion scheme. For example, our results showed that

the window size for which a good estimate of the probabilities of detection and false alarm

can be obtained is dependent on the received SNR and the global threshold. Simulation

results also showed that the proposed reliability-based scheme is able to provide lower net-

work probability of sensing error when compared to the OR and AND fusion schemes. This

improvement is more pronounced as the number of users increases since by assigning weights

differently to secondary users, the multiuser diversity gain is better exploited.

In Chapters 3 and 4, we assumed that the local decisions of the secondary users in

cooperative spectrum sensing are independent. However, spatially close secondary users

are likely to be affected by the same environmental conditions, and therefore, their local

decisions are likely to be correlated. On the other hand, secondary users that are farther

apart can benefit from their different geographical locations, and obtain more reliable sensing

results. Therefore, selecting uncorrelated secondary users for cooperation can improve the

robustness of the sensing results with lower number of secondary users which can further

help in reducing the cooperation overhead. In the next chapter, we focus on the evaluation

of the correlation between the secondary users’ local decisions by employing a correlation
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model that is indexed by a single correlation parameter. Using this correlation model, we

optimize the number of secondary users, K, for the K-out-of-M fusion rule that minimizes

the network probability of sensing error when the local decisions of the cooperating secondary

users are correlated.
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Chapter 5

Decision Fusion Scheme for CSS with

Correlated Local Decisions

5.1 Introduction

In cooperative spectrum sensing, correlation between secondary users degrades the sensing

performance since it decreases the spatial diversity [25, 36]. Since spectrum utilization ob-

served by closely located secondary users may be highly correlated due to the inherent spatial

correlation in the received primary users’ signals and correlated shadow fading, the local de-

cisions of secondary users are also correlated. Although the independence assumption on

the local detectors’ observations simplifies the performance analysis of cooperative spectrum

sensing, this assumption is not practical in the case where the proximity of the secondary

users results in correlated observations. To ensure reliable detection, the correlation among

different secondary users should also be taken into consideration.

It was shown in [116] that having a small number of secondary users over a large distance

may be more effective than a large number of closely located users in correlated shadowing

scenarios. Therefore, it is beneficial to select uncorrelated secondary users for cooperation

to improve the cooperative gain with fewer number of users. The selection of uncorrelated
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users requires the evaluation of the correlation between secondary users. For this purpose,

in this chapter, we employ a correlation model that is indexed by a single parameter, ρ,

which captures the correlation characteristics of the secondary users’ local decisions. We

then analyze the impact of correlated secondary users’ local decisions on the performance

of cooperative spectrum sensing when the K-out-of-M fusion rule is employed at the fusion

center. We derive the network probabilities of detection and false alarm when the secondary

users’ local decisions are correlated under both hypothesis. Our performance evaluations

are based on two performance criteria which are the Neyman Pearson and the minimization

of the probability of sensing error criteria. We formulate the problem of minimizing the

network probability of sensing error under the correlation model used in our analysis as a

mixed integer non-linear programming (MINLP) problem which is generally NP -hard [91].

To solve the formulated optimization problem, we employ the genetic algorithm to find the

optimal assignments for the number of secondary users, K, and the local sensing threshold

for a certain correlation index. The genetic algorithm is a popular meta-heuristic that is

particularly well suited for multi-objective problems as the one considered in this chapter

[117].

5.2 Related Work

For the case of independent secondary users’ observations, it was shown in [49] that cooper-

ating with all users in the network does not necessarily achieve the optimum performance.

The authors in [49] used constant detection rate and constant false alarm rate for optimally

selecting the secondary users with highest primary user’s signal-to-noise ratio (SNR) for co-

operation using AND and OR fusion rules. In [118], it was shown that the optimal fusion

rule when the sensor observations are independent is a majority voting (MV) rule in the

case of binary local detectors. In [119], the authors considered optimizing the K value of the

K-out-of-M fusion rule and found that the optimal decision fusion rule to minimize the total
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probability of sensing error can be approximated as a majority voting rule. In [120], it was

shown that cooperative sensing is most effective when secondary users observe independent

fading or shadowing.

Under log-normal shadowing, the observations of two closely located secondary users

may be correlated due to their proximity. In this case, secondary users experience similar

shadowing effects called spatially correlated shadowing. In [36], it was shown that spatial

correlation due to shadowing can degrade the detection performance and compromise the

achievable cooperative gain. Performance evaluation of cooperative spectrum sensing under

correlated log-normal shadowing in both sensing and reporting channels was investigated

in [121]. A correlation model [36, 122] derived from empirical data with decaying exponen-

tial function is commonly used to determine the spatial correlation in urban and suburban

environments. In general, the spatial correlation between two secondary users exponentially

decreases as the distance between these two increases, and secondary users can be considered

uncorrelated if the distance is larger than the so called de-correlation distance. In [123], the

performance degradation of cooperative sensing under exponentially-correlated log-normal

shadowing was investigated in terms of missing opportunities. In [17], the problem of fusing

the decisions made at the local detectors when the secondary users observe conditionally

dependent data due to correlated shadowing was studied and a suboptimal temporal detec-

tor was proposed based on a linear quadratic (LQ) detector, which uses partial statistical

knowledge to improve detection performance. The results in [17] showed that the suboptimal

LQ detector outperforms the counting rule only when the correlation between the secondary

users is strong. Also, their results were based on the assumption that the noise observations

are independent. This assumption might not hold if the physical proximity of the local

detectors results in the noise on each detector being dependent [124].

In [55], a correlation-aware user selection algorithm was developed to address the dynamic

changes in the spatial correlation experienced by mobile secondary users. To accurately de-

rive the spatial correlation coefficient, a correlation model between mobile secondary users
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was first developed. Based on this correlation model, a distributed user selection algorithm

that adaptively selects uncorrelated secondary users through the spatial correlation coeffi-

cient was designed. In [125], a joint spatial-temporal sensing scheme for CR networks was

proposed, where secondary users collaboratively estimate the location and transmit power

of the primary transmitter. Based on those estimates, secondary users determine their max-

imum allowable transmission power, and use the location information to decide which users

should participate in cooperative sensing in order to minimize the correlation among the

secondary users’ observations.

The performance of a distributed detection system with given local decision rules and

correlated local decisions was studied in [126] and the optimum decision fusion rule in the

Neyman-Pearson sense was derived and analyzed. In [124], the probability of detection was

evaluated using the Neyman-Pearson criterion when the fusion rule was fixed to one of the

standard rules such as AND, OR or MV rule. The authors considered equi-correlated ob-

servations with identical detectors. The authors also studied the asymptotic performance of

distributed and centralized detection systems in the presence of correlated Gaussian noise

in [127]. They considered two correlation models, one where the correlation between ob-

servations from any two sensors decreases geometrically as their separation increases and

the other where the correlation between observations from each pair of sensors is identical.

The optimal fusion rule was developed for correlated local binary decisions, in terms of the

conditional correlation coefficients of all orders in [128]. In [129], the authors considered

extending the classical locally optimum detection results to the case of distributed detection

with dependent sensor observations. The study in [129] focused on the case of known signals

in correlated Gaussian noise and the authors gave simple conditions under which likelihood

ratio tests are optimum at the sensors when the Bayesian criterion was considered. In [130],

the authors proposed an adaptive fusion algorithm, which requires only the knowledge of

few system parameters, for an environment where the observations and local decisions are

dependent from one sensor to another.
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In this thesis work, we study the performance of cooperative spectrum sensing when

correlated local decisions are fused at the fusion center with known correlation index, ρ. The

relationship between the correlation coefficient between two sensors’ local decisions and the

correlation coefficient between those sensors’ local observations was studied in [127]. This

study showed that the correlation coefficient between two sensors’ decisions cannot exceed the

correlation coefficient between the corresponding sensors’ observations. In the next section,

we present the correlation model used to analyze the performance of cooperative spectrum

sensing with correlated local decisions.

5.3 Correlation Model

In this chapter, we consider a cognitive radio network with M secondary users that employ

the energy detection technique presented in section 3.3.1. We consider the same system

model described in section 3.3, with the same assumption on the noise and primary user’s

signal. That is, the noise, vk(n), is a real Gaussian noise with zero mean and variance σ2
v

and the primary user’s signal, s(n), is an independent identically distributed (i.i.d.) random

process with mean zero and variance σ2
s and is BPSK modulated.

We consider the case in which each individual secondary user, k, k = 1 · · ·M , makes

a one-bit hard decision, dk, on the absence or presence of the primary user’s transmission

based on the sensing information, such that,

dk =

 1, if Yk > γk

0, if Yk ≤ γk

(5.1)

Each secondary user then sends this one-bit decision to the fusion center which makes

the final decision regarding the occupancy of each channel. We further assume that the local
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decisions are correlated and the correlation coefficients are given by

E

[∏
k∈I′

dk|Hx

]
= E

[
dk1dk2 · · · dkv |Hx

]
= P

(
dk1 = 1, dk2 = 1, · · · , dkv = 1

∣∣Hx),

(5.2)

where E[u|Hx] and P [u|Hx] are the conditional expectation and conditional probability given

Hx, where x ∈ {0, 1}, respectively, I ′ ⊆ {1, 2, 3, ...,M}, |I ′| = m is the cardinality number

of set I ′ and kv ∈ I ′, v = 1, ...,m.

By definition [126],

E

[∏
k∈I′

dk|Hx

]
= 1, if I ′ = Φ, (5.3)

where Φ is the empty set.

For |I ′| = 1, we have,

E[dk|H1] = P (dk = 1|H1) = Pd,k, (5.4)

and

E[dk|H0] = P (dk = 1|H0) = Pf,k, (5.5)

where Pd,k and Pf,k are the local probabilities of detection and false alarm of the kth secondary

user, respectively.

The correlation coefficient, ρxy1y2 , between two local decisions dy1 and dy2 under hypothesis

Hx is given by,

ρxy1y2 =
E[dy1dy2|Hx]− E[dy1|Hx]E[dy2|Hx]√(

E[d2
y1
|Hx]− (E[dy1|Hx])2

)(
E[d2

y2
|Hx]− (E[dy2|Hx])2

) , (5.6)

where x ∈ {0, 1}, y1 and y2 ∈ {1 · · ·M} and y1 6= y2. Since dy1 ∈ {0, 1}, it follows that

dy1 = (dy1)
2. Therefore,

ρxy1y2 =
E[dy1dy2 |Hx]− E[dy1 |Hx]E[dy2 |Hx]√

E[dy1|Hx]E[dy2|Hx](1− E[dy1|Hx])(1− E[dy2 |Hx])
. (5.7)
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Assuming the distance between any two secondary users is small compared to the dis-

tance between the secondary users and the primary transmitter, the received signal at each

secondary user will experience almost identical path loss [76,119,131]. Therefore, in the case

of an AWGN environment, we can assume equal SNR for the different secondary users [119].

Assuming the same threshold for all secondary users, γk = γ, we have Pf,k = Pf . In

the case of an AWGN channel as previously assumed, we will also have Pd,k = Pd. Since

E[dy1|Hx] = E[dy2 |Hx] from (5.4) and (5.5), ρxy1y2 is independent of y1 and y2 and every pair

of local detectors is equally correlated [132]. Therefore,

ρ1 =
P [dy1 = 1, dy2 = 1|H1]− P 2

d

Pd(1− Pd)
, (5.8)

and

ρ0 =
P [dy1 = 1, dy2 = 1|H0]− P 2

f

Pf (1− Pf )
, (5.9)

where ρ1 and ρ0 are the correlation coefficients under H1 and H0, respectively. It is clear

from (5.8) and (5.9) that ρx varies only with P [dy1 = 1, dy2 = 1|Hx] which is a function of

only Pd under H1 and a function of only Pf under H0 [133].

If we assume that the fusion center has the input vector D = [d1, d2, · · · , dM ], where D

can take 2M possible realizations, the joint probability P (D|Hx) at the fusion center will be

given by [126]:

P (D|Hx) =
r∑

k=0

(−1)k
(
r

k

)
εxM−r+k. (5.10)

If A′µ = {k : dk = µ}, such that, 1 < k < M and µ = 0, 1, then r = |A′0| and M−r = |A′1|

denote the number of secondary users that decide in favor of H0 and H1, respectively, and,

εxy = E[dk1dk2 · · · dky |Hx

]
= εx1

y−2∏
s=0

ρx(s+ 1− εx1) + εx1
1 + sρx

for y ≥ 2,
(5.11)

where y is the number of secondary detectors sending their decision to the fusion center,
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ρx is the correlation index under Hx, x ∈ {0, 1}. For y < 2, ε01 , E[dy1 |H0] = Pf and

ε11 , E[dy1 |H1] = Pd and by definition, ε10 = ε00 = 1.

5.4 Decision Fusion with Correlated Local Decisions

In this chapter, we consider the general K-out-of-M fusion rule as the decision fusion rule

employed at the fusion center, where K is the number of secondary users that claim that the

primary user is present and M is the total number of cooperating users with correlated local

decisions. We derive the network probability of detection, PD, and network probability of

false alarm, PF , for this fusion rule when the secondary users’ local decisions are correlated.

For the sake of comparison, we give special attention to some special cases of the K-out-of-M

fusion rule which are the majority voting, OR and AND fusion rules.

5.4.1 General K-out-of-M Fusion Rule

In the K-out-of-M fusion rule, if K users or more decide in favor of H1, i.e., if M − r ≥

K, where r is as defined in (5.10), then the final decision declares that a primary user’s

transmission is present. We define an indicator function for the K-out-of-M system as,

ϕ(D) =

 1, if
∑M

k=1 dk ≥ K

0, if
∑M

k=1 dk < K
(5.12)

Therefore, we can calculate the network probability of detection for the K-out-of-M

fusion rule from the joint probability of the local decisions, defined in (5.10), when the input

vector D has at least K decisions equal to one. Therefore,

PD = P (ϕ(D) = 1|H1) =
M−K∑
z=0

M−K−z∑
k=0

(−1)k
(

M

K + z

)(
M −K − z

k

)
ε1K+z+k, (5.13)

where εxy is defined in (5.11).
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Similarly, we derive the network probability of false alarm, PF , as

PF = P (ϕ(D) = 1|H0) =
M−K∑
z=0

M−K−z∑
k=0

(−1)k
(

M

K + z

)(
M −K − z

k

)
ε0K+z+k. (5.14)

5.4.2 Majority Voting (MV) Fusion Rule

In the majority voting rule, the final decision is based on majority of the individual decisions,

i.e., K = dM
2
e in (5.13) and (5.14), where dxe denotes the smallest integer greater than x.

Therefore, we can express PD as

PD =

M−dM
2
e∑

z=0

M−dM
2
e−z∑

k=0

(−1)k
(

M

dM
2
e+ z

)(
M − dM

2
e − z

k

)
ε1dM

2
e+z+k, (5.15)

and we can express PF as

PF =

M−dM
2
e∑

z=0

M−dM
2
e−z∑

k=0

(−1)k
(

M

dM
2
e+ z

)(
M − dM

2
e − z

k

)
ε0dM

2
e+z+k. (5.16)

5.4.3 OR Fusion Rule

In the OR fusion rule, the fusion center decides that the primary user is absent only if all

secondary users decide the absence of the primary user’s signal [50], i.e., setting K = 1 in

(5.13) and (5.14). This is equivalent to the following simplified form:

PD = 1− P (d1 = 0, d2 = 0, · · · , dM = 0|H1)

= 1−
M∑
k=0

(−1)k
(
M

k

)
ε1k,

(5.17)
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and

PF = 1− P (d1 = 0, d2 = 0, · · · , dM = 0|H0)

= 1−
M∑
k=0

(−1)k
(
M

k

)
ε0k.

(5.18)

5.4.4 AND Fusion Rule

In the AND fusion rule, if all local detectors decide that there is a primary user, then the

final decision at the fusion center declares that there is a primary user, i.e., setting K = M

in (5.13) and (5.14). This is equivalent to the following simplified form:

PD = P (d1 = 1, d2 = 1, · · · , dM = 1|H1,) = ε1M , (5.19)

and

PF = P (d1 = 1, d2 = 1, · · · , dM = 1|H0) = ε0M . (5.20)

5.5 CSS Based on Neyman-Pearson Criterion

We first look at the receiver operating characteristic (ROC), which shows the relationship

between the network probability of detection, PD, and the network probability of false alarm,

PF , for three fusion rules which are the majority voting rule, OR and AND fusion rules. The

mechanism of obtaining the ROC can be summarized as follows:

• We set the probability of false alarm at the fusion center, PF , to a desired target value

and obtain the individual secondary users’ probability of false alarm, Pf,k, which is

considered equal for all users and has a value of Pf , numerically from (5.16), (5.18)

and (5.20) for the majority voting rule, OR and AND fusion rules, respectively.

• After computing Pf , where Pf = ε01, the individual probability of detection for each

secondary user can be obtained by substituting (3.7) into (3.6) to eliminate the thresh-
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old, γ = γNP , where γNP is the threshold defined for the Neyman-Pearson criterion.

Therefore,

Pd,k = Q

(
1√(

2|hk|2σs2
σv2

+ 1

)(Q−1(Pf )−
√
N

2

|hk|2σs2

σv2

))
. (5.21)

• The network probability of detection, PD, for the majority voting rule , OR and AND

fusion rules can then be obtained by substituting Pd,k = Pd = ε11 in (5.15), (5.17) and

(5.19), respectively.

We plot the receiver operating characteristic (ROC) curves for the different fusion rules

when the local decisions of the secondary users are correlated. The degree of correlation

between the secondary local decisions is described by the parameter ρ which is assumed

equal under the two hypothesis H0 and H1 [130, 132]. We consider a network with M

secondary users participating in the decision fusion, and fix the fusion rule to one of three

aforementioned rules. The number of detection symbols, N , is set to 100 and we consider

cooperating secondary users that have the same received SNR [119].

In Figure 5.1, we plot the ROC curves for MV rule for different values of the correlation

index, ρ, when M = 5 and SNR is set to -10dB. From the figure we observe that, for a

given PF , the highest PD is obtained when ρ = 0, which represents the case when secondary

observations are independent. The value of PD then decreases with the increase in the

correlation between the observations of the secondary users until eventually the system is

reduced to the case of single secondary user (no cooperation) as ρ becomes closer to 1. Our

results show that, for low values of PF (PF < 0.1), depending on the fusion rule considered,

we can have up to 7% to 13% increase in the system probability of detection when ρ decreases

from 0.6 to 0.1.

Figures 5.2 and 5.3 show the ROC curves for different number of cooperating users K

with ρ = 0.05 and 0.2, respectively when M = 5 and the SNR is set to -10dB. From Figure

114



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Network Probability of False Alarm, PF

N
et

w
or

k 
P

ro
ba

bi
lit

y 
of

 D
et

ec
tio

n,
 P

D

 

 

ρ=0

ρ=0.05

ρ=0.1

ρ=0.2

ρ=0.6
no−cooperation

Figure 5.1: ROC curves (PD vs. PF ) for different correlation index for majority voting fusion
rule with M=5 and SNR =-10dB.
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Figure 5.2: Comparison of ROC curves (PD vs. PF ) for different number of secondary users,
K, when ρ=0.05.
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Figure 5.3: Comparison of ROC curves (PD vs. PF ) for different number of secondary users,
K, when ρ=0.2.

5.2, we notice that, when ρ = 0.05, although the MV rule (K=3) is not the optimal fusion

rule, the MV fusion rule still outperforms the OR (K=1) and AND (K = 5) fusion rules,

in terms of the probability of detection, for low values of the network probability of false

alarm (PF < 0.1 for the considered case). As PF increases, the OR and AND fusion rules

get progressively closer to the MV rule. From Figure 5.3, we observe that, as the correlation

index, ρ, increases (from our simulation when ρ > 0.1), the OR fusion rule outperforms all

the considered fusion rules.

Next, we evaluate the performance of cooperative spectrum sensing with correlated local

decision under the Neyman-Pearson criterion. In Figures 5.4 and 5.5, we plot the network

probability of detection, PD, versus the correlation index, ρ, for different number of coop-

erating users. We compare the performance of the OR, AND and majority voting rules for

M = 5 and M = 10, respectively, when PF is fixed to 0.1. From the figures, we observe

that, for the three fusion rules and with different number of cooperating users, the highest

PD is obtained when the secondary local decisions are independent (ρ = 0). The probability
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Figure 5.4: Network probability of detection versus correlation index for OR, AND and
majority voting rules when M = 5 for PF=0.1 and SNR =-10dB.

PD then decreases with the increase in the correlation index until eventually no significant

performance gain can be obtained from cooperation as ρ becomes closer 1. We also notice

that, for all values of ρ less than 1, increasing the number of cooperating secondary users

increases the network probability of detection due to multiuser diversity. We can also see

from the figures that the value of the correlation index, ρ, below which the majority voting

rule is superior depends on the number of cooperating users for a certain SNR and PF .

Figure 5.6 shows the network probability of detection versus the SNR when ρ = 0 and

0.6 with M = 5 and PF = 0.1. We observe that, when ρ = 0, the majority voting rule

outperforms the OR and AND rule for low values of the SNR. As the value of ρ increases,

the OR fusion rule gives better performance compared to the other two rules for low values

of the SNR. From the figure, we also notice that, as ρ increases, for the same network

probability of false alarm, higher SNR is required to achieve the same network probability of

detection for all the fusion rules considered. For example, if PD is fixed at 0.9, approximately

3dB is required to compensate for the correlation effect (when ρ increases from 0 to 0.6) for
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Figure 5.5: Network probability of detection versus correlation index for OR, AND and
majority voting rules when M = 10 for PF=0.1 and SNR =-10dB.
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Figure 5.6: Network probability of detection versus SNR for different values of ρ when
PF = 0.1 and M = 5.
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the majority voting rule and approximately 2dB and 1dB are required for the OR and AND

fusion rules, respectively.
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Figure 5.7: Network probability of false alarm versus number of users K, with M=30, SNR
=-10dB and PD = 0.9.

In Figure 5.7, we plot the network probability of false alarm versus the number of users

K that are in favor of H1 out of the M cooperating users for M = 30, SNR of -10dB and

PD = 0.9. We show that there is a number of users K that minimizes the network probability

of false alarm for a given probability of detection, PD. This value of K changes with the

correlation index ρ as shown in the figure.

In Figure 5.8, we plot the network probability of false alarm versus the SNR for different

number of cooperating users K when M = 30 and PD = 0.9, for ρ = 0.05. We observe from

the figure that the K-out-of-M fusion rule outperforms the OR and AND fusion rules for

low values of the SNR. Moreover, the number of users K that minimizes PF is the same as

the one obtained from Figure 5.7 for a certain correlation index. We also notice that, when

SNR at the secondary user is high enough for the secondary user to make a correct detection

on its own, cooperation becomes less effective and similar performance is observed for all the
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Figure 5.8: Network probability of false alarm versus SNR for different number of users K
with ρ = 0.05 and PD = 0.9.

fusion rules considered.

In the remainder of this chapter, we employ the K-out-of-M rule at the fusion center

together with the correlation model described in section 5.3. We consider the more general

case, where the false alarm rate is not fixed and the overall probability of sensing error is

minimized at the fusion centre.

5.6 Correlation-based K∗-out-of-M Optimum Rule

First, we show analytically that the number of users K in the K-out-of-M fusion rule that

optimizes the network probability of false alarm (detection) is dependent on the local thresh-

old γ and the correlation index ρ. It is clear that both PD and PF are dependent on εxy in

(5.11). Since Pd,k = Pd and Pf,k = Pf are both dependent on γ from (3.6) and (3.7) and

120



assuming ρ1 = ρ0 = ρ, we can rewrite εxy as follows:

εxy = f(γ)

y−2∏
s=0

ρ(s+ 1− f(γ)) + f(γ)

1 + sρ
, (5.22)

where f(γ) represents a function of the local sensing threshold. Taking the logarithm of

both sides, we get,

log εxy = log f(γ) +

y−2∑
s=0

log (ρ(s+ 1− f(γ)) + f(γ))− log (1 + sρ). (5.23)

Taking the derivative with respect to s and rearranging the terms, we get,

∂εxy
∂s

= ρεxy

y−2∑
s=0

(
1

ρ(s+ 1− f(γ)) + f(γ)
− 1

1 + sρ

)
. (5.24)

To find the optimal value of y that optimizes εxy , we set
∂εxy
∂s

= 0. Assuming ρ 6= 0 and

εxy 6= 0, we get,
y−2∑
s=0

1

ρ(s+ 1− f(γ)) + f(γ)
=

y−2∑
s=0

1

1 + sρ
. (5.25)

Therefore, the optimal value of K, which is directly related to y as seen from (5.13) and

(5.14), is a function of both ρ and γ as shown in (5.25).

5.6.1 Problem Formulation

Motivated by the above reported results, we aim to find the optimal number of users (K∗) and

the optimum local sensing threshold (γ∗) that jointly minimize the probability of sensing error

at the fusion center subject to a limit on the probability of detection for a given correlation

index, ρ. Using this sensing objective, we are jointly considering the sensing errors that

occur when the channel is busy and idle, i.e., PF and 1-PD. Therefore, we formulate the

problem as

arg
K,γ

min PE(K, γ) = (1− PD(K, γ))PB + PF (K, γ)PI (5.26)
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s. t. PD(K, γ) ≥ β (5.27)

K ∈ {1, ...,M} (5.28)

where PE is the probability of sensing error. The terms PB and PI are the prior probabilities

that the primary user is present and absent on the channel, respectively. Those two terms will

depend on the channel occupancy model described in section 3.3. The network probabilities

of detection, PD, and false alarm, PF , for the K-out-of-M rule are given in (5.13) and (5.14),

respectively. Constraint (5.27) is used to guarantee a satisfactory level of protection for the

primary users by setting a minimum limit, β, on the network probability of detection, PD.

5.6.2 Genetic Algorithm (GA) Based Solution

The above optimization problem is a mixed integer non-linear programming (MINLP) prob-

lem which is generally NP -hard [91]. The formulated optimization problem constitutes

simultaneously minimizing two conflicting non-linear objective functions subject to a lower

limit on a non-linear function. Due to the complexity and non-linearity of the problem, we

propose to use the genetic algorithm (GA) to solve the problem of minimizing the network

probability of sensing error. GA is a general purpose optimization algorithm developed by

Holland [134] that is well suited for multi-objective problems [117].

For a certain correlation index, ρ, the optimal values of γ∗ and K∗ are obtained using

GA as follows:

Step 1 : Generate a population of S chromosomes by randomly assigning values for γ such

that the constraint in (5.27) is satisfied. The value of γ will depend on the desired

local probability of false alarm, Pf,k = Pf , in (3.7).

Step 2 : Encode the value of γ by representing them in a binary form.

Step 3 : Evaluate the fitness function for each of the chromosomes by converting PE in

(5.26) to a function to be maximized for the encoded version of γ.
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Step 4 : Choose a number of chromosomes Sbest, such that 0 < Sbest < S, with the best

fitness value (elite chromosomes) and place them directly in the next generation.

Step 5 : Select S − Sbest parents from the entire population according to their fitness

value by using the roulette wheel selection method where the probability of selecting

a chromosome is equal to its fitness value normalized to the summation of the fitness

values of all the chromosomes in the population.

Step 6 : Perform crossover and mutation on the selected chromosomes from Step 5 with

probability, pc and pm, respectively and obtain a new population of S chromosomes.

Step 7 : Compute the fitness value for the new population. Terminate the algorithm if the

budget of the fitness function evaluations is exhausted; otherwise, return to Step 1.

Step 8 : Repeat the above steps for 1 ≤ K ≤M .

Step 9 : Choose the value of K that gives the maximum fitness value (minimum PE), K∗.

The performance of GA depends greatly on the selection of parameters such as the popula-

tion size, selection method, probabilities of crossover and mutation as well as the termination

criteria. Although there is no complete agreement on the selection of those GA parameters,

some ranges may provide a starting point for implementation. For standard bit implemen-

tation, the population size ranges from 20 to 100, the probability of crossover ranges from

0.6 to 0.95 and the probability of mutation ranges from 0.001 to 0.01 [135].

5.7 Performance Evaluation

In this section, we evaluate the performance in terms of the total probability of sensing error

when using the K-out-of-M fusion rule with correlated local decisions. Since the K-out-of-M

fusion rule with the optimal K outperforms OR and AND fusion rules for weak correlation

coefficients as shown before, we consider values of ρ less than 0.1. In our evaluation, we
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use the following parameters: number of detection symbols N=100, SNR=-5dB, the number

of secondary users M=30, the probability that the primary user is absent PI=0.3, and the

probability that the primary user is present PB=0.7. We then use the genetic algorithm to

find the optimal γ∗ that minimizes the probability of sensing error for each K and compare

PE(K, γ∗) to obtain the optimum K∗. Based on a number of test experiments, we choose

the GA parameters listed in Table 5.1 that are well suited for our optimization problem.

Table 5.1: GA Parameters.

Parameter Value

Initialization method Random

Selection process Roulette wheel selection

Crossover operation One-point crossover

Probability of crossover 0.75

Probability of mutation 0.002

Population size 60

Number of elite chromosomes 2

Termination criterion 2000 evaluations

5.7.1 Numerical Results

First, we numerically evaluate the network probability of sensing error, PE, with different

local sensing threshold, γ. In Figure 5.9, we plot PE versus γ for different number of coop-

erating secondary users K when ρ= 0.05. The figure shows that for each value of K, as PE

varies with γ, there exists only one minimum value for PE. This minimum value of PE will

be different for different values of ρ. This relation can also be deduced from (5.25). The

figure also shows that, for a certain value of of ρ, using the optimal pair (K∗, γ∗), we can

obtain a much lower PE when compared to using non-optimal settings.
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Figure 5.9: Network probability of sensing error versus local sensing threshold for different
number of users K when ρ = 0.05.

5.7.2 GA Based Results

Next, we present the simulation results obtained by using GA to find the optimal pair

(K∗, γ∗) that minimizes PE for a given value of the correlation index ρ. Figure 5.10 shows

PE, calculated using the optimal threshold, γ∗, versus the number of users K, with M = 30,

for different ρ. The limit on PD, β in (5.27), is set to 0.9. We observe from the figure

that, for ρ <0.1, the fusion rule that minimizes PE is the K-out-of-M rule with the optimal

number of users, K∗, depending on the correlation index ρ. However, as ρ gets closer to 0.1,

optimizing K becomes less critical since similar performance can be obtained using the OR

fusion rule. This observation agrees with the previous results presented in section 5.5.

In Figure 5.11, we plot the network probability of sensing error, PE, with the optimal

value of γ∗, for the MV, OR and AND fusion rules with different values of ρ when M=30

and β=0.9. We notice from the figure that the network probability of sensing error degrades

with the increase in the degree of correlation between secondary users for the three fusion
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Figure 5.10: Network probability of sensing error versus the number of users K when β=0.9.
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Figure 5.11: Network probability of sensing error versus the number of users K for different
ρ.
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Figure 5.12: Evolution of the network probability of sensing error using GA algorithm when
K = 11 and ρ=0.05.

Table 5.2: Mean and Standard Deviation of the Network Probability of Sensing Error over
20 Runs.

K=1 K=12 K=15 K=30

ρ=0.01 Mean 0.00538 7.1715× 10−5 9.1572× 10−5 0.06894

Standard deviation 5.1012× 10−7 3.3325× 10−7 2.4072× 10−7 1.2228× 10−7

ρ=0.05 Mean 0.00926 0.00385 0.00450 0.07515

Standard deviation 1.3108× 10−5 3.3474× 10−6 2.2261× 10−6 6.2564× 10−7

ρ=0.1 Mean 0.01429 0.01711 0.01957 0.08116

Standard deviation 7.8609× 10−6 3.0690× 10−6 2.1175× 10−6 2.7098× 10−7

rules considered. In Figure 5.12, we show the evolution of the network probability of sensing

error, PE(K, γ∗), over 45 generations using the GA algorithm when K=11 and ρ=0.05. As

seen from the figure, the GA algorithm for this case converges after 10 generations. The

mean and standard deviation of the network probability of sensing error with optimal γ∗

over 20 runs for different number of users K and different values of ρ when β is set to 0.9 are

shown in Table 5.2. We observe from the table that the standard deviations of the function
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values for different K and ρ are relatively small which indicates that the solution quality of

the GA algorithm is quite stable.

5.8 Chapter Summary

In this chapter, we studied the problem of cooperative spectrum sensing when the local

decisions of the secondary users are correlated and the K-out-of-M fusion rule is employed

at the fusion center. We employed a correlation model, that uses a single parameter, ρ,

to quantify the degree of correlation between secondary users’ local decisions. We derived

the system probabilities of detection and false alarm for the K-out-of-M fusion rule and

the special cases of the AND, OR and majority voting fusion rules. We used the Neyman-

Pearson (NP) criterion to optimize the network probability of false alarm with a constraint

on the network probability of detection when the local decisions are correlated. We showed

that the detection performance of cooperative spectrum sensing degrades with the increase

in the correlation between secondary local decisions for all the considered fusion rules. The

performance difference between the three considered fusion rules is more pronounced for

lower network probability of false alarm and lower SNR received at the secondary users.

We also showed that there is an optimal value of K that satisfies the NP criterion for each

correlation index. For a certain correlation index (ρ < 0.1 in our simulations), the majority

voting rule outperforms the AND and OR fusion rules. However, by optimizing the number

of cooperating secondary users, K, better performance than that achieved by the majority

voting rule can be obtained. For ρ > 0.1, the optimal fusion rule is the OR rule (K = 1).

We showed analytically that the number of users K in the K-out-of-M fusion rule that

optimizes the network probability of false alarm (detection) is dependent on the sensing

threshold and the correlation index, ρ. Motivated by this finding, we formulated the problem

of minimizing the total probability of sensing error under the correlation model used in our

analysis as a mixed integer non-linear programming (MINLP) problem which is generally
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NP -hard. Due to the complexity and non-linearity of the problem, we employed genetic

algorithm to find the optimal local sensing threshold and optimal number of users for a

certain correlation index. We showed that, for different values of the correlation index, the

number of cooperating users that optimizes the performance in terms of minimizing the total

probability of sensing error also differs. Therefore, when the correlation index is known at

the fusion center, the optimum K∗-out-of-M fusion rule can be employed at the fusion center

to minimize the probability of sensing error.

So far in this thesis, we considered narrowband cooperative spectrum sensing, where each

cooperating user can sense only a single channel during a sensing frame. As mentioned in

Chapter 3, to increase the sensing efficiency of cooperative spectrum sensing, secondary users

need to be able to sense more than one channel during each sensing period. Different from

narrowband spectrum sensing, wideband spectrum sensing aims to find more spectral oppor-

tunities over a wide frequency range to achieve higher opportunistic aggregate throughput

in cognitive radio networks. In the next chapter, we focus on wideband spectrum sensing

using multiband joint detection, which employs an array of energy detectors, each of which

detects one frequency band to efficiently utilize the wideband spectrum. We aim to improve

the performance gain, in terms of the opportunistic throughput, for multiband joint detec-

tion by employing cooperation among secondary users. We further consider the effect of

sensing errors due to time offset, which can be due to factors such as reporting delays or

synchronization errors, on the performance of cooperative multiband joint detection.
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Chapter 6

Multiband Cooperative Joint

Detection with Sensing Errors

6.1 Introduction

Conventional spectrum sensing techniques focus on sensing a single channel in each sensing

round. Multiband sensing aims to find more spectral opportunities over a wide frequency

range to achieve higher opportunistic aggregate throughput in cognitive radio networks.

Narrowband sensing techniques cannot be directly used for performing multiband spectrum

sensing because they make a single decision for the whole spectrum and therefore, cannot

identify individual spectral opportunities that lie within the wideband spectrum. To sense

multiple channels in each sensing round, secondary users can use parallel cooperative spec-

trum sensing techniques as discussed in Chapter 3 or they can perform spectrum sensing

over a wide range of frequencies by scanning the spectrum or using multiple RF front ends

for sensing multiple bands.

In multiband joint detection [38,40,72,136,137], secondary users sense multiple narrow-

band channels jointly, instead of one channel at a time, by using an energy detector for each

channel of interest. More specifically, the thresholds for the multiple narrowband energy
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detectors are jointly optimized to improve the aggregate opportunistic throughput of a cog-

nitive radio system while limiting the interference to the primary users. Making decisions

over multiple frequency bands jointly is essential for implementing efficient cognitive radio

networks.

To exploit the spatial diversity of multiple secondary users performing multiband joint

detection, cooperative wideband spectrum sensing schemes should be employed [40,136]. To

this end, first, we investigate the performance of cooperative wideband spectrum sensing,

based on multiband joint detection, when hard decision fusion is employed at the fusion

center. With the objective of maximizing the opportunistic throughput while limiting the

aggregate interference to primary users, we compare the achieved opportunistic throughput

for non-cooperative multiband joint detection and multiband cooperative joint detection.

Next, we consider a probability-based combining scheme for cooperative spectrum sensing

that takes into account the effect of sensing errors due to the time offset. This time offset can

be due to reporting delay, synchronization issues or asynchronous reporting from cooperating

users [19, 68]. We investigate the performance of the multiband cooperative joint detection

in the presence of time offset. By taking into consideration the statistical information of

the licensed band occupancy, we derive the aggregate opportunistic throughput and the

aggregate interference to primary users for cooperative spectrum sensing when sensing errors

due to time offset are present.

6.2 Related Work

Wideband spectrum sensing systems are difficult to design, due to either high implemen-

tation complexity or high energy consumption from high rate analog-to-digital converter

(ADC). Some approaches have appeared in the literature which offer the possibility of im-

plementing wideband spectrum sensing. An early scheme for wideband spectrum sensing

employed a tunable narrowband bandpass filter at the radio frequency (RF) front-end to
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search one narrow frequency band at a time [138], over which existing narrowband spectrum

sensing techniques can be applied. The analysis in [139] showed that the detection of nar-

rowband transmission using energy detection over multiband orthogonal frequency-division

multiplexing (OFDM) is feasible, and can be further extended to cover more complex sys-

tems.

In [42], a wavelet-based spectrum sensing algorithm was proposed. In this algorithm,

the power spectral density (PSD) of the wideband spectrum was modeled as a train of con-

secutive frequency subbands, where the PSD is smooth within each subband but exhibits

discontinuities and irregularities on the border of two neighboring subbands. The wavelet

transform was then used to locate the singularities of the wideband PSD, and the wideband

spectrum sensing problem was formulated as a spectral edge detection problem. In [140],

a filter bank detection approach was proposed that uses a bank of prototype filters (with

different shifted central frequencies) to process the wideband signal. In each band, the corre-

sponding portion of the spectrum for the wideband signal was down-converted to baseband

and then low-pass filtered. Although this approach can capture the dynamic nature of wide-

band spectrum by using low sampling rates, the implementation of this approach requires a

large number of RF components [141].

Compressive sensing based methods were introduced to implement wideband spectrum

sensing in [43, 142–144]. Compressive sensing is a technique that can efficiently acquire

a signal using relatively few measurements, by which unique representation of the signal

can be found based on the signal’s sparseness or compressibility in some domain. As the

wideband spectrum is inherently sparse due to its low spectrum utilization, compressive

sensing becomes a promising candidate to realize wideband spectrum sensing by using sub-

Nyquist sampling rates [43, 142]. Despite its low sampling rate, an implementation issue of

this approach is that a separate compression device is required in each sampling channel,

and the synchronization of these devices must be addressed. Another problem is that the

full spectrum reconstruction requires a high computational complexity, which results in a
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high spectrum sensing overhead.

The authors in [38, 40], introduced a novel multiband joint detection approach, which

jointly detects the signal energy levels over multiple frequency bands, in order to improve

the opportunistic throughput of secondary users and reduce their interference to the primary

systems. Energy detection is used for multiband joint detection by employing an array of

energy detectors, each of which detects one frequency band. In [72], the authors proposed a

multiband sensing-time-adaptive joint detection framework for wideband spectrum sensing

that collectively searches the secondary transmission opportunities over multiple frequency

bands. The authors added periodic sensing to the system model used in [40] and considered

adaptive selection of the sensing time. Based on the energy detector for narrowband sensing,

both the sensing slot duration and detection thresholds for each narrowband detector were

jointly optimized to maximize the achievable opportunistic throughput of the secondary

network while keeping the interference to the primary network bounded to a reasonably low

level.

Different from conventional cooperative spectrum sensing schemes that assume syn-

chronous local sensing information, in [68, 145], the authors proposed a probability-based

combining scheme that enables the combination of both synchronous and asynchronous sens-

ing information from multiple secondary users by utilizing the statistics of the licensed band

occupancy. In this chapter, we consider a probability-based combining scheme for coop-

erative spectrum sensing when each cooperating user is jointly detecting multiple bands

simultaneously. This scheme takes into consideration both the detection errors and the time

offset between local sensing observations and the final decision. In the next section, we

present the multiband joint detection framework used in our analysis.
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6.3 Multiband Cooperative Joint Detection

We consider a wideband channel which is divided into L non-overlapping narrowband sub-

channels and assume that a number of primary users U ′ share this spectrum. Specifically, a

multicarrier modulation-based primary communication system is considered. Depending on

the location and time, some of these subchannels might not be used by primary users and

are available for secondary opportunistic transmission as illustrated in Figure 6.1.

1 1 1 11 000 0

Spectrum vacancies Subands occupied by primary users

Figure 6.1: An illustration of the occupancy of a multiband channel.

We consider the alternating ON/OFF model for the primary user channel usage pattern

as described in section 3.3. We are particularly interested in jointly detecting those vacant

subchannels by K cooperating secondary users. For each subchannel l, the signal is detected

using the energy detection with H0,l and H1,l denoting, respectively, the hypothesis of the

absence and presence of the primary users’ transmission on the lth subchannel. Analog

implementation of the energy detector, like the one shown in Figure 3.2, requires analog

pre-filter with fixed bandwidth which becomes quite inflexible for simultaneous sensing of

narrowband and wideband signals [146]. Digital implementation offers more flexibility by

using fast Fourier transform (FFT) based spectral estimates, which allows sensing of multiple

signals simultaneously. Multiband detection using L point FFT is illustrated in Figure 6.2.

In the frequency domain, the received signal at each subchannel can be represented by
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Figure 6.2: Block diagram of multiband joint detection for wideband spectrum sensing.

its discrete Fourier transform as [40]

Il : Xl,k(n) = Vl,k(n)

Bl : Xl,k(n) = H ′l,k(n)Sl(n) + Vl,k(n),

(6.1)

where Bl and Il indicate the presence and absence of the primary user’s transmission on

subchannel l during the sensing time, respectively. The terms Sl, H
′
l,k and Vl,k denote,

respectively, the PU signal component in the lth subchannel; the channel response between

the transmitter of this PU signal and the kth SU; and the additive Gaussian noise with zero

mean and variance σ2
v . Without loss of generality, we assume that the transmitted signal,

Sl, the channel gain, H ′l,k, and the additive noise, Vl,k, are independent of each other.

We assume that the channel conditions between the primary and the secondary users

remain unchanged during the detection interval [93]. The noise variance, σ2
v , can easily be

estimated by measuring the power level of a channel which is known to be idle and the

channel coefficients, H ′l,k, can also be obtained a priori when the primary transmitter is

known for sure to be active [40, 72]. This a priori information about the channel condition

is attainable since pilot signals are transmitted periodically in the primary system for this
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specific purpose.

The test statistics, computed as the sum of received energy over N samples, for the kth

secondary user on the lth subchannel is given by

Yl,k =
N−1∑
n=0

|Xl,k(n)|2. (6.2)

According to the central limit theorem [82], for large N , the statistic, Yl,k is approximately

normally distributed with mean, E[Yl,k], and variance, Var[Yl,k], given by

E[Yl,k] =

 Nσ2
v , if P (Il) = 1

N(1 + Γ′l,k)σ
2
v , if P (Bl) = 1

(6.3)

Var[Yl,k] =

 2Nσ4
v , if P (Il) = 1

2N(1 + 2Γ′l,k)σ
4
v , if P (Bl) = 1

(6.4)

where Γ′l,k is the SNR of the primary signal at the kth secondary user for each subchannel l

and is given by

Γ′l,k =
|H ′l,k|

2E[|Sl|2]

σ2
v

. (6.5)

We assume that the transmitted signal in each subchannel has unit power, i.e., E[|Sl|2] =

1; this assumption holds when primary radios adopt uniform power transmission strategies

given no channel knowledge at the transmitter side [38,40].

For each subchannel l, the probability of detection for the kth secondary user is given by

P l
d,k(γl,k) = P (Yl,k > γl,k|Bl)

= Q

(
γl,k −N(σ2

v + |H ′l,k|2)√
2N(σ2

v + 2|H ′l,k|2)σ2
v

)
.

(6.6)

Similarly, the probability of false alarm for the kth secondary user on the lth subchannel
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is given by

P l
f,k(γl,k) = P (Yl,k > γl,k|Il)

= Q

(
γl,k −Nσ2

v√
2Nσ4

v

)
,

(6.7)

where γl,k is the decision threshold of subchannel l for the kth secondary user.

In multiband joint detection using cooperating secondary users, our objective is to find

the optimal threshold for each subchannel l such that those thresholds jointly maximize the

aggregate opportunistic throughput of the secondary users while limiting the aggregate in-

terference caused to primary users. The opportunistic throughput represents the throughput

of the secondary users when they opportunistically use the licensed frequency bands that are

not used by primary users. In this case, the optimal threshold on subchannel l will depend

on the thresholds for the other L-1 bands as shown in Figure 6.2. We consider cooperative

spectrum sensing where the fusion center makes decisions about the occupancy of the multi-

ple subchannels, based on the measurements collected from all the SUs over the subchannel

of interest, using the OR fusion rule.

Considering the effect of sensing errors by cooperating secondary users (i.e., probability

of miss-detection and false alarm) when jointly optimizing the decision thresholds for mul-

tiple channels, the network probabilities of detection and false alarm, P l
D and P l

F , on each

subchannel are respectively,

P l
D(γl,k) = 1−

K∏
k=1

(1− P l
d,k), (6.8)

and

P l
F (γl,k) = 1−

K∏
k=1

(1− P l
f,k). (6.9)

If we consider cooperating secondary users with the same performance such that γl,k = γ′l,
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P l
d,k = P l

d and P l
f,k = P l

f , ∀k, then,

P l
D(γ′l) = 1− (1− P l

d)
K , (6.10)

and

P l
F (γ′l) = 1− (1− P l

f )
K . (6.11)

6.4 Sensing Errors due to Time Offset

In the literature, it is usually assumed that the local observations of different users are

obtained at the same time and sent to the fusion center without delay, which does not always

hold in reality [68, 145]. Therefore, in this section, we consider sensing errors due to time

offset between local sensing observations performed by cooperating secondary users and the

final sensing decision by the fusion center. This time offset can be caused by reporting delay,

for example if SUs use random access to transmit on the control channel, synchronization

issues or asynchronous reporting by secondary users. This time offset can result in imprecise

spectrum information that may affect the achievable throughput by secondary users and may

generate unacceptable interference to primary users. Therefore, we will use the statistical

information about the primary user ON/OFF channel usage model described in section 3.3

to find the optimal decision thresholds for cooperative multiband detection in the presence

of sensing errors due to time offset.

According to the local sensing performance, we can represent the local decision of each

secondary user k on subchannel l, dl,k, assuming equal thresholds for all secondary users, γ′l,

on subchannel l, as

dl,k =

 1, Yl,k > γ′l

0, Yl,k ≤ γ′l

(6.12)

Since the primary user can appear at any time on the channel, the decision taken dur-
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ing the sensing time by cooperating secondary users may not necessarily reflect the actual

presence or absence of the primary users’ transmission when a final decision is made at the

fusion center [68]. Therefore, in the presence of time offset, we can calculate the conditional

probability that the kth secondary user decides on the absence of the primary transmission,

i.e., dl,k = 0, given Hx,l, x ∈ {0, 1} is the true state of the primary user’s transmission when

the fusion center makes a final decision as,

P (dl,k = 0|Hx,l) = P (dl,k = 0|Bl)P (Bl|Hx,l) + P (dl,k = 0|Il)P (Il|Hx,l), (6.13)

where the conditional probabilities P (Bl|Hx,l) and P (Il|Hx,l) are the probabilities that the

lth subchannel is sensed busy and idle, respectively, given Hx,l, x ∈ {0, 1} and

P (Bl|Hx,l) + P (Il|Hx,l) = 1. (6.14)

The sensing performance of the kth secondary user at the time of sensing can be repre-

sented by

P (dl,k = 0|Bl) = 1− P l
d,k, (6.15)

and

P (dl,k = 0|Il) = 1− P l
f,k. (6.16)

From (3.8) and (3.9), we can calculate the conditional probabilities P (Bl|H1,l) and

P (Il|H0,l), respectively, as

P (Bl|H1,l) =

∫ ∞
∆t

f lB(t)dt = e−al(∆t), (6.17)

and

P (Il|H0,l) =

∫ ∞
∆t

f lI(t)dt = e−bl(∆t), (6.18)

where f lI(t), f
l
B(t), al and bl are as defined in (3.8) and (3.9) for each subchannel l. The term
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∆t is the time offset, which can be due to different factors as mentioned earlier, normalized

to the total frame period T .

Therefore, we can calculate P (dl,k = 0|Hx,l), for x = 0 and x = 1, respectively, as

P (dl,k = 0|H0,l) = (1− P l
d,k(γ

′
l))(1− e−bl(∆t)) + (1− P l

f,k(γ
′
l))(e

−bl(∆t)), (6.19)

and

P (dl,k = 0|H1,l) = (1− P l
d,k(γ

′
l))e

−al(∆t) + (1− P l
f,k(γ

′
l))(1− e−al(∆t)). (6.20)

6.4.1 Problem Formulation

In this section, we consider the problem of finding the optimal thresholds for the L sub-

channels such that they collectively maximize the aggregate opportunistic throughput for

multiband cooperative joint detection subject to interference constraints for each primary

user in the presence of time offset.

Let Dl = [dl,1, dl,2, · · · , dl,K ] denote the input local decision vector to the fusion center

for each subchannel l, where Dl can take 2K possible realizations. Therefore, we can express

the joint probability P (Dl|Hx,l), x ∈ {0, 1}, at the fusion center for statistically independent

secondary users decisions as,

P (Dl|Hx,l) =
K∏
k=1

P (dl,k|Hx,l). (6.21)

We can express the expected opportunistic throughput on each subchannel l, using the

OR fusion rule, as

Fl(γ
′
l) = Rl

K∏
k=1

P (dl,k = 0|H0,l), (6.22)

where Rl represents the achievable rate on each subchannel l and P (dl,k = 0|H0,l) is given

by (6.19) for each secondary user k making a decision on subchannel l.

Similarly, we can express the expected interference incurred by the primary user on each
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subchannel l as

Āl(γ
′
l) = cl

K∏
k=1

P (dl,k = 0|H1,l), (6.23)

where cl is the interference cost coefficient that assigns some relative interference protection

priorities to different subchannels and P (dl,k = 0|H1,l) is given by (6.20) for each secondary

user k making a decision on subchannel l.

Therefore, we can express the aggregate opportunistic throughput, F , for the secondary

users as

F =
L∑
l=1

Fl. (6.24)

Similarly, we can express the aggregate interference to the uth primary user, Au, as

Au =
∑
l∈S′l,u

Āl, u = 1, · · · , U ′, (6.25)

where S ′l,u is the set of subchannels that primary user u is using out of the total L subchannels.

As such, we can formulate the optimization problem of maximizing the opportunistic

throughput for multiband cooperative joint detection in the presence of time offset as

arg[γ′1...γ
′
L] max F (6.26)

s. t.

Au ≤ εu, u = 1, · · · , U ′ (6.27)

1 − PD ≤ α (6.28)

PF ≤ β′ (6.29)

where constraint (6.27) puts a limit, εu, on the aggregate interference that can be tolerated by

the uth primary user. For a single-user primary system where all the subchannels are used by

one primary user, we have U ′ = 1. Constraint (6.28) limits the probability of miss-detection
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on each subchannel with α = [α1, · · · , αL]T to guarantee a certain protection for primary

users on each subchannel. Constraint (6.29) limits the probability of false alarm on each

subchannel with β′ = [β′1, · · · , β′L]T to guarantee a minimum requirement on the spectrum

utilization by secondary users. In a vector-based format, the probabilities of detection and

false alarm on all subchannels are represented, respectively, as

PD = [P 1
D(γ′1), P 2

D(γ′2), · · · , PL
D(γ′L)]

T
, (6.30)

and

PF = [P 1
F (γ′1), P 2

F (γ′2), · · · , PL
F (γ′L)]

T
. (6.31)

As mentioned earlier, we consider cooperating secondary users with same detector per-

formance, such that, P l
d,k = P l

d and P l
f,k = P l

f , therefore,

Fl(γ
′
l) = Rl

(
P (dl,k = 0|H0,l)

)K
, (6.32)

and

Āl(γ
′
l) = cl

(
P (dl,k = 0|H1,l)

)K
. (6.33)

The optimization problem in (6.26)-(6.29) is a non-linear optimization problem. However,

the fact that the Q-function is monotonically non-increasing allows us to transform the

constraints in (6.28) and (6.29) into linear constraints [38,40]. Therefore, we can reformulate

the optimization problem as

arg[γ′1...γ
′
L] max F (6.34)

s. t.

Au ≤ εu, u = 1, · · · , U ′ (6.35)

γmin,l ≤ γ′l ≤ γmax,l, l = 1, · · · , L (6.36)

where γmin,l and γmax,l are the lower and upper bounds on the threshold of each subchannel,
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respectively.

6.4.2 Derivation of Threshold Bounds

In this section, we derive the threshold bounds, γmin,l and γmax,l by using the constraints on

the network probabilities of detection, P l
D, and false alarm, P l

F , for each subchannel, such

that,

1− P l
D ≤ αl l = 1, · · · , L (6.37)

P l
F ≤ β′l l = 1, · · · , L (6.38)

For the hard combining scheme using the OR fusion rule, we can express the bounds on

the thresholds for each user k on each subchannel l, using the limit on P l
D, as

(1− P l
d)
K ≤ αl l = 1, · · · , L. (6.39)

By substituting (6.39) into (6.6) and taking into account the fact that Q(x) is a mono-

tonically non-increasing function of x, we get

γ′l ≤ γmax,l l = 1, · · · , L, (6.40)

where,

γmax,l ,
(
Q−1(1− K

√
αl)
)√

2N(σ2
v + 2|H ′l |2)σ2

v +N(σ2
v + |H ′l |2), (6.41)

where H ′l is the channel gain for subchannel l.

Similarly, to obtain the lower bound for each user k on each subchannel l, γmin,l, we use

the limit on P l
F . Therefore, from (6.38) and (6.9), we have

P l
f ≤ 1− K

√
1− β′l. (6.42)
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By substituting (6.42) into (6.7), we get

γ′l ≥ γmin,l l = 1, · · · , L, (6.43)

where,

γmin,l ,

(
Q−1(1− K

√
1− β′l)

)√
2Nσ4

v +Nσ2
v . (6.44)

6.5 Performance Evaluation

In this section, we numerically evaluate the performance of the proposed cooperative multi-

band sensing scheme. We consider a multiband single primary user system (U ′=1) with 8

subchannels and each subchannel has a bandwidth of 6 MHz. For each subchannel l, the

probability of miss-detection of the primary user is at most αl = 0.1 and the probability of

opportunistic spectrum utilization is at least 50 %, i.e., β′l = 0.5. The number of cooperating

users, K, is equal to two, the number of detection symbols, N , is equal to 100 and the noise

variance, σ2
v , is equal to one. The subchannel parameters, which are the achievable oppor-

tunistic throughput, Rl, the cost of interfering with the primary user, cl, and the subchannel

gain, H ′l , are generated randomly for each subchannel.

In Figure 6.3, we plot the maximum aggregate opportunistic throughput, F , which is

obtained by solving the optimization problem in (6.34)-(6.36) for the optimal values of the

threshold for each subchannel, γ′l, for different values of the aggregate interference, A. For

multiband joint detection, we compare the cooperative scheme using the OR fusion rule

with the non-cooperative scheme (NCS) [38]. From the figure, it is clear that the coopera-

tive scheme outperforms the non-cooperative scheme in terms of the aggregate opportunistic

throughput for a certain aggregate interference. For example, the cooperative scheme pro-

vides approximately 18% increase in throughput compared to the non-cooperative scheme

when the aggregate interference A = 1.5. We also notice that the maximum achievable

throughput increases as the limit on the interference tolerated by the primary user, ε in
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(6.35), increases, for both the cooperative and non-cooperative schemes.
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Figure 6.3: Comparision of maximum aggregate opportunistic throughput for the cooperative
and non-cooperative schemes.

In Figures 6.4 and 6.5, the network probability of false alarm P l
F and the network proba-

bility of miss P l
M are plotted, respectively, for each subchannel l for the cooperative and the

non-cooperative schemes when limiting the interference to the primary user to ε=1.25. We

can see from Figure 6.4 that better channel utilization, 1-P l
F , is obtained when using the OR

fusion rule compared to the non-cooperative scheme. From Figure 6.5, we can see that the

network probability of miss-detection, P l
M = 1 − P l

D, for each subchannel, l, is bounded by

αl = 0.1 for both schemes. This is an important constraint since it guarantees the desired

protection for the primary user while maximizing the aggregate opportunistic throughput.

In Figure 6.6, we plot the maximum aggregate opportunistic throughput, F , as a function

of the average SNR. The maximum aggregate opportunistic throughput that can be achieved

is constrained by the limit on the aggregate interference ε = 2. Figure 6.6 shows that as

the SNR increases, the opportunistic throughput increases for both the cooperative and
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Figure 6.4: Network probability of false alarm for each subchannel l for ε=1.25.
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Figure 6.5: Network probability of miss-detection for each subchannel l for ε=1.25.

non-cooperative schemes. For low average SNR, the cooperative scheme outperforms the

non-cooperative scheme. However, as SNR approaches 0 dB, the SNR at the secondary user
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Figure 6.6: Maximum aggregate opportunistic throughput versus average SNR for ε = 2.

is high enough for the secondary user to make a correct detection on its own. In this case,

cooperation becomes less effective and almost the same maximum opportunistic throughput

can be achieved for both schemes.

Next, we investigate the effect of sensing errors due to time offset on the achievable

aggregate opportunistic throughput by cooperative multiband joint detection. Using the

exponential ON/OFF model, we generate 1/al and 1/bl, the mean duration of the ON and

OFF periods for each subchannel l, respectively, by using uniform distribution between [0.5,

5.5] for each subchannel [83].

In Figure 6.7, we plot the maximum aggregate opportunistic throughput, F , versus the

aggregate interference, A, for different values of the normalized time offset, ∆t. From the

figure, it is clear that for the same limit of interference tolerated by the primary user, the

maximum achievable aggregate throughput decreases as ∆t increases.

In Figures 6.8 and 6.9, the network probability of false alarm, P l
F , and the network

probability of miss-detection, P l
M = 1−P l

D, are plotted respectively for each subchannel l for
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Figure 6.7: Maximum aggregate opportunistic throughput versus the aggregate interference
for different normalized time offsets.

Figure 6.8: Network probability of false alarm for each subchannel l for different normalized
time offsets and ε=4.
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Figure 6.9: Network probability of miss-detection for each subchannel l for different normal-
ized time offsets and ε=4.

different values of ∆t when limiting the interference to the primary user to ε=4. Although

the performance of each subchannel will depend on its gain, as we can see from Figure

6.8, when ∆t increases, P l
F increases as well for all subchannels. This increase in P l

F will

result in lower values of the optimal decision thresholds and consequently lower aggregate

opportunistic throughput. From Figure 6.9, it is clear that the the network probability

of miss-detection, P l
M for each subchannel is bounded by αl = 0.1 for all values of the

normalized time offset, ∆t. This bounded value of P l
M guarantees the desired protection for

the primary user regardless of the value of ∆t.

6.6 Chapter Summary

To increase the sensing efficiency of spectrum sensing techniques, secondary users need to

be able to detect multiple opportunities during a sensing period without degrading the
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sensing accuracy. Multiband joint detection is one approach for wideband spectrum sensing

that allows secondary users to detect multiple bands simultaneously with jointly optimized

local thresholds. In this chapter, we employed hard decision cooperation between secondary

users performing multiband joint detection in order to improve the spectrum utilization

of secondary users and reduce interference to the primary users. To account for possible

sensing errors due to time offset resulting from factors such as reporting delay, asynchronous

sensing or synchronization errors, we employed a probability-based combining scheme for

combining the decisions of secondary users when each cooperating user is jointly detecting

multiple bands simultaneously. By considering the primary user’s spectrum usage model, we

derived the opportunistic throughput and interference to primary users on each subchannel

in the presence of time offset. We then formulated the problem of maximizing the aggregate

opportunistic throughput for the cooperative multiband joint detection subject to a limit on

the aggregate interference to primary users.

We numerically evaluated the performance of cooperative multiband joint detection, us-

ing the OR fusion rule, and compared it with the non-cooperative scheme. We showed

that cooperative sensing is effective in improving the aggregate opportunistic throughput of

secondary users while limiting the interference to primary users as compared to the non-

cooperative scheme. This performance improvement is more pronounced at low received

SNR at the secondary users. We also evaluated the performance of multiband coopera-

tive joint detection in the presence of time offset. Numerical results showed that as the

time offset increases, the probability of false alarm on each subchannel also increases which

results in lower channel utilization. Results also showed that, for certain limit on the aggre-

gate interference to primary users, the sensing errors due to time offset lead to performance

degradation in terms of the aggregate opportunistic throughput.
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Chapter 7

Conclusions and Future Work

The ever-increasing demand for higher data rates in wireless communications in the face

of limited or under-utilized spectral resources has motivated the introduction of dynamic

spectrum access (DSA). Traditionally, licensed spectrum is allocated to licensed users and is

intended to be used only by those users. The concept behind DSA is to allow secondary users

to exploit these under-utilized spectral resources by reusing unused spectrum in an oppor-

tunistic manner without causing harmful interference to the primary users of the spectrum.

To achieve this goal, secondary users, equipped with cognitive radios, must sense the spec-

trum to detect its availability and must be able to detect very weak primary users’ signals.

Therefore, spectrum sensing plays a crucial role in the successful deployment of cognitive

radio networks. To further improve the spectrum sensing performance, efficient cooperative

spectrum sensing schemes, that exploits multiuser diversity, need to be employed. In most of

the previous work, sequential sensing is employed for cooperative spectrum sensing wherein

the same set of cooperating users sense a single channel in each sensing period to increase

the sensing accuracy. However, this approach greatly limits the sensing efficiency and can

result in a large cooperation overhead. In this thesis, we considered more efficient coopera-

tive spectrum sensing techniques and proposed efficient solutions both at the local sensing

level and fusion level to best leverage the achievable cooperative gain.
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7.1 Conclusions

In this thesis, we focused on the design of efficient cooperative spectrum sensing techniques

for cognitive radio networks to increase the achievable cooperative gain while limiting the

incurred cooperation overhead and sensing errors. To this end, we studied two sensing

schemes that enables the sensing of multiple channels in each sensing period, namely, the

parallel cooperative spectrum sensing scheme and the multiband joint detection scheme. We

mainly focused in our study on two important design issues for cooperative spectrum sensing

which are cooperative user selection techniques and reliable decision fusion schemes in the

presence of practical limitations.

In Chapter 2, we reviewed the most common spectrum sensing techniques for cognitive

radio networks and detailed their advantages and disadvantages. To address the limitations

of the spectrum sensing techniques by a single secondary user, cooperative spectrum sensing

and its main elements and limiting factors have been discussed.

In Chapter 3, we first addressed the problem of sensing efficiency-accuracy trade-off

through the design of a novel user-group assignment algorithm for group-based cooperative

spectrum sensing based on energy detection. Our aim was to maximize the throughput ef-

ficiency that takes into account both the average opportunistic throughput and the average

sensing overhead without degrading the sensing accuracy. We formulated the throughput

efficiency maximization problem with heterogenous secondary users as a non-linear binary

programming problem and designed the proposed assignment algorithm to solve it. The

proposed algorithm adaptively performs user-group and group-sensing round assignments to

minimize the number of sensing rounds and number of users needed to discover an available

channel and thus increasing the throughput efficiency while satisfying a predefined limit on

the sensing accuracy. We showed that the proposed algorithm has a low computational

complexity and its performance is within 4.2% and 2.75% of the optimal exhaustive search

for the fixed and variable secondary transmission rates cases, respectively, when the number

of groups, |G|=2. We examined the effect of different parameters such as number of coop-
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erating users and channels, channel availability and different values of the signal-to-noise

ratio on the proposed assignment algorithm. We showed that the proposed algorithm was

consistently able to outperform the non-adaptive and sequential schemes for the different

parameters examined. For example, for the variable transmission rate case, simulation re-

sults demonstrated that the proposed algorithm can provide improvement in the throughput

efficiency for up to 19% and 86% when compared to non-adaptive and sequential cooper-

ative sensing schemes, respectively, when the number of groups, |G|=6 and the number of

secondary users, K=12.

In Chapter 4, we addressed the problem of reliably fusing the decisions of secondary users

with heterogeneous sensing abilities. We proposed a decision fusion scheme that takes into

consideration the reliability of each secondary user, in the form of a weight factor, when

making the final decision at the fusion center. We defined the reliability of a secondary

user’s decision in terms of its probabilities of detection and false alarm. Contrary to most

previous work, we did not assume the knowledge of the probabilities of detection and false

alarm for each secondary user. Instead, we used the fusion center results and the local

decisions made by secondary users to estimate the probabilities of detection and false alarm

for each secondary user according to their relative frequencies through a counting process.

We formulated the problem of minimizing the network probability of sensing error with

heterogeneous secondary users subject to a limit on the network probability of detection as a

non-linear integer programming problem. To solve the formulated optimization problem, we

developed a dual search algorithm, based on a non-linear Lagrangian approach, and showed

that the algorithm converges to the optimal value, obtained through exhaustive search, with

zero duality gap using few number of iterations. We investigated through simulations the

effect of different parameters such as the window size, global threshold and SNR on the

proposed reliability-based fusion scheme. We showed that after a certain window size, that

is different for different values of the global threshold and SNR, we can achieve a good

estimate of the network probabilities of detection, false alarm and sensing error. We also
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showed that the proposed scheme is able to provide lower network probability of sensing

error when compared to the OR and AND fusion schemes. For example, the proposed

scheme can provide improvement in the network probability of sensing error for up to 18%

and 88% when compared to the OR and AND fusion rules, respectively, when the number

of secondary users, K=8.

In Chapter 5, we addressed the practical concern of secondary users reporting correlated

local decisions to the fusion center. We employed a correlation model that uses a single

parameter to quantify the degree of correlation between the secondary users’ local decisions.

We derived the system probabilities of detection and false alarm for the general K-out-of-M

fusion rule and showed that the detection performance of the cooperative spectrum sensing

scheme degrades with the increase in the correlation between secondary users’ local decisions.

We formulated the problem of minimizing the network probability of sensing error as a mixed

integer non-linear programming problem and showed that the number of secondary users

that minimizes the network probability of sensing error is different for different values of the

correlation parameter. Based on our results, we employed the genetic algorithm to find the

optimal K∗-out-of-M fusion rule and the optimal local threshold that jointly minimize the

network probability of sensing error for cooperative spectrum sensing when the correlation

index is known at the fusion center.

In practical scenarios, there may exist sensing errors due to time offset between local

sensing observations performed by cooperating secondary users and the final sensing deci-

sion by the fusion center. This time offset can be caused by different factors such as reporting

delay, synchronization issues or asynchronous reporting by secondary users. In Chapter 6,

we analyzed the impact of sensing errors due to time offset on the performance of multiband

cooperative joint detection. We investigated the performance improvement, in terms of ag-

gregate opportunistic throughput, for the multiband joint detection framework when hard

decision cooperation is employed at the fusion center. We employed a probability-based

scheme for combining the local decisions of secondary users to take into account possible
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sensing errors at the fusion center due to time offset. We derived the opportunistic through-

put and interference to primary users on each subchannel in the presence of time offset. We

then formulated the problem of maximizing the aggregate opportunistic throughput for the

cooperative multiband joint detection subject to a limit on the aggregate interference to pri-

mary users. We evaluated the performance of multiband cooperative joint detection in the

presence of time offset and showed that as the time offset increases, the probability of false

alarm on each subchannel also increases. This increase results in lower channel utilization

and consequently leads to performance degradation in terms of the aggregate opportunistic

throughput.

7.2 Future Work

Throughout this thesis, we proposed several techniques that contributed to the efficient

design of cooperative spectrum sensing schemes for cognitive radio networks. However,

there are some relevant issues that warrant further consideration in the future work. For

instance, although using energy detection greatly reduces the complexity compared to other

detection schemes, it relies on the assumption that the noise variance can be accurately

estimated. However, in practice, this is difficult and the noise uncertainty will degrade the

system performance even if cooperative spectrum sensing schemes are adopted. Therefore,

building upon the work presented in this thesis, a two-stage sensing scheme can be employed

wherein coarse sensing based on energy detection is performed in the first stage and, if

required, fine sensing based on feature detection, such cyclostationary-based detection, can

be performed in the second stage.

While studying the performance of the proposed cooperative sensing techniques, it has

been assumed that a spectrum access opportunity for secondary users exists when the pri-

mary transmitter is inactive. However, secondary users can still share the spectrum when

the primary user is transmitting provided that the amount of interference generated at the
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primary receiver is not harmful as described in Section 2.3. To protect the primary receiver,

a guard area can be defined around each receiver where the secondary transmission is not

permitted. The spectrum sensing problem can then be viewed as deciding whether or not

the secondary transmitter is within the guard area. In the case where the secondary user can

detect the primary user’s transmitter but can still be allowed to transmit, the hypotheses

may need to be modified in some reasonable way that accounts for those spatial spectrum

opportunities. The probabilities of detection and false alarm will need to be computed using

this modified formulation. The proposed cooperative spectrum sensing techniques in this

work depend on the values of those probabilities and not on their specific distributions. This

suggests that the proposed techniques can still be applied to improve the detection perfor-

mance. However, further performance analysis and evaluations need to be carried out to

assess this performance improvement.

In this work, we examined the performance of cooperative spectrum sensing over the

additive white Gaussian noise channel. It will be beneficial to study the performance of the

designed cooperative spectrum techniques over fading channels. When fading models, such

as Rayleigh, Rician or Nakagami-m channels, are considered, the channel gain will be time

variant and the SNR will be modelled as random variable with a distribution depending on

the fading model used. Depending on the fading model, the average probability of detection

can be evaluated by averaging the probability of detection obtained for the AWGN channel

over the SNR range. Although we expect our designed techniques to provide performance

improvement for cooperative spectrum sensing when fading is considered, this needs to be

confirmed through analysis and simulations.

In this work, we considered the performance of cooperative spectrum sensing with corre-

lated local decisions for identical secondary users. Assuming heterogeneous secondary users

with correlated local decisions is an idea that warrants further investigation. The correlation

model considered in this thesis can still be employed, however, the network probability of

detection (false alarm) with unequal probabilities will need to be derived in the presence of
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correlation. Another interesting idea for future work is to incorporate the effect of correla-

tion in the design of the user-group assignment algorithm proposed in Chapter 3. We expect

that selecting users with minimum correlation to sense in each group can further enhance the

performance of the proposed group-based cooperative spectrum sensing scheme. However,

further research work is needed to come up with solid conclusions.

The analysis of the time offset impact on the performance of the multiband cooperative

joint detection framework presented in Chapter 6 was the first step towards the design of

a more robust fusion scheme for multiband cooperative sensing. Assuming different time

offsets for different cooperating users can be easily incorporated in our analysis. This topic

can be further investigated and extended to consider mitigating the effect of sensing errors

due to time offset as a future research direction. For instance, the interference and spectrum

utilization constraints need to be adjusted to account for the effect of those sensing errors.

Since this will further increase the complexity of the optimization problem, efficient heuristics

with reduced complexity will need to be developed.
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Appendix A

Some Concepts in Optimization

The goal of optimization is to find the best solution to a problem from a set of feasible

solutions, such that a given quantity is optimized. The solutions are compared using a real-

valued objective function of one or more problem variables. The feasible set is determined

by the constraints, a system of inequalities or equations in the problem variables.

A.1 Classification of Optimization Problems

Optimization problems can be classified based on a number of characteristics as follows [147]:

• Number of variables: A problem with only one variable to be optimized is referred

to as a univariate problem. If more than one variable is considered, the problem is

referred to as a multivariate problem.

• Type of variables: A continuous problem has continuous-valued variables. The

problem is referred to as an integer or discrete optimization problem if the variables

are restricted to take integer values. A mixed integer problem has both continuous-

valued and integer-valued variables. Problems where solutions are permutations of

integer-valued variables are referred to as combinatorial optimization problems.
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• The number of optima: If there exists only one clear solution, the problem is

unimodal. If more than one optimum exists, the problem is multimodal.

• Degree of non-linearity of the objective function: Linear problems have an

objective function that is linear in the variables. Quadratic problems use quadratic

functions. When other non-linear objective functions are used, the problem is referred

to as a non-linear problem.

• The constraints used: A problem that uses only boundary constraints is referred to

as an unconstrained problem. Constrained problems have additional equality and/or

inequality constraints.

• The number of optimization criteria: If the quantity to be optimized is expressed

using only one objective function, the problem is referred to as single objective prob-

lem. A multi-objective problem specifies more than one objective, which need to be

simultaneously optimized.

In this thesis, we dealt with different classes of non-linear integer programming (NLIP)

problems. NLIP problems are optimization problems where the set of variables are con-

strained to take integer values and the objective function and feasible region of the problem

are described by non-linear functions (optimization problem in Chapter 4). If those variables

are restricted to binary values (0 or 1), the problem is called non-linear binary (0-1) pro-

gramming problem (optimization problem in Chapter 3). If some variables are integers and

some can take continuous values, the problem becomes a mixed integer non-linear (MINLP)

programming problem (optimization problem in Chapter 5).

A.2 Classes of Complexity

Classes of complexity are defined to distinguish problems according to their hardness. The

complexity class P , which stands for polynomial, consists of all those problems that can
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be solved on a deterministic Turing machine in polynomial time from the size of the input.

Turing machines are an abstraction that is used to formalize the notion of algorithm and

computational complexity. A comprehensive description of them can be found in [148]. On

the other hand, the complexity class NP , which stands for non-deterministic polynomial,

consists of all those problems whose solution can be found in polynomial time on a non-

deterministic Turing machine. Since such a machine does not exist, practically it means that

an exponential algorithm can be written for an NP -problem, nothing is asserted whether a

polynomial algorithm exists or not. Problems in the NP complexity class have the following

properties:

• They are decision problems.

• They can be solved in polynomial time on a non-deterministic Turing machine.

• Their solution can be verified for correctness in polynomial time on a deterministic

Turing machine.

A subclass of NP is called NP -complete. Any NP problem lies in the class NP -complete

if and only if every other problem in NP can be transformed to it in polynomial time.

Informally, NP -complete problems are the hardest problems in NP . Moreover, if anyone

could find a polynomial algorithm to solve any NP -complete problem on a deterministic

Turing machine, this implies that every problem in class NP can be solved in polynomial

time. However, no such algorithm has been found yet.

Finally, the class NP -hard can be understood as the set of problems that are at least

as hard as the hardest problems in NP . In other words, NP -hard problems have the same

trait as NP -complete problems but they do not necessary belong to class NP . Based on

this definition, if an optimization problem has an NP -complete decision version, then this

optimization problem is NP -hard. Since the decision version of the linear integer binary

problem is in NP -complete [148], the linear integer programming optimization problem is

NP -hard. Since any bounded integer variable can be expressed as a combination of binary
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variables, both the linear integer and mixed integer linear optimization problems are gener-

ally NP -hard. Therefore, the considered classes of non-linear integer optimization problems

are also NP -hard since they generalize their equivalent classes of linear integer optimization

problems. For optimization problems that belong to class NP -hard, it is unlikely to find an

optimal solution within a practical amount of time. In such cases, heuristic algorithms that

find suboptimal solutions, but have acceptable time and space (memory) complexity, play

an indispensable role.

A.3 Computational Complexity of Algorithms

A major characteristic of a good algorithm is its efficiency, that is, how much time and

memory are required to solve a particular problem. Intuitively, time and memory can be

measured in real units such as seconds and megabytes. However, these measurements are

not subjective for comparisons between algorithms, because they depend on the computing

power of the specific machine and on the specific data set. To standardize the measurement of

algorithm efficiency, the computational complexity theory was developed [149]. This allows

the efficiency of an algorithm to be estimated and expressed conceptually as a mathematical

function of its input size, m, which refers to the number of items in the input data set.

In general, time complexity is considered more important than space complexity, in part

because the memory requirement of most algorithms is lower than the capacity of current

machines. The time complexity of an algorithm can be measured using best-case, average-

case or worst-case complexity. The best-case complexity, which is less commonly used, is

when an algorithm takes minimum amount of time to run to completion for a specific set

of inputs. Average-case complexity is a more meaningful characterization of an algorithm,

however, its calculations are often difficult and complicated. This necessitates the use of a

worst-case complexity metric which represents the complexity of an algorithm with respect

to the worst possible inputs. Therefore, worst-case complexity gives an upper bound on the
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average-case complexity.

Table A.1: Table of Common Time Complexities as a Function of the Input Size m.

Notation Name
O(1) Constant time

O(logm) Logarithmic time
O(m) Linear time

O(m logm) Log-linear time
O(m2) Quadratic time
O(m3) Cubic time
O(2m) Exponential time
O(m!) Factorial time

In computational complexity theory, not all parts of the running time of an algorithm

are essential. In fact, only the rate of growth or the order of growth of the running time is

typically of most concern in comparing the complexities of different algorithms. Asymptotic

notations are symbols used in computational complexity theory to express the efficiency

of algorithms with a focus on their orders of growth. The three most used notations are

O-notation, Ω-notation, and Θ-notation, which are explained as follows [150]:

• O-notation: The O-notation, which denotes the asymptotic upper bounds of the

complexity functions, is the dominant method used to express the complexity of al-

gorithms. In O-notation, lower-order terms and constant coefficients of leading terms

can be ignored in complexity theory. If the time complexity of an algorithm can be ex-

pressed with or is asymptotically bounded by a polynomial function, it has polynomial

time complexity. Otherwise, it has exponential time complexity. The O-notations of

frequently encountered order of functions are listed in Table A.1 in descending order

of their efficiency.

• Ω-notation: The Ω-notation is the inverse of O-notation and is used to express the

asymptotic lower bounds of complexity functions. Ω-notation receives much less at-

tention than O-notation, because we are usually concerned about how much time at

most would be spent executing an algorithm instead of the least amount of time spent.
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• Θ-notation: The Θ-notation expresses the asymptotically tight bounds of complexity

functions. Although Θ-notation is more precise than O-notation when characterizing

algorithm complexity, O-notation is usually favored since it is often much easier to

prove an upper bound than it is to prove a tight bound. Moreover, upper bounds are

considered sufficient for characterizing algorithm complexity.
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[2] L. Khalid and A. Anpalagan, “Adaptive Decision Fusion Scheme for Cooperative Spec-

trum Sensing in Cognitive Radio Networks,” Under Revision, 2013.

[3] L. Khalid and A. Anpalagan, “Cooperative Sensing with Correlated Local Decisions

in Cognitive Radio Networks,” IEEE Transactions on Vehicular Technology, vol. 61,

pp. 843–849, February 2012.

[4] L. Khalid and A. Anpalagan, “Emerging Cognitive Radio Technology: Principles, Chal-

lenges and Opportunities,” Computers and Electrical Engineering, vol. 2, pp. 358–366,

March 2010.

B.2 Conference Publications
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Sensing in Cognitive Radio Networks,” Submitted to IEEE Vehicular Technology Con-
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