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ABSTRACT
Computer-automated Shadow Moiré Method

and Applications for 3D Surface Profiling

© Rui Zhao, 2006
Master of Applied Science
in the program of
Mechanical Engineering

Ryerson University
Among numerous methods for 3D surface profiling, classic shadow moiré method has
been kept as the most popular one due to its full-field feature and low cost. This thesis
focuses on a computer-vision shadow moiré method with a scope to improve the
measurement resolution, accuracy and efficiency. The computer automation is basically
realized through the introduction of a phase-shifting technique that is incorporated with a
new multi-grid least-square unwrapping algorithm. The method is enhanced by
implementing a few additional image processing techniques. These techniques, when
implemented, result in improved measurement accuracy and enable easy applications to
irregularly shaped surfaces. The study also proposes a new, automated system calibration
approach that is based on a real-time image subtraction. A data normalization process is
studied to resolve possible confusions in the presentation of the original data. The
verification test results show that the modified shadow moiré technique has achieved the
initial goal, in that the measurement resolution now reaches a few percentage of the fringe

sensitivity.
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CHAPTER 1 INTRODUCTION

1.1 Moiré phenomenon

The word moiré originates from the French language referring to wave-like patterns. The
moiré effect is an optical phenomenon that is visible when two or more periodically
structured patterns (such as line gratings and screens, etc.) are superimposed [1]. Though
certain such phenomena have adverse effects, such as the aliasing phenomenon seen in TV,
film and video displays and signal transfers, moiré has found signiﬁcant applications in

areas related to metrology, especially for surface shape and deformation measurement.

A line grating usually comprises alternately varying opaque and transparent lines that are
equally distanced, as seen in Fig 1.1. The distance between two adjacent lines is constant
and called the pitch, and the number of grating lines per unit length is referred to as the
density of the grating. The superposition of two similar gratings can produce a moiré
pattern with bright and dark fringes referred to as moiré fringes. The following discussed
cases each involves a pair of such gratings, of which the one that keeps the pitch and the
orientation unchanged is called the master grating or reference grating, and the other that
is adhered to a specimen and therefore its pitch and orientation change as the specimen

deforms is defined as the specimen grating.

Fig. 1.2 shows a moiré fringe pattern generated by two identical line gratings that are
rotated by a small angle with respect to each other. As the angle increases, the distance

between any two adjacent dark fringes decreases. The moiré fringes so generated are



parallel and alternate light and dark bars. They are uniformly spaced over the
superimposed grating area. For an arbitrarily deformed specimen subjected to mechanical

or thermal loads, the obtained moiré fringes are usually curved and unequally spaced, and

the moiré pattern thus carries the information of the specimen deformation.

Fig. 1.1 A line grating composed of straight and parallel lines.
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Fig 1.2 Moiré fringes generated by superimposing two
similar line gratings. [15]



Curved gratings with circular and radial lines are used in some applications [1-3,5]. One
example involves gratings of circular lines. When the specimen grating is deformed to
become elliptical, the superposition of the deformed and the reference gratings generates a
fringe pattern as typically seen in Fig.1.3. In this case, the fringe pattern reveals the radial

component of the specimen displacement.
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Fig.1.3 Moiré pattern obtained by superimposing two circular line gratings. [5]

1.2 Moiré fringe interpretations
The moiré fringes, representing displacement contours of the specimen, map and visualize

the geometric difference (in pitch and orientation) between the pair of master and specimen

w



gratings. The moiré effect has attracted much interest in metrology related areas of
applications, especially in experimental solid mechanics. For the latter, the determination
of in—plane and out-of-plane displacement due to the motion and deformation of a surface
is of a primary interest. Of the various methods that have been researched, the classic two-
dimensional geometric moiré and the laser based moiré interferometry belong to the in-
plane methods and the shadow moiré and projection moiré are for the out-of-plane

measurement. The fringe interpretation is a key step in applications of these methods.

Classic in-plane geometric moiré

In the history of development of moiré methods, the classic geometric in-plane moiré is the
very first to be studied. It is called geometric moiré because the mathematical relationship
between the properties of grating lines and those of the resulted moiré fringes can be
obtained based on a simple geometric analysis [2, 3]. Taking the case of the pure rigid-
body rotation as an example in which the specimen grating is rotated by an angle with
respect to the reference grating, the analysis is performed based on a schematic shown in
Fig.1.4. In the diagram, the two parallel lines A1 and A2, belonging to a specimen grating
of pitch p,, are parallel and adjacent to each other; so are the lines B1, B2 and B3 of the

reference grating of pitch p;; lines C1 and C2 are the center lines of moiré fringes shown as

the bars with three lines; @1is the angle of rotation of the specimen grating and a the angle

between the reference grating lines and the moiré fringes. A simple geometric analysis

yields a mathematical relationship as follows:



D __sin(a)

1.1
p, sin(a+06) (.0
Equation (1.1) can be used to yield the intersection angle a as:
a= arctan[ﬂ(-a)p—zil (1.2)
Py —cos(0)p,

A similar analysis relates the pitch of the specimen grating, p, and the moiré fringe

spacing, J, as

S _sin(a + 0)

o sin®) ()

Substituting a in Eq.1.2 to Eq.1.3, fringe spacing J can be obtained as

p2
5= — 2 (1.4)
\/pz + p; —2p, p, cos(0)

Since no deformation occurs in the rigid body rotation case, p; = p; = p and Eq.1.4 can be

rewritten as

P
o= 2sin(6/2) (1.5

Eq.1.5 can be approximately replaced with a simpler form as



5= (1.6)

NSS!

as long as @ is sufficiently small. In another case where the specimen is under simple
tensile loading, the specimen grating is so stretched that in the length of & there is one
grating line more than in the reference grating, as shown in Fig. 1.5. Given the specimen
grating pitch p; and the reference grating pitch p,, the fringe spacing is related to the
pitches by

o=np, =(n+1)p, (1.7)
where n is the number of grating lines in between the two adjacent fringes in the reference ;.

grating. Eliminating n in Eq.1.7 yields the relation between the fringe spacing and the

grating pitches as
111 L)
6 p P, .

Model grating

Reference grating

/ === Molre fringes

Fig. 1.4 Geometric moiré in the case of rotation.
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Fig. 1.5 Geometric moiré in the case of pure elongation.

Out-of-plane moiré

Shadow moiré and projection moiré are both commonly applied in measuring three-
dimensional deformation of a surface. Displacement is measured by comparing the fringe
patterns obtained before and after the object movement or load application has occurred.
Shadow moiré [1,2,4,6,7] occurs due to the interference between a reference grating and
the shadow of the grating projected onto a surface. The resulted fringe pattern characterizes
the distance from a surface point to the reference grating. Due to its low cost and easy-to-
apply, shadow moiré becomes very popular for measuring relatively small objects with
limited depth range. A brief introduction of projection moiré method is given below, while

the shadow moiré method will be discussed in detail in the latter chapters.



The method of projection moiré has the capability of measuring large objects yet at the
expense of reduced resolution. Several projection moiré methods similar in principle but
differing in implementation have been reported [1,4,5,14, 25,38]. Fig.1.6 shows a
schematic of one such conﬁguration. The grating projected onto an object surface
becomes distorted in accordance to the surface’ topographic features. When both the
projected grating and a reference grating are superimposed, a moiré pattern is generated.
The moiré fringes map the surface topography as topographic contour lines. Implementing
a phase shifting technique can improve the measurement resolution. In such a proposed
setup, an electric translator is used to translate the projected grating to realize the phase
shifting. With several projected gratings, each translated at a certain amount, a set of phase
shifted fringe patterns can be obtained. An analysis for the relationship between the
surface warpage and moiré fringe results in the following expfession
W(x,y) = N(x,y)p/(tanc + tan ) (1.9)

where a and p are the illumination angle and observation angle, respectively, N (x,) is the
fringe order at a point (x, y), which is not necessarily an integer number, and p is the pitch
of the reference grating. Further analysis can show that Eq.1.9 applies to both projection

moiré and shadow moiré.

A moiré fringe pattern can be mathematically represented by the variation of light intensity

across the pattern as
I; (x,y) =A(x,y) + B(x,y)cos[ 4 (x, y)+(%)k], k=0,1,2,3. (1.10)

¢ (x, y) is the phase angle and can be calculated from the following equation



if four of the above mentioned phase-shifted fringe patterns are made available:

@ (x,y) = arctan [(I3-1))/(I-1,)] (1.11)
where Iy, I}, I, and I; are the intensity distribution functions of such patterns, each having
the phase shifted by 0, n/2, 7 and 37/2, respectively. Upon obtaining the phase angle¢ (x,

) at a point, the fringe order N(x, ) of the point can be obtained via

NG, y) = % (1.12)

The classic moiré fringe analysis relies on rough estimates of fringe orders merely based
on the light intensity. The implementation of computer vision and phase shifting
techniques has not only achieved computer automation, but also dramatically increased the

accuracy and resolution of the moiré methods.
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Fig.1.6 Schematic diagram of projection moiré setup. [14]

1.3 Moiré in engineering
The history of the study of moiré phenomena can be tracked back to over a hundred years

ago. Lord Rayleigh [31], in 1874, first observed the interference pattern by superimposing
two diffraction gratings. Rayleigh proposed an application of using the moiré technique in
testing diffraction grids. Mulot in 1925 applied that technique to study the deformation of

mica layers. Later in 1945, Tollenar reported that moiré fringes could be used to magnify

10



displacements, being also suitable as a photoelastic method. Later Weller and Shepherd in
1948 presented another significant advance. They used the moiré technique to measure
deformation of an object under applied stress by looking at the differences in a grating
pattern that changed due to the stress application. In the 1950’s, Ligtenberg and Guild
realized moiré interferometry method for stress analysis by mapping slope contours and
displacement measurement. It was not until the 1970s that the use of moiré to measure
surface topography was first proposed by Meadows [34], Takasaki [35], and Wasowski
[36], separately. Digital processing and analysis of moiré fringe pattern, first reported by
Yatagai et al [32] in 1982, came only after the computer and CCD (Charge Coupled
rDevice) became popularly available. According to Hu [66] (2003), projection moiré and
shadow moiré are to-date the most frequently employed shape surveying techniques due to
their simplicity and quickness. The conventional applications include the measurement of
surface topography, deformation due to mechanical and thermal loading, and vibration
mode analysis, etc. It is only very recently that the high sensitive shadow moiré has found
wide applications in electronics industry, in particular in measuring the warpage of

microelectronic devices under mechanical and thermal loading.

1.4 Background and objectives of current research

As mentioned, shadow moiré as a practical method has been widely employed for out-of-
plane surface profiling and warpage measurément. It is not only until recent years and due
to the trend of shifting from failure statistics-based to physics-based reliability assessment,
that the shadow moiré method has been brought to the attention of the microelectronics

research and manufacturing industry. Applications to measuring thermally induced

11



warpage for PCBs (printed circuit board), components and assemblies have made possible
the quantitative determination of deformation parameters for the packages. The merits of
the method including low cost, quick application and higher accuracy and resolution, are
largely attributed to the adoption, ﬁrét in 1990, of the phase-shifting technique. Mainly
driven by the demand for higher sensitivity and resolution, Dirckx and Decraemer [33]
proposed a system for an automated three-dimensional surface measurement using a four-
step phase shifting algorithm. As a computer vision and digital processing method aided
by the phase-shifting technique, shadow moiré reaches a measurement sensitivity of better
than 2 microns and a much improved spatial resolution that depends both on the optical
and video resolutions of the system. Moreover, the direction of the warpage is
automatically determined due to the nature of the fringe shifting. Even though the existing
shadow moiré techniques are pretty mature with the merits as just described, there are still

some limitations and drawbacks that need to be improved.

The research applications have shown that further improvement of the shadow moiré
technique is yet much needed in many ways. First, the existing versions of shadow moiré
technique commonly adopt the FFT (Fast Fourier Transform) and the DCT (Discrete
Cosine Transform) least-square unwrapping algorithms in order to recover the real phase
values. These algorithms commonly have restrictions imposed on the size of the wrapped
phase data array used in fringe processing, which limits the measurement resolution.
Second, the conventional system calibration scheme relies largely on the use of standard

shaped surface or gauge blocks and thus requires human operator’s experience. When a

12



system needs to reset-up, uncertainty involved in the system sensitivity calibration is often
a concern. Furthermore, conventionally the shadow moiré technique measures a surface
profile within prescribed square or rectangular shaped boundaries. Measuring any
irregularly shaped surfaces will require a new methodology in processing. Finally, as the
method is applied to measuring the deformation induced surface warpage, the changes of a
fringe pattern in responding to the surface rigid body motion may cause confusion in
interpreting the surface deformation. A proper normalization procedure is needed in order

to eliminate such an effect from the deformation induced warpage.

The goal of this study is to broaden the range of suitability of the applications of shadow
moiré as a surface profiling technique. To reach that objective a new shadow moiré system
is to be developed that will incorporate some new algorithms and techniques to overcome

the existing limitations. To that end, the scopes of the research are defined as:

e Propose and implement a new phase unwrapping algorithm that will impose no
restrictions on the size of the phase data array.

e Incorporate suitable digital image processing techniques that will facilitate the
measurement in non-rectangular or irregular shaped surfaces and hollow areas.

e Find a practicable and convenient scheme that will result in increased accuracy in

the system sensitivity calibration.

13



e Normalize the surface warpage data in reference to a plane common to different
measurements in a single test to eliminate the effect of possible rigid body rotation
or translation during the test.

e Design special experiments for the verifications of effectiveness of the

implemented algorithms and schemes.
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CHAPTER 2 SHADOW MOIRE BASICS AND COMPUTER
AUTOMATION

Conventional in-plane moiré methods rely on a pair of similar gratings that interfere to
produce a fringe pattern. The shadow moiré method employs a master (reference) grating
made on a flat glass plate and placed over the specimen surface in a close distance. There
is no second piece of grating needed since as the illuminating light casts the shadow of the
reference grating onto the specimen, a virtual grating is formed on the surface. The surface
to be measured is usually white-painted to become diffusively reflective, which improves
the contrast of the virtual grating and in turn, the visibility of moiré fringes. A collimated
light that illuminates a flat surface through a parallel reference grating will normally
produce no moiré effect. For a warped surface, however, the virtual grating will be
distorted in accordance with the surface’s profile. A moiré fringe pattern is resulted due to
\_the slight difference in pitch and line orientation between the two gratings, as typically

shown in Fig.2.1.

Fig.2.1 Shadow Moiré Fringe pattern induced by Interference.
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2.1 Shadow moiré fringe formation and interpretation

A schematic of the shadow moiré setup [6-10,12,16,20] is given in Fig.2.2 for the analysis
of fringe formation. The geometric optics is applied in the following fringe analysis, ip
which a light beam originated from an illumination source is traced. The light propagates
through the transparent spaces in the glass grating and reaches point A, B, C, D and E on
the specimen surface. Light that strikes A, C, and E is reflected back to the observer via
clear spaces in the grating. Therefore, the bright moiré fringes are generated and located
near A, C and E. Light that reaches points B and D is blocked by the opaque bars of the”

grating. As a result, the dark fringes are viewed near B and D.

If the fringe order at point A is set to be N = 0, then the orders at C and E are 1, and 2,
respectively. A trigonometric analysis in the enlarged region around point E, provides the
geometric relationship as below:

W(x,y) = N(x,y)p/(tana + tan ) 2.1)
where W(x, y) represents the distance from a point (x, ) on the surface to the glass grating,
o and S are the illumination angle and observation angle, respectively, N (x,y) is the fringe

order at the point, and p is the pitch of the grating.
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Fig.2.2 Geometry of shadow moiré. [16]

For the sake of convenience, Eq.2.1 is often expressed as
W(x,y)=N(x,y)w 2.2)
where w= p/(tana +tan §) is a constant defined as the system sensitivity, and the value

of w depends on the optical setup used. For a given shadow moiré setup used in an
application, w is not usually obtained by calculation. Instead w is more often determined

via system calibration which will be discussed in detail in Chapter 3.
Warpage W at a surface point is calculated by knowing the system sensitivity w and the

order of fringe N at a point. N is not necessarily an integer, but to determine the fractional

fringe order at a point via the light intensity at the point has proven to be challenging.
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Instead, a phase shifting technique is applied to determine the phase term of the fringe

pattern at the point. Knowing the phase angle ¢ at the point, the fractional order N at the

point can be more precisely obtained via Eq.1.12, which is rewritten as below

N y) = % (1.12) or (2.3)

The phase-shifting technique will be discussed in detail in Section 2.4. The setup as shown
in Fig.2.3 employs a point light source, which renders both the illumination angle a and the
observation angle S to vary from point to point over the measured area. This suggests that
the system sensitivity could vary depending on the location of the point. An arrangement
like such will make the fringe interpretation complicated. Preferably, #(x,y) would rather
be proportional to the fringe order N(x,y). A possible solution to avoid such complication is
to arrange the system setup in a way that the light source and the camera are positioned at
the same height L from the plane of the grating. A further analysis [1,16] has come to the

conclusion that, with such an arrangement, the term (tan & + tan ) is determined by
tana+tan f=D/L (2.4

where D is the distance between light source and camera. Eq.2.1 is thus reduced to

W () = DL @.5)

A constant system sensitivity w = pL/D is therefore obtained. If the distances D and L are

equal, Equation 2.5 is further simplified to W= Np.
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Fig.2.3 Shadow moiré with configuration of normal viewing. [16]

The set-up configuration shown in Fig.2.3 represents a most popular arrangement in which
the camera is positioned perpendicular to the plane of the specimen’s supporting fixture.
The governing equation for such a setup becomes
W(x,y)=N(x,y)p/tanx (2.6)

m addition to the constant fringe sensitivity, the normal viewing setup has the advaqtage
of reduced image distortion due to the perspective effect that happens when the specimen
is viewed at an oblique direction. In a test, the reference grating should be placed at a very
close range over the specimen. Moiré pattern becomes clearly visible only when the
grating and the specimen are kept very close to each other. Otherwise, the fringes will
suffer a loss of contrast due to the effect of diffraction. The specimen surface is usually
spray-painted to obtain a uniform diffusive reflectivity. The light is directed at an angle a,
illuminating, through the grating, the surface of the specimen. The CCD camera with a

zoom lens is vertically positioned. The grating mounting fixture is designed to support the
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grating with high stability. The entire experimental setup is usually placed on a vibration-

free table.

2.2 History of shadow moiré and computer fringe processing

In the early years of the method’s development, the fringe analysis relied on ‘manual
operation. Though the surface’s topography is directly visualized by the shadow moiré
pattern because the fringes can be viewed as the contour lines mapping the surface
topographic features. A corﬁplete fringe analysis includes locating the centerlines of the
moiré fringes, counting the fringe orders and determining the signs of fringe orders (i.e.,
the warp directions at these locations). Half-fringe orders are assigned to those locations |
of the maximum or minimum brightness, where the centerlines of dark or bright fringes are
identified with acceptable precision. The determination of the signs of fringe orders
largely depends on the operator’s expeﬁence and the prior khowledge of the behavior of
similar samples. Due to these reasons, the conventional fringe ana_lysis proved to be time-

consuming and many times, ineffective and subjective.

The introduction of the digital imaging and computer-aided image processing techniques to
the shadow moiré initially focused on processing small portions of fringes. Some degree of
automation was achieved by adopting numerical algorithms for finding and thinning the
centrelines of the fringes, assigning fringe orders and plotting the measured topographic
data in the form of contour maps. With the advance of digital imaging techniques and
digital image processing algorithms, Creath [5] in 1988 proposed a phase shifting
technique for the automation of fringe analysis. Since then, the research for implementing

phase shifting to shadow moiré fringe analysis has continued to progress. Shadow moiré
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has now been accepted into many areas as a major technique for realizing full-field out-of-
plane displacement measurement. For microelectronics industries, the initial adoption of
automated shadow moiré happened in the late 1990s when the technique was first
employed for measuring warpage of PCB (printed circuit board) subject to mechanical and
thermal loading. Due to the small range of deformation, high measurement sensitivity is

required in the area.

Unlike the early computerized fringe analysis, the phase shifting technique utilizes the full-
field information of entire fringe pattern. The new technique is featured by employing a
set of several fringe patterns, each being recorded under the same conditions except with a
different amount of phase-shift. Though a recorded fringe pattern carries the information of
the light intensity distribution only, the incorporation of a phase-shifting technique into the
fringe processing enables the determination of the phase distributions in the patterns. The
introduction of the technique results in a dramatic improvement in the shadow moiré’s
measurement resolution since by knowing the phase angle distribution, any fractional
fringe orders can bg determined with ease. Studies [4,11,24] shows that, in practical
applications, a resolution of 0.01 fringe order can be reasonably expected. A detailed

discussion on the phase-shifting technique is presented in the section to follow.

2.3 Phase-shifting techniques implemented to shadow moiré

Whén the reference grating is vertically moved toward or away from the surface being
‘measured, the moiré fringes will shift accordingly along the fringe order descending or
ascending direction. As can be understood from the schematic in Fig.2.4, the glass grating

is initially located at position 1, and the dark fringes can be observed due to the
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superposition of glass grating lines and shadow ones. Once the grating is moved to position
2, light fringes are observed instead, because at the position the light passes through clear
space on the glass grating and reflects back to the camera. As the grating is translated to
location 3 where the distance of the grating tran.slation turns to be w, the dark fringes Will
be observed again and the appearance of the moiré pattern will be identical as the original |

un-shifted one. Thus, the fringes viewed from the camera are shifted by one integer order.

CCD Camera
Light
Source
Moire L
fringe
:i ; Gl +i
Positlon 3 _ _ . _— _— — — — = CES—QTPQ ng
Position 2 — — — = = = = =|e=|= = —=/—/ o = = = — — W

Positlonl — — — — — — — — . - - - - -

Shadow
grating /

Fig.2.4 Fringe movement related to grating translation.
The determination of phase distribution by a set of phase-shifted fringe patterns to
automate the fringe analysis is based on an assumed harmonic representation of the
intensity variation of a moiré fringe pattern. Under that assumption, the intensity

distribution of a fringe pattern can be mathematically expressed as
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Ixy)=Ax.y)y+B(xy)cos[ 4 (x,)] 2.7
where A(xy) is the pattern’s background intensity, B(x,y) is the fringe amplitude and
# (x,p) is the angular phase. Three unknown terms are noted in the equation, namely 4, B
andg. The analysis below intends to show that the unknowns are solvable if a minimum
of three phase-shifted fringe patterns is made available. These patterns must be recorded.-
under identical conditions but allowing the difference of a constant phase term. Let the set
of three patterns consisting of an original pattern and two with constant amount of phase
shift, -8 and +9, respectively. The fringe patterns are then represented by the following |
intensity equations:

L1(xy)=A(xy)*B(x.y)cos[ ¢ (x.y) - 8]

L (xy)=A(x.y)tB(x.y)cos[ ¢ (x.y)]

I3 (x.y)=A(x.y)+B(x.y)cos[ ¢ (x.y) + 8] (2.8)
In the equations d is a known constant and the light intensities I;, I; and I3 at discrete pixel
lqcations (x, y) are also known from the corresponding pixel readings obtainable from the

digital fringe patterns. A, B, and ¢ at (x, y) are thus readily solvable with the above

simultaneous equations. In particular, ¢ at (x, y) can be determined by Eq.2.9.

1-cosd Ly -L&xy) } (2.9)

o(x,y) = arctan|: sind 2L, (x,y)-L,(x,y)-L;(x,¥)

Specially, if § is taken to be 2n/3, Eq.2.9 becomes

L(xy)-Lxy) ] (2.10)

#(x,y) = arctanli\/g oI L&Y -L Y -L&x,y)

Equation 2.10 is commonly known as the phase equation for the three-step phase shifting
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algorithm. Theoretically, the more fringe patterns are involved, the more accurate phase
calculation will be reached [1 1,24,3 8]. Yet for time dependent applications, since the speed
of image recording matters, the three-step shifting may be more advantageous. The four-
step phase shifting on the other hand may be the most commonly applied algorithm due to
its simple mathematics for the phase calculation. If an equal shift of #/2 is applied for each
step, the four consecutively recorded fringe patterns are expressed as

I; (6 )=A(x.y)tB(x.y)cos[ 4 (x,y)]

I (5)=AGY)*B(sy)eos[ ¢ (o)+ 7]

I3 (x,y)=A(x,y)+B(x,y)cos[ # (x,y)+ 7]

L (s3)=A ) B)oos] )t ] @11)
¢ is determined by a simple equation given as follows:

# (xy) = arctan[(L-L)/(I1-13)] (2.12)
It is noted that the pixel readings inevitably contain errors of various sources. A study [37]
claims that Equation 2.9 has a higher chance than Eq.2.7 to become “ill-conditioned” in
terms of obtaining a near-zero denominator, whereas a five-step phase shifting with
symmetric phase change, as proposed, may reduce such uncertainties in the phase solution.
The five phase-shifted images are expressed as

Li(xy)=A(x.p)tB(x.y)cos[ 4 (x.y) - 23]

L(xy)=A(x.)+B(x.y)cos[ ¢ (x.y) - 3]

I3 (%y)=A(x.p)+B(x.y)cos[ ¢ ()]

L(xy)=A(x.y)+B(x,y)cos[ # (x,y) + 8]
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Is (6.y)=A(xy)+B(x,y)cos[ 4 (x.y) + 28] (2.13)

The equation yields the phase ¢ as

1-cosd Ly -1,&Yy)
é(x,y) = arctan[ - . 2 4 } 2.14
sind 2L, y) -1, (x,y) - L (%,) @19

If § is taken to be 7/2, Eq.2.14 becomes

_ L (uY)~L,()
Sth aman{zls(x, LGy -1, y)] &1

In the current study, both three-step and four-step algorithms are studied and implemented
in the shadow moiré processing. Typical results shown in Fig.2.5 are obtained from
qpplying a three-step phase shifting algorithm to a piece of optical lens. The two-
dimensional contour map plotted in Fig. 2.5 represents the distances from the surface to a
reference plane. The three-dimensional surface plot gives a quick glance of the surface
profile. The example shows a dramatic measurement resolution improvement when the
phase-shifting is implemented. With the intensity based scheme that limits the resolution
to half-fringe orders, the application of a phase-shifting technique theoretically comes up
with assigning to each pixel location one of 256 possible grey values. Therefore, the new
method has a resolution of 1/256 fringe order or more conservatively, 0.01 fringe order
[11,24,37].

In addition to improved measurement resolution, phase shifting has another advantage of
automatically determining the direction of the warpage based on the directions of fringe
shifting. Owing to the whole-ﬁeld‘nature, the phase term at every pixel location in the
fringe pattern is available. Compéring the phase between adjacent pixels will indicate the

phase gradient or the trend of topography in the neighbourhood.
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(c) 27/3 phase shifted (d) 47/3 phase shifted
fringe pattern fringe pattern
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(e) 2-D presentation of (f) 3-D presentation of
unwrapped surface plot unwrapped surface plot

Fig.2.5 Fringe patterns obtained in phase shifting method and
the result contours.
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2.4 Phase unwrapping

Due to the nature of the arctangent as an inverse trigonometric function, only the principal
value of ¢ (x, y), wrapped in the range of (-7 ,7), is directly determined. The so-obtained
phase angle must be unwrapped to add the multiples of 27, if the actual value goes
beyond the (-7, 7) range. A proper unwrapping procedure therefore must be implemented
to recover the actual phase map. The general relationship between a wrapped phase and its
unwrapped counterpart is expressed as follows:

D (x.y)= $(x.y)*t 27k (x.y) (2.16)

where @ (x ,y) is the unwrapped phase, @ (x,y) is the wrapped phase and k(x ,y) is an
integer number. Unwrapping is thus a process of finding the correct number £ in Eq.2.16
for each phase measurement, and adding or subtracting 27k at each discontinuity
encountered in the phase data. In general, across a two-dimensional image domain, the
wrapped phase diagram can show places of discontinuity when the warpage variation is
greater than one fringe sensitivity w. The discontinuities occur whenever ¢ changes by 2.
This process is repeated for each pixel across the two-dimensional image domain until a
continuous phase map is obtained. The unwrapped phase array is then multiplied by w/2x

to give the displacement data at each point.

Fig.2.6 shows an example of one-dimensional phase variations before and after
unwrapping, in which the wrapped phase ¢ is plotted by dashed lines. The unwrapped

phase @ shown by solid line is obtained by adding an appropriate multiple of 2z radians

to . It is seen that the true phase is linearly distributed, given that the wrapped phase is the
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sawtooth function (shown by dashed lines).
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Fig.2.6 Plot of true phase and wrapped phase.

With an ideal noise-free wrapped phase image, the phase unwrapping is likely a simple and
straightforward process that follows the above equation to recover the actual phase.
However, for surfaces with complex geometry or noise-corrupted images, the process

could be very difficult.

Common approaches for phase unwrapping in the presence of these effects are categorized
into two groups, namely the path-following methods and least-square methods. The path-
following algorithms detect the location of errors or abrupt phase steps in an image. Based
on the information, the approach isolates the phase inconsistencies and chooses an

unwrapping path that does not cross the errors, thereby preventing the phase errors from
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propagating. This approach has low computational cost, but is difficult in choosing correct
paths when the phase discontinuities are very densely distributed. Least-square
unwrapping belongs to global algorithms in terms of minimization of global phase
inconsistencies. Compared to path-following approaches, least-square algorithms are
robust but computationally intensive. The following section gives an in-depth discussion

on the latter approaches.

2.4.1 Least-square phase unwrapping algorithms

Least squares phase unwrapping, established by Ghiglia and Romero [58], is one of the
most robust techniques to solve the two-dimensional phase unwrapping problem. Its
unwrapped phase is the solution that minimizes the differences between the discrete partial
derivatives of wrapped phase data and the discrete partial derivatives of the unwrapped

solution.

Given the wrapped phase @;; on an M x N rectangular array (0<i<M -1,
0 < j <N —1), the partial derivatives of the wrapped phase are described by

A:,j = W{¢i+1,j —¢i.j}9 A':,j = W{¢l,j+1 _¢1.j} (2.17)
where W is a wrapping operator that holds the phase in the interval [-=, «].
The differences between the discrete partial derivatives of wrapped phase data and the

discrete partial derivatives of the unwrapped solution are given by

, M=K ) | , Moz )
& = Zg((biﬂ,j - q)i,j - Ai.j) + ;ZO(CDI,_HI - ch,j - Az,/) (2.18)
i=0 J= 0 j=
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where @, ; is unwrapped phase on an M x N array.
Differentiating the Equation with respect to @, ; and setting the result equal to zero yields

the following discrete Poisson function:

_ (q)i+l,j + (Di-l,j + (Dl,j+l + (Di,j-l) —Pij

o, ; 2

(2.19)

where
Piy = = AL+ -4 L)
The classical method for solving the discretized Poisson equation is called Gauss-Seidel _

relaxation. It solves the equation by initializing the solution array @, ; to zero and then

updating @, ; in an iterative way until convergence is reached.

2.4.2 Multi-Grid phase unwrapping algorithm

Gauss-Seidel relaxation extracts the high-frequency components of the surface (i.e., the
surface details) very quickly, but the low-frequency components (i.e., the global structure
of surface) extremely slow. Due to that, a multi-grid method was introducéd. The idea
behind the multigrid method is to convert the low-frequency components to high-
frequency ones, thus to speed the convergence. This is implemented by transferring the
problem from finer grid to coarser grid, as illustrated in Fig.2.7. In this figure, éach grid
has one-half resolution of its predecessor. The finer grid and coarser grid are denoted f;;

and c;; , respectively.
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Fig.2.7 Multigrid algorithm using Restriction and Prolongation
operations. [56]

The process has two operators, one being called restriction operator for transferring the
problem to a coarser grid. The other is prolongation operator for transferring the solution to
a finer grid. A full weighting restriction operator [56] is used in this study and is defined

by
1
Cij = E(fzz-l,z j F Lo * Saapn + faagm) (2.20)
1
+ g(f2:‘,2 1t Sazja ¥ Soimiaj + faina))

This full weighting operator is actually a smoothing process with the following non-linear

filter template.

1/16 1/8 1/16
1/8 1/4 1/8
1/16 1/8 1/16

The bilinear interpolation is used for prolongation operator and is given by
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The operation of multigrid algorithm is simply described as follows:

1) Perform Gauss-Seidel relaxation on finest grid and restrict the intermediate solution to
the next coarser grids.

2) Repeat this process until it reaches the coarsest grid, whose size is defined here as 3x3.
3) Transfer the intermediate solutions back to finest grid using prolongation operator anfi
perform relaxation on each grid.

4) Transfer back and forth between finest and coarsest grids until convergence reached.

2.4.3 Comparison of phase unwrapping methods

Poisson discretized function can also be solved by using Fast Fourier Transform (FFT) and
Discrete Cosine Transform (DCT) algorithms. FFT and DCT are less computationally
expensive and have less computer memory requirements than the multi-grid algorithm.
However, FFT and DCT methods have the restrictions on the size of the phase array, which
must be powers of two, and can solve less classes of unwrapping problems in terms of
successes and failures on the phase unwrapping examples [56,60,61,62]. Compared with
the FFT and DCT least-square unwrapping techniques that are commonly applied to the

phase shifted shadow moiré methods, multigrid algorithm is advantageous.
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2.5 Computer-automated shadow moiré system realization

The system as schematically described in Fig.2.8 consists of the sub-systems with different
functionalities, which are described as follows:

¢ Digital image recording

A CCD camera of maximum frame rate of 30 frames per second (Javelin Ultrachip Hi Res)
equipped with a NAVITAR 60001l lens combination consisting of a 0.5x adapter, 6.5x
prime lens and 0.25x lens attachment, is used to record the fringe patterns. A Matrox
Meteor II image grabber is installed into a desk-top computer and used for image
digitization. The digital images are recorded in format of 640 (horizontal) X 480 (vertical)
pixels. The 8-bit binary signal gives pixel reading in 256 grey levels for light intensity

vériation, ranging from 0 (black) to 255 (white).

¢ Light illumination
An incandescent light source with adjustable light intensity is employed. The light is
transmitted through an optic fiber bundle. The angle of illumination is realized by
adjusting the posture of the head of fiber bundle. The light source is positioned at the same
height as the camera for constant fringe sensitivity.

¢ Glass grating
A high-temperature resistant glass gfating with low CTE (Coefficient of Thermal
Expansion) is used in applications involving elevated temperature. The size of the glass

grating should be sufficient to cover the area of interest in a sample surface. The glass
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grating of the line density of 10 or 20 Ipmm (lines/mm) is normally used. The higher the
grating density, the higher the measurement sensitivity the system can reach.
~ © Micro-motion stage

The glass grating is mounted in a micro-motion stage that provides three-dimensional
translation and three directions of tilt for adjusting the position of the grating. Fig.2.9
shows the drawing of a 3-D, 6-axis micro-stage that is normally placed outside the thermal
chamber, along with a grating holder. The stage enables the fringe pattern phase shifting
by lifting or lowering the glass grating over the sample.

e Thermal chamber
An Instron 31900 programmable thermal chamber with a temperature variation range
between -70 and 250°C is applied to the system. The maximum ramp-up rate the chamber
can reach is 8 °C / minute. The cooling brogress is realized using pressurized liquid carbon
dioxide (CO,)

e Optical vibration-isolation table
A Newport table is used to provide the measurement system with a vibration-free and

superior-flat platform.
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Fig.2.8 Experimental setup of shadow moiré method.
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Fig.2.9 Three-dimensional, 6-axis micro-motion stage with glass grating.
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CHAPTER 3 IMAGE PROCESSING TECHNIQUES APPLIED TO
SHAODW MOIRE

3.1 Noise reduction from phase diagrams

3.1.1 Noise in digital images
Digital images are often corrupted by random noises appearing as speckles in the images.
The noise can be generated during image recording, processing and transmission. The
common modes of digital image noises can be categorized into the independent noise and -
the dependent noise. The independent noise is usually additive noise [53,54]. A pixel
reading in a noisy image is the sum of original pixel value and a random noise, and a noise
corrupted image fis related to the noise v by

Sxy) =gky) + v(xy) G.1)
where the noise v and the noise-free image g are both independent variables. Gaussian
noise [54,55] that exists in signals of many electronic devices falls in this category. The

noise distribution in the image domain can be described by a Gaussian function as follows:

—(x-m)>
1 20'2
p(x) = (3.2)

e
o\N2r

where  is the mean and o the standard deviation of the random variable.
According to the Gaussian noise theory, an amount of the noise will scatter to all parts of

an image so that each original pixel reading will be affected though usually by a small
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amount. Impulsive noise is another additive form of noise. For images affected by such
noise mode, the brightness of an impulsive noisy pixel differs significantly from other
pixels in its neighbourhood. Salt-and-pepper noise is a typical kind of saturated impulsive
noise that appears as dark and white dots in the image display. The grey level of a salt-and-

pepper noisy pixel has no relation to those of surrounding pixels.

Multiplicative noise is an image dependent noise mode and its magnitude f{x, y) is
generally expressed as |

Jey) = gxy) +vxy)g(x.y) (3.3)
where g(x, y) is the original signal, v(x,y) is a factor of multiplication and v(x,y)g(x,)
represents the noise. If the magnitude of the signal is much higher than the noise, Eq.3.3
can be simplified to

Jxy) = v(xy)g(x.y) (3.4)
As shown above, the image dependent noise has a more complicated structure. To

approximately treat the noise as image independent, where possible, is preferred.

3.1.2 Noise affected phase diagram and treatment

Grey scale values of an image recorded during an application inevitably contain errors or
noises that stem from internal and external sources of ther measurement system. Image
noise in essence is the unwanted variation of recorded light irradiance of a measured
surface. The noise is mainly caused due to instability of electronics, environment and light

illumination. At a given time instant, the variation may be high at certain pixel location
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while low at others. The noise in the digitized image pixel readings will propagate,
resulting in a noisy phase diagram.' A typical example is the phase term of a background
point. According to the theory and the mathematic approach proposed in section 2.3.3, the
background point is assigned to zero phase angle. But in a practical case, non-zero phase
may be obtained as a result of the noise corruption. Such a situation may happen to pixel
locations that give I} = I3 yet I, # I,. At these locations, infinitive phase solutions are
obtained from Equation 2.9. A phase diagram that contains such impulsive noise in the
background area exhibits independent dark and bright spots. Such noise is typical salt-

and-pepper noise and is considered a dominant source of degradation for the current phase ”
diagram. In section 2.3, an approach is proposed to distinguish background from the
measured area. Basically, the approach sets the phase solution to zero wherever a zero
denominator occurs. This approach needs to be further amended as follows in order to be
effective when noise exists. The scheme treats any such point as a background point,
where any two of the four given intensities I, I, Is and 14 are the same. Fig.3.1 (a) and (b)
show a phase diagram obtained by applying the classic scheme and that by proposing new
scheme. As compared to Fig.3.1 (a), following the proposed scheme a much less noisy
phase diagram is generated to clearly distinguish the background from foreground. The
noise can be further eliminated applying certain noise filters such as median filter, as

discussed in the section to follow.
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©
Fig.3.1 (continued).

3. 1.3 Noise reduction filters

Average Filters

Average filters are used to smooth the local variation of an image. The filters tend to blur
an image by removing some details in suppressing the no.ise effect. The output of such
smoothing process is simply the average of the gray levels of pixels contained in the region
of a filter mask. The masked area ié commonly a square or rectangle centred at the

specified point.
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Take an example as illustrated in Fig.3.2 in which the centre of a 3x3 mask moves from
pixel to pixel, starting at the top-left corner of an original image and going on to cover
every region in the image. As a result, every pixel reading of the image is replaced with
the mean value of a corresponding filter mask. This process generates a new image with
reduced sharpness and smoothed appearance. To smooth the object surface, this study
implements an average filter after median filtering, which will be discussed in latter

section, on the original data array in post data processing. A simple 3 x 3 pixel filter mask

is defined by
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Fig.3.2 A 3x3 neighborhood around a point (x,y) in an image.

Figure 3.3 and 3.4 illustrate the typical effects of the noise reduction and edge blur when

average filtering is applied. As shown, the average filtering works well with Gaussian
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noise corrupted images, but even deteriorates the quality of the image while filtering salt

and pepper noise.

Fig.3.3 (a) Lena image with Gaussian noise [53]

(b) Image after 3x3 averaging filtering.

(a) (b)

Fig.3.4 (a) Lena image with Salt and Pepper noise [53]

(b) Image after 3x3 averaging filtering.
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Orders statistics filters

Order statistics filters are nonlinear spatial filters, which are based on ranking the gray
levels of pixels in the region covered by filter mask, and then replacing the value of the
centre pixel with that determined by the result of a predetermined ordering scheme. The
median filter is a well-known order statistics filter and similar to the averaging filter, .
except that the median filter uses the median value of the gray levels in the mask-covered

area instead of the average.

The median value, denoted & , is defined such that half of the grey values in the filter -
neighbourhood are less than or equal to & and the other half are greater than or equal to
g . Before performing median filtering on an image, it needs to sort the values of the

pixels in the filter neighbourhood, determine their median, and then assign the median
value to the center pixel. Unlike the average filter, median filters are popular and effective
in reducing impulsive noises such as salt-and-pepper noise while preserving the edges in

the image and introducing little blurring effect.
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Figure 3.6 (a) and (b) show respectively the results of median filtering with a mask of size
3x3, when the images contain salt-and—pepper noise and Gaussian noise. As the pictures
show, the median filter significantly reduces the salt-and pepper noise but is less effective

in removing the Gaussian noise.

Fig.3.5 (a) Lena image with Salt and Pepper noise [53] (b) Image after

3x3 Median ﬁltéring.

Fig.3.6 (a) Lena image with Gaussian noise [53] (b) Image after 3x3 Median filtering.



The reason is that in the latter case the noise in the center pixel differs not much from its
neighbouring pixels. Due to these reasons, the current study employs a Median filter to
remove the salt-and-pepper noise in the wrapped phase diagrams as well as the impulsive

noise in the unwrapped phase solutions.

3.2 Differentiate object from background by image segmentation

To automate the shadow moiré measurement, a key step is to automatically identify the
boundary of the measured surface. The current study intends to enable such capability by
incorporating a contour detection technique [64]. With such a technique implemented, the
fringe analysis can be limited within the boundary-defined area and irregular shaped
surfaces including hollowed ones can be analyzed with no need of human intervention. The
study involves a few basic image-processing schemes.

3.2.1 Boundary extraction techniques

Binarizing the image

The digital images captured in this study are 8-bit monochromatic with gray levels ranging
between 0 and 255. Since certain processing algorithms adopted below apply to binary
images, a binarization operation is needed to convert the original 8-bit images into binary
ones. The process is simply to re-assign pixel gray values to either 0 (dark) or 255 (bright)
with a chosen threshold gray value.

Morphology algorithm
A morphological algorithm is introduced to extract the boundaries of an object and to

differentiate it from its background. The morphological algorithm is fundamentally built

45



~on the two transformation operations, namely, dilation and erosion, which are discussed in
the following. Both transformations involve an image A and a structuring element B. Let
A be the image being processed and B a set of image elements of A, both being in 72, The
translation of B by x, denoted By, is defined as

B.={c|c=a+x, foraeB} 3.5)
where a and c are both elements of set B. Dilation of the image A by the so-called
structuring element set B, denoted A® B, is defined by

A®B={x|B,NnA#d} . (3.6)
Equation 3.6 is based on the shift of B by x. The dilation of A by B is the set of all
displacements, x, such that B and A overlap by at least one pixel. In essénce, the dilation
operation allows an image to expand and thus to potentially fill in small holes and to
connect discontinuities. Figure 3.7 illustrates a simple example where A is a rectangle and
B is a 3x3 square template. The dashed line in the figure indicates the result of dilating the

original image A with structuring element B.
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Fig.3.7 Dilation of A by structuring element B.
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Erosion of an object 4 by a structuring element B, denoted A© 5, is given by

AOB ={x|B, c 4} 3.7
The erosion process, as explained by Fig.3.8, is opposite to the dilation. Before erosion of
an original image A by element B, the boundary of A is illustrated with solid lines. The A

eroded by element B is given by the internal dashed shape. Erosion shrinks an image by

etching away its boundary.

A©S B
B
B B
B ) IR N N N 1 J
3x3 S o B St 2

Fig.3.8 Erosion of A by structuring element B.

Boundary extraction

The operations of dilation and erosion are usually customized with a proper combination
and a selection of the structuring element, which determines exactly how the image will be
dilated or eroded. Boundary extraction is one of the most important morphological
applications. The boundary of an image 4, denoted f(A4), can be determined by first
eroding A by structuring element B, and then performing the set difference between A and

its erosion:
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P(A)=A—- AS B (3.8)
Figure 3.9 illustrates the use of equation 3.8 to extract the inner and outer boundaries of the

simple binary image, in which a 3x3-structuring element is applied.

@ O

Fig. 3.9 (a) A simple binary image, (b) Boundaries extracted using Eq.3.8.

Figure 3.10 shows the moiré fringe pattern, phase diagram, inner and outer boundaries and
2-D and 3-D surface profiles of an antenna. Fig. 3.10 (e) gives 3-D warpage of the antenna
with background removed applying the boundary extraction technique. In comparison,
Fig. 3.10 (f) shows the warpage of the antenna along with the noisy background that is

irrelevant to the analysis.
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(e) ®

Fig.3.10 Warpage measurement for an antenna structure: (a) image with
moiré fringes (b) noise-free phase diagram (c) detected inner and outer
boundaries (d) 2-D surface warpage contour map (€) 3-D plot of warpage
after background removed (f) 3-D surface warpage plotted with background.
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~3.2.2 Outer boundary tracing [54,64]

The morphological theory based bouﬁdary extraction algorithm is capable of tracking both
the outer and inner boundaries. The case illustrated in Fig.3.10 shows an irregularly
shaped object that has an inner hollow area. The boundary of the inner hole can be
extracted along with the outer boundary of the object. Such holes or hollow areas are not
always of interest in applications. If only outer boundaries are to be extracted, the Moore-
neighbour tracing technique can be adopted, which is based on the concept of Moore-
Neighbour of a specific pixel. The Moore-Neighbour of a pixel P is defined as a set of 8
pixels that share a vertex or edge with P. The pixels are named as 1, 2, 3,4, 5,6, 7 and 8,
which also represent 8 directions the central pixel P travels to find the next contour pixel,

as shown in Fig.3.11.

Fig.3.11 Moore Neighbour.
Given a binary pattern composed of a group of black pixels and white background pixels,

as shown in Fig.3.12, the first step is to search for a start pixel by scanning the bottom row
pixel-by-pixel from left to right starting from the left-bottom corner, and proceeding row-

by-row until the first encounter of a black pixel P.
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A

Fig.3.12 Outer boundary tracing scheme.

The algorithm, illustrated in Fig.3.12 by assuming a man traveling on the pattern to find
the boundary, extracts the contour by visiting the eight positions in the Moore neighbour of
the pixel P clock-wisely. The man starts from P and travels in the clockwise direction
shown by the solid arrows in Fig. 3.12 until he meets the first black point P1. With the
new starting point P1, the man goes back to the white point before encountering P1 and
begins the next round search as indicated by the dashed arrows until he hits the next black
point P2. The process repeats and terminates when the first start point P is re-visited. All
the black points he passed by will compose the contour (edge) of the pattern. Fig.3.13 (b)

shows the outer contour of the pattern using the Moore-Neighbour tracing algorithm.
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(a) (b)
Fig. 3.13 (a) A simple binary image, (b) Outer contour detected by Moore-

Neighbour tracing technique.

3.2.3 Image segmentation

Once the inner and/or outer boundaries of an object are detected, the image is segmented
into background and object areas. The background is eliminatéd so that only the object
area is reserved for further analysis. Shown in Fig.3.14 is the result from experiments
conducted for measuring topography for a coin. The outer boundaries of the coin were
successfully detected using the Moore-Neighbour tracing technique and the analysis was
performed within the identified boundaries area only. Image (f) shows a 3-D surface
profile of the coin in a rectangular area. As seen from the image (b), the area outside of the
coin surface is noise-distributed and usually not of interest in determining topography or

warpage of the object.
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Fig.3.14 Surface topography of a Canadian quarter-coin measured by
phase shifted shadow moiré: (a) a typical 4-step phase shifted image;
(b) phase diagram with background; (c) phase diagram with
background removed; (d) 2-D surface contours; (e) 3-D surface
topography plot with no background; (f) 3-D plot without applying
boundary detection.
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~ 3.3 System calibration by image subtraction and grey-scale histogram

A new system calibration scheme is proposed and implemented into the system. The
previous chapters discussed the term system sensitivity w and its importance to the
measurement. The system sensitivity is usually obtained by calibration. Accurate
determination of w is important also because it affects the accuracy of phase shifting, given
that the amount of phase-shift is determined by that of the vertical movement of the moiré
grating, which is usually a fraction of w. System calibration is needed whenever a new
application calls for a re-arrangement of the optical setup. As discussed in Chapter 2, when
the moiré grating moves up or down an amount equal to w, the fringe order N will increase
or decrease by one order. Therefore in a system calibration, w is determined simply by
recording the displacement of glass grating while observing the lateral shift of moiré
fringes by one order. A conventional system calibration uses standard surfaces or gauge
blocks with known shapes or ramps. As the glass grating is moved slightly up/down, the
entire fringe pattern shifts in lateral directions. An example is illustrated by Fig.3.15.
Image (a) is the original moiré fringe pattern of which the centre of a dark fringe is initially
positioned to coincide with the tip of a reference arrow marked on the screen of the display
monitor. Image (b) is the phase-shifted fringe pattern before 27 phase shift is reached. As
can be observed, the centre of the dark fringe moves away from the tip of the arrow. The
image (c) is 2w phase-shifted pattern and the centre of the adjacent dark fringe reaches the
tip of the arrow again. A movement of the grating of w corresponds to a constant phase

change of the fringe pattern of 2=, or one integer order of the fringe shift. As a result, the
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conventional calibration process is delicate since it relies on an operator’s visual

identification of fringe centres to ensure accurate fringe shift of an integer order.

(a) (b (©)
Fig.3.15 Conventional system calibration scheme.
And the calibration can be time consuming. To overcome these disadvantages, a new
scheme is proposed to transform the human observation into a computer-automated
process. As discussed in Chapter 2, the intensity function of moiré fringe pattern can be
approximated by a sinusoidal function as follows:
I (y)=AGxy)tB(x.y)cos[ ¢ (x.y)] (3.9)
When a phase shift is introduced, the pattern changes but appears laterally shifted only
since the terms 4 and B in the equation remain the same. With a constant phase shift of 27,
however, the intensity function becomes
I (x,y)=A(x,y)+B(x,y)cos[ ¢ (x,y) * 2 7] (3.10)
or becomes identical to Eq.3.9.
The proposed scheme determines the 27 phase shift based on a real-time subtraction of a
phase-shifted fringe pattern, g(x, y), from the original pattern f{x, ). The subtraction yields

an artificial image A(x,y) as
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h(x, y) =fix, ) - 8(x. ») (3.10)
As f{x, y) and g(x, y) differ only by a constant phase equal to 2, A(x, y) = 0 is reached and
a full darkness will be exhibited on the screen. The darkness of the subtraction image h(x,
y) can be statistically evaluated and visualized with a pixel grey-level histogram also
shown on the screen.

The probability of the occurrence of gray level 7, in the subtracted image is given by [64]

pr)="t k=0,1,2,..,L-1 (3.11)
n

where 7 is the total number of pixels in the subtracted image, n, is the number of pixels at
certain gray level r,, and L is the total number of possible gray levels in the image. L is set

to 256 for the current system. A live histogram, shown on the screen in real-time, is given

by plotting p,(r,) versusr,. A histogram that shows p{(0) = 100% will indicate that the

full darkness or A(x, y) = 0 is reached. But that only theoretically occurs while in a
practical application, due to various noises, the peak of the histogram of A(x, y) stays close
to 0. Therefore, the 27 phase shift is determined as the peak ‘is moved closest to 0. Thus,
the histogram nevertheless provides a quantitative and computer-automated judgement to
the system calibration. As both the artificial image of subtraction and its pixel gray-value
histogram are shown live, one can observe that the intensity distribution of A(x, y) and the
histogram vary with the continuous adjustment of the vertical position of the moiré grating.
The system sensitivity w is equal to the corresponding amount of the grating motion when

the 2x phase shift is determined based on the location of the peak of the histogram and
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darkness of the subtracted image. It is worth noting that such a calibration test can be
conducted on any surfaces.

Fig.3.16 (a) shows the original fringe patterns of a curved surface of an optical lens. (b),
(c) and (d) illustrate the fringe patterns generated by subtracting another fringe pattern with
n, /2, and 2w phase shift, respectively. (d) appears the darkest and the peak of the

histogram is the highest and closest to the vertical axis as compared with (b) and (c).

() (d)

Fig.3.16 Determination of system sensitivity by a real-time image
subtraction scheme: (a) an original fringe pattern; (b) an artificial image
of subtraction of the fringe pattern with 7 phase shift from the original
pattern; (c) subtraction of the fringe pattern with 7/2 phase shift from
the original pattern; (d) subtraction of the fringe pattern with 2x phase
shift from the original pattern. A curve of the histogram is also shown
in each image.
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CHAPTER 4 SHADOW MOIRE DATA PRESENTAION

4.1 Need of new reference plahe in data presentation

The purpose of applying shadow moiré to a surface is usually to measure the surface
topography or to evaluate the surface out-of-plane displacement in relation to a load. In
both cases, the application quantifies the degree that the surface deviates from a certain
state of flatness. In the former application, it is the deviation from an ideal flat state and in

the latter, from a previous state of the same surface.

As discussed in Chapter 2, shadow moiré measurement represents the distance from a
surface point to the plane of the reference moiré grating. With strict reqﬁirements on the
quality of the glass, a moiré grating usually can be fairly considgred as a flat plane. Yet,
since the measurements are given relative to the glass grating, the obtained topographic
pattern of a surface becomes variable depending on how the surface is positioned with
respect to the glass grating. Simply put, the moiré pattern of a surface varies as the surface
tilts or moves under the grating. The classic way of result interpretation, as a quantity
relative to the glass grating, may not always fit users’ convenience and in some cases can
be confusing. Instead, one would prefer that the presentation of the measurements be
independent of the system alignment or any possible motion of the surface. To reach that
end, a reference plane other than the plane of grating should be so chosen that it is common
to all cases to facilitate the results interpretation. There are two practical choices of the
reference planes: one being a plane passing through three corner points of the surface (or

of the solution array), and the other a best-fit plane obtained from least square fitting the
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raw measurements. The former choice is practically to affix a reference plane to the
measured surface. With that, no change will be introduced between the surface and the
reference plane when the surface tilts or shifts. Illustrated in Fig.4.1 is a surface depicted
by a solid curve and its new position as plotted with a dashed curve. The motion,
exaggerated from a normal case, can be the result of a surface re-positioning induced
orientation change (e.g., changes in support condition), or deformation related. Once such
a reference plane is established, a transformation of the originally measured data into the
new reference system is necessary. The related mathematic process will be discussed in

detail in the section to follow.

Object

Reference plane &

Fig.4.1 Two-Dimensional data normalization to
eliminate effect of rigid body motion.
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4.2 Reference plane determined by three corners of the surface

A new reference plane is introduced as follows, which is determined based on three points
of the measured surface. The raw warpage measurement is then converted to yield

warpage data with respect to the new reference plane.

Referring to Fig. 4.2, let z = f{x, y) be a surface extended in x and y direction but warped
with very small magnitude in its third dimension z. In a surface topographic measurement
by shadow moiré, the coordinate plane x-o-y represents the reference grating and z = f{x,
y) is the original shadow moiré measurement. Let the three corner points of the warped
surface be (x;, y1, z1), (x2, ¥2, z2) and (x3, y3, z3), where z; , z; and z; are the warpage data

at the respective in-plane coordinate points (x;, y;), (x2, ¥2) and (x3, y3).

(%2, ¥2,22)

\j

* (.0

Fig. 4.2 New reference plane determined by three corner
points of the surface being measured.
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A plane in an x-y-z space is mathematically represented by
Z=ax+by+c 4.1)

where g, b and c are constants. Knowing the three points (x;, y;, z1), (x2, y2, z2) and (x3,
¥3, z3), the plane passing through them are determined by solving for the constants a, b and
c from the simultaneous equations as follows:

zi=ax;+ by, +c

Zy=ax; + by, +c

Zy=ax; + by; + ¢ 4.2)

The solutions are given as

_ r(zy—z,)— (2, — z)
r(x; —x,)—(x, = x,)

b= (z, —z;)—a(x, —x,)

Y=
where r is a constant and » = Y2 7N .
Yi=W

In applications, a measured area is often rectangular shaped, and thus to chose three
corners of the area as the above points is convenient. The conditions as follows are not to

be neglected, noting that the denominators in Eq.4.3 must be nonzero:

r(x; —x,) # (x, —x;)
V2 #® N

Vi # Y, ' 4.4
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As noted, the z-coordinate of the point (x, y, z) in the surface z = f{x, y) represents the
directly measured warpage for a poiﬁt (%, y, 0). In the meantime, the same warpage with
respect to the new reference plane is defined as the distance from the point (x, y, z) to the
new reference plane, which is approximately equal to the line segment zz’. Denote the

distance by D, the new warpage can be calculated with the following equation [65]:

p=%tbyte-z 4.5)

va? +b* +1
The above process is referred to as warpage data normalization. With such a
transformation, the data obtained from the same surface measured with different moiré
systems, or multiply probed in a time sequence, will be comparable since they can bg
presented with respect to a common reference plane. Fig.4.3 (a) shows a surface profile

before and after 3-point plane normalization.

oo'®

(@) (b)

Fig. 4.3 (a) Surface profile before 3-point plane normalization

(b) Surface profile after 3-point plane normalization.
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4.3 Best fit plane

The best-fit plane is another reference plane proposed for the same purpose. The plane is
the one that statistically best-fits the raw measurements in the sense that the areas above
and below the plane are equal and kept to a minimum separation. The method of least
squared error [38] is a common approach to determine the best-fit plane.

The squared error is the sum of the squared differences between sample data and the
expected values as predicted by a specific function. The parameters that minimize the
squared error are referred to as the best estimate. The simple example in Fig.4.4 illustrates
how least square method can best fit a straight line into a set of samples of the size n (x;, y;
), i=1, ...n. Given a line with the function

fix) =ax+b (4.6)
where a is the slope, and b the y-intercept. The values of the constant @ and b are

determined if the line minimizes the square error.

Y a=slope flx)=ax +b

(xi: }’:)

]

Fig.4.4 Least-Square best fitting for straight line.
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The least square error E is defined as

E=Y(ax, +b-y,)’ 4.7)
i=1

where # is the number of total samples.

The error function will have a minimum as the first derivatives with respect to a and ¢

are 0:
OE &
O=a—=22xi(ax,+b—yi)
a o
0=g—§=z2(ax,+b—y,.) (4.8)
i=1 -

Eq.4.8 can be re-organized in the following form

[Zn:x,z )a + [ix,. Jb = ix,.y,.

i=1 i=l i=1

(Z X Ja +nb= Xn:yl | 4.9)
i=l il

a and b are solved with Equation (4.9) and the best-fit line is thus determined.

To extend the above into a two dimensional case, a best-fitting plane can be obtained with
the function
fy)=ax+by+c ’ (4.10)

The least square error E is defined as

n-1
E=) (ax, +by, +c—z,)’ (4.11)
i=0



And the zero partial derivatives of the equation with respect to a, b, and c are given as

OE &
0=—=)"2x,(ax, +by, +c—z,)
Oa 3
OE
0=— =ZZYi(ax1 +by, +c-z;)
ob 3
aE n
O=a—c=22(axi+by,+c-—z,.) (4.12)
i=1

Eq.4.12 yields the following equations to find the best-fit parameters a, b and c:

[ n 5 n ( n n
Zx, a+| ) x;y; b+ Zx,. c=2x,z,
i=1 i=1

\i=1 \i=1 /

in yi]a"'(z.)’iz)b'*' Zyi)c = zyizi
i=1 i=1 i=1 i=1

( n n n
Zx,}a+(2yi)b+nc=22,. (4.13)
i=1 i=1 i=1

Fig.4.5 below shows the results before and after best-fit plane normalization.

Fig. 4.5 (a) Surface profile before best-fit plane normalization

(b) Surface profile after best-fit plane normalization.
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. 4.4 Comparison of the two reference planes

The data normalization with the thfee-point reference plane is simple and computation
inexpensive. The program can easily find three corner points of a surface to determine the
reference plane.  The least square reference plane is determined by calculating the
summations in Eq.4.13, which is time consuming, especially when the phase array is large

in size.

For tests including a series of measurements conducted on the same surface, the selections
of three corner points must be kept consistent to maintain the same resultant reference
plane for all measurements taken at different time instants. Meanwhiie, extra caution is
recommended to avoid picking a noisy corner point since, otherwise, an incorrect reference
plane will result. Furthermore, for a test that involves a non-rectangu]ar shaped surface, to
select which three points is challenging to the program. In that case, an interactive process

may be required to manually select the three corners.

Compared to 3-corners normalization, the best-fitting normalization is a global and
automatic process that is less vulnerable to the noisy points often existing in a phase array.
And the best-fit method does not impose limit on the shape of the sample; therefore, it

normally requires no manual selection of corner points.

66



CHAPTER 5 VERIFICATION AND APPLICATIONS OF THE NEW
SHADOW MOIRE TECHNIQUE

5.1 Verification tests

Verification tests are conducted using the experimental setup schematically shown in
Fig.2.3. A recording CCD camera with a medium pixel resolution is positioned vertically
while an incandescent light source provides the illumination with an incident angel of near
45°. A glass grating of 20 lines/mm was mounted on a micromotion stage to allow easy
adjustment of the grating’s vertical and in-plane position, as well as the out-of-plane tilts.
Such adjustments are necessary not only for the realization of phase shiﬁing' but also for
optimizing the quality (such as the contrast) of the fringe patterns. For surfaces that warp
during a test due to deformation, the grating position relative to the surface should be
adjusted in-between consecutive measurements to make sure that no parts of the surface is

in contact with the grating. A program flow chart is given in Appendix 1.

Previous studies [11,24,37] claimed that the phase shifting technique as applied to fringe
analysis can be used to achieve a resolution as high as 1/100 fringe sensitivity. ~For the
current setup with a grating of 20 lines/mm and an illumination angle of 45°, the fringe
sensitivity w is 50 um. Therefore the resolution should reach 1/100 fringe pitch or 0.5 um
according to the theory. In practical applications, the inaccuracy in system parameters and
the image noise will normally cause reduction in the measurement accuracy. A new
measurement system is usually assessed in a verification test and the results are compared

with those obtained using an independent and established technique. In this study, a two-
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stage flat is used as a test sample, as sketched in Fig.5.1 (a). The test is aimed to measure
the height of the step in the middle 6f the block. A fringe pattern is shown in Fig.5.1 (b) in
which a box in solid lines outlines the rectangular area to be analyzed. The shadow moiré
measured three-dimensional surface profile is plotted in Fig.5.1(c). According to the
diagram, the height of the step is 0.6070 mm. Meanwhile, a micro caliper is used as an
independent check, which gives a reading of 0.610 mm. The difference is 0.003mm or

0.491%, as listed in Table 5.1.

(©)

Fig.5.1 Experimental results for gage block measurement
(a) Schematic plot of a gage block (b) Gage block image
with moiré pattern (c) 3-D surface profile.
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Table.5.1 Shadow moiré result compared to
that measured by Micro caliper.

Measurement  |Step (mm)
Micro caliper 0.610
Shadow Moiré 0. 6070
Difference (mm)| 0. 0030
Difference (%) 0. 491

5.2 A typical application to microelectronics

The scope of the application is to quantitatively study the warpage behavior for
freestanding BGA (Ball Grid Array) packages, bare PCBs (Printed Circuit Board) and their
assembled units, as schematically shown in Fig.5.2. The planarity of the parts and the co-
planarity between the component and the board and the respective variations in responding

to a predefined temperature profile are the focus of the study. The data are critical for the

reliability analysis of large-size BGA assemblies. The per-package I/O pin-counts of these

View irection

units can be in excess of 2,000.

(a) 3-D view of BGA and PCB
Fig.5.2 Schematic diagram of BGA and PCB assembly.
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Top view

(b) Top view of BGA and PCB
Fig.5.2 (continued).

The tests are conducted using the same system as used in the verification test. In a typical
application, the room temperature warpage is evaluated first and the measurements are
then taken at approximately every 20 °C as the temperature is heated up until 245 °C in
simulating a solder joint reflow environment (Fig. 5.3). Itis nbted that the melting point of
a typical lead-free solder is around 230 °C. The warpage measurement continues during the
cooling period and repeats several times at the room temperature after cooling is

completed.

Tem perature profile

O 300
§ 200 ——— .
=
5 100 —
2 /
g 0 L} T 1
h 0 50 100 150
Time(min.)
sample

Fig. 5.3 BGA temperature vs. time.

70



Fig.5.4 shows the three-dimensional surface profiles and two-dimensional contour maps
that demonstrate the warpage variations with temperature for the freestanding parts, as well
as the assembly units. For PCBs, the measurement is concentrated in the copper-pad areas
and, for BGA components, the substrates where the solder bumps are laid. The
measurement reveals that two types of warpages exist. The centrically warped shape is
regularly found in BGA substrates and PCB of assembled units. But skewed or wavy
shaped warpage is shown quite often for bare PCBs due to PCB manufacturing and
segmentation/partitioning. The thermal warpage causes reduced co-planarity between the
BGA substrate and PCB pad area, which is critical to BGA assembling process. When
such co-planarity is compromised, the solder joint standoff (the height) will vary from a
package’s central to peripheral area. Solder joints with high standoff tend to experience
high stresses upon solder solidification as the assembly cools down from the reflow
temperature. On the other hand, the shorter joints have more chances to become bridged
with the neighboring joints. High temperature tends to increase the warpage of a PCB, but
only mildly affects the ceramic-made BGA due to its high thermal rigidity. As a thermal
cycle is completed, the warpage of a freestanding PCB will not recover as the ceramic
substrate does, as shown in Fig.5.5, due to viscosity of the plastic material that a PCB is
largely made of. Residual warpage can remain for a period as long as a few weeks, though
a part of that is visco-plastic and becomes permanent. Compared with that in a bare PCB,
warpage in the pad area of an assembly unit is much higher cooling back to the room
temperature. It is noted that as the temperature drops below the solder melting point during

a solder reflow cycle, the solder joints become solidified so that the component and the
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PCB are interconnected. With the joints, the difference in the CTE (coefficient of thermal
expansion) mismatch between the piastic PCB and the ceramic BGA substrate takes effect.
As a result, the solder joints are subjected to process induced residual stress that in turn
exerts bending on the PCB underneath the solder joints, exhibited as severer warpage at the

room temperature. More experimental tests can be found in Appendix.2.

(al) Warpage of BGA at 24°C (mm)

(a2) Warpage of PCB at 24°C (mm)

Fig.5.4 BGA and PWB warpage at different temperature.
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(b1) Warpage of BGA at 150°C Ramp Up(mm)

P L
W_gorm

13
(b2) Warpage of PWB at 150°C Ramp Up(mm)

= £

(c1) Warpage of BGA at 245°C Ramp Up(mm)

Fig.5.4 (continued).
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(c2) Warpage of PWB at 245°C Ramp Up(mm)

(d2) Warpage of PWB at 155°C Ramp Down(mm)

Fig.5.4 (continued).
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(e2) Warpage of PWB at 30°C Ramp Down(mm)

Fig.5.4 (continued).

BGA-individual warpage vs. temperature
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(a) Warpage plot of BGA vs. Temp.

Fig.5.5 Warpage of BGA and PWB during the reflow process.
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Actual board warpage vs. temperature
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(b) Warpage plot of PWB vs. Temp.
Fig.5.5 (continued).

5.3 Error analysis

Errors in shadow moiré measurements could result from several different sources including
the heat flow and electronically induced image distortion, the environment vibration, the
system calibration error, the light intensity variation and the angle of divergence of the
illumination, etc. By means of averaging and filtering the multiply captured images, the
image distortion may be reduced. To sit the shadow moiré system on a vibration-free
optical table can reduce the impact of environmental instability. And the proposed
calibration scheme effectively increases the accuracy of the system sensitivity. What
remains is the non-collimated light source that is likely the dominant source of error.
Though the use of collimated light gives a constant illumination angle to eliminate the
measurement error, a non-collimated light source is commonly employed for its relative
simplicity and flexibility, as well as low cost. The errors induced by illumination
divergence can be effectively reduced by placing the light source and camera at the same
height from the surface of object, as discussed in Chapter 2. However, in some cases in

which high-contrast fringe patterns are needed, the light source may be positioned at
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different heights/positions from where the camera is located. The error analysis for the
cases is described as follows.
Fig.5.6 illustrates the effect of light divergence when a non-collimated light is used in the
system for sample illumination. Assuming a normal viewing configuration so that the
observation angle o in Equation (2.1) is zero. The illumination angle 8, however, varies
from point to point on the surface. As shown in Fig.5.6, 8; and £, are the actual angles of
illumination at the left and right edges of surface, respectively. From Eq.2.2, W at the
leftmost point is

W,(x,y) = N(x,y)p/tan B, (5.1)
And W at the rightmost point is

W.(x,y)=N(x,y)p/tan S, (5.2)
Though the error is obvious, it can be minimized if the light source is placed so far away

from the surface that the difference in tanf becomes negligible.

|
m -
% v B2

Fig.5.6 Analysis of shadow moiré measurement error caused by
using a point light source.
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. CHAPTER 6 CONCLUSIONS

The shadow moiré method is studied and new fringe processing algorithms are introduced
to achieve computer automated surface profiling. The main achievements of this research

include the following aspects and the program flow chart is shown in the Appendix.1.

(1) A new algorithm of phase unwrapping is studied and introduced.

Phase unwrapping is a key to realizing the phase-shifting and in turn, the automated
measurement. Based on a study of different algorithms, the research eventually focuses on
a multi-grid least-square unwrapping algorithm. Compared with the commonly applied
FFT and DCT algorithms, the multi-grid unwrapping algorithm, when incorporated into
shadow moiré, has an advantage of being more time-efficient in fringe processing and less
restrictive on the size of data array. The implementation of the new unwrapping algorithm
has also led to improved resolution of the measurement owing to the enhanced capability
of resolving image local details. The study shows that the resolution of the new systerg '
can reach a small percentage of the system sensitivity that is defined by the classic shédow
moiré method. Both three-step and four-step phase shifting algorithms are studied and
implemented. A comparison of the results obtained based on the same test shows that the

relative difference is less than 0.1% in the phase-angles.
) An automated system calibration scheme is proposed and realized.

The conventional system sensitivity is calibrated using gauge blocks or surfaces of known

shapes. Such a calibration is usually a time consuming process and relies heavily on an
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operator’s observations. Utilizing the fringe pattern phase-shifting mechanism, in
combination with a real-time digital image subtraction and a histogram of the subtraction,
the proposed new scheme automates the determination of the system fringe sensitivity. In
addition, it has realized a convenient feature of the calibration by which the test can be

performed on any surfaces instead of using a standard gauge block.

(3) A contour detection technique in fringe processing is incorporated.

This technique facilitates the measurement for non-rectangular or irregular shaped
surfaces, as well as hollow surfaces. The new system implemented with edge detection
automates the distinguishing of the surface being measured from its boundaries. The
fringe analysis can now be limited to within the boundaries of the surface. Moreover, the
separation of the surface from its background facilitates the reading and interpretation of
phase diagrams. In an application, the quality of a phase diagram is important to the
reliability of the final measurements. The better efficiency, accuracy and resolution due to
the implementation of the boundary detection technique are demonstrated in the

applications to measuring topography for a round shaped area and a hollow section.

(4) A data normalization procedure is introduced to eliminate the effect of rigid body
motion on the data interpretation.

This research has studied and proposed a three-corner-point plane as well as a best-fit
plane, as the reference plane, and procedures to transform the originally obtained warpage

data to the new reference plane. The original shadow moiré measurement is determined in
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_ reference to a plane that is in parallel to the plane of the glass grating of the moiré system.
The so-called data normalization is in essence a mathematical procedure that converts the
original data to be presented in a different reference plane. The new reference plane is
attached to the surface being measured. As a result, the measurements obtained from a
surface can be presented without being affected by the change of surface position relative

to the shadow moiré system.

(5)  Noise reduction techniques are introduced into the new system.

The image noise and its impact on the fringe analysis as well as noise reduction techniques
are studied. The introduction of noise reduction techniques into the new system has
resulted in improved quality of phase diagrams and better accuracy of the measurements.
The elimination or significant reduction ‘of spike noise is especially imperative to the

establishment of a three-corner point reference plane.
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APPENDIX 1
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Fig. A-1 Program flow chart of the modified shadow moiré technique.
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Fig. A-1 (continued).
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APPENDIX 2
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Fig. A-2 (b) Warpage of a PCBA at room temperature.
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