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Abstract 
 

This thesis proposes automatic classification of the emotional content of web 

documents using Natural Language Processing (NLP) algorithms. We used online 

articles and general documents to verify the performance of the algorithm, such as 

general web pages and news articles. The experiments used sentiment analysis that 

extracts sentiment of web documents. We used unigram and bigram approaches that 

are known as special types of N-gram, where N=1 and N=2, respectively. The 

unigram model analyses the probability to hit each word in the corpus independently; 

however, the bigram model analyses the probability of a word occurring depending on 

the previous word. Our results show that the unigram model has a better performance 

compared to the bigram model in terms of automatic classification of the emotional 

content of web documents.  
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Chapter 1 

Introduction  

In the recent decades, a huge amount of information has become available in the form 

of web documents, but not all content that is posted is positive or useful in providing 

the requested information. In fact, some of the web documents may contain texts that 

might not be suitable for certain groups of people, because of the negative emotions 

that they display. Therefore, the automatic detection of emotions in texts has become 

increasingly important to deal with this task. Natural language processing (NLP) can 

help automatically classify the emotional content of web documents.  

 Natural languages are languages that are used by human beings to 

communicate with each other. NLP is a field in computer science, artificial 

intelligence and computational linguistics that explores how computers can be used to 

understand and manipulate natural language text or speech to perform the desired 

tasks [1]. 

The foundations of NLP consist of several disciplines such as computer and 

information sciences, electrical and electronic engineering, linguistics, mathematics, 

artificial intelligence, robotics, and psychology [1, 2].  

NLP aims to build a software that has the ability to understand and analyze 

human language instead of artificial computer languages such as Java, Python, and 

C++ [3]. NLP also aims to implant information in text documents through the 

manipulation of their lexical, syntactic, or semantic linguistic components without 

altering the meaning [1]. The general interface of NLP is shown in Figure 1 [3].  
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Figure 1: Block diagram of an NLP system [3]  

 

The analysis of NLP can be divided into several levels: phonology, 

morphology, syntax, lexical semantics, pragmatics and discourse (Figure 2). To 

understand and extract meaning from natural languages (text or spoken), it is 

important to be able to recognize the differences among these levels [4, 5]. The 

knowledge of phonetics and phonology is required to understand the definition of the 

incoming audio signals, to understand the whole words within the signal, to use that 

sequence of words to make a new audio signal, and to determine the exact 

pronunciation of words in speech. The knowledge of morphology is needed to 

produce and recognize contractions and other differences between individual words, 

and understand the words in context. The knowledge of syntax is needed to order and 

group words together. The knowledge of lexical semantics is required to understand 

the meaning of each component word. Pragmatics is required for the use of indirect 

language. Finally, in order to structure a conversation perfectly, the knowledge of 

discourse conventions is required.  

 There are many different and common applications of NLP, which will be 

discussed in Section 2.1. In this thesis, we use sentiment analysis, which is regarded 

as one of the most notable applications of NLP. Sentiment analysis extracts the 

sentiment of website text documents and determines their sentimental contents. This 

will be discussed in more detail in Section 2.2.  
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Figure 2: The different and interdependent levels of NLP required to understand 

natural languages 

1.1 Motivation 

In this day and age, we are exposed to a variety of information in different formats on 

a daily basis. There is a need to quantify and qualify the impact of the information on 

the interlocutor in order to help the reader easily understand the nature of documents, 

and if possible to minimize any possible negative impact. To achieve this goal, in this 

thesis we provide a rating for any given piece of information to allow the reader to be 

able to infer the quantity of the negative content in the document.  

The rating provides a means for the reader to decide whether to avoid or read 

with discretion material that could potentially be harmful for his “reader class.” The 

approach in this thesis is unique in the sense that it uses NLP to dynamically use a 

computer to determine the rating for any given piece of information. Moreover, this 

gives us the power to rate a piece of information on many levels and dimensions in a 

short period of time. The ingenuity of this approach will hinge on the power of NLP 

algorithms and their strategies to rate pieces of information. For a simple example, we 
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have a piece of text that tells a story about a violent father and his son in which verbs 

such as “hitting”, “hurting” and “abusing” are repeated several times. The system 

could give a rating of 6/10 for violence; hence, the system would warn a user with the 

child “reader class” that this material is not recommended for him/her. 

We believe that analyzing web documents will help identify the nature of the 

documents, and that rating of this information will appear easily and quickly to inform 

the reader of the document’s contents and minimize time lost on reading potentially 

harmful information.    

1.2 Research Statement  

Presently, information on the Internet is exchanged at a rapid pace, regardless of 

whether the content has a positive or a negative impact. Quickly determining the 

nature of the information and webpage content can allow readers to identify the nature 

of the document and make decisions whether to read it or to avoid it.  

People have different tastes, interests, and preferences with respect to the kind 

of documents or news they want to read. Some people like to read positive 

information in order to feel good and may avoid negative information or news to 

avoid feeling depressed. In addition, some parents want to prevent their children from 

some web pages to protect them from being exposed to aggressive or violent 

information. 

Our research focuses on finding an automatic classifier for detecting web 

documents and identifying their sentimental content. This classifier explores only 

well-written documents that are extracted from general web pages and news articles. 

For the purposes of this thesis, “well-written” is defined as writing that is generally 

grammatically correct, free of spelling errors, and well-structured (e.g. news articles, 

scientific articles, academic writing). We analyze the sentiment of these texts using 
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NLP. By using N-gram classification, sentiment analysis can tell us whether the text 

we enter expresses positive sentiment, negative sentiment, or any other attributes. The 

label that the document will receive (positive or negative) will depend on which label 

has the greatest probability. 

1.3 Objectives  

The primary goal of this thesis is to perform a sentiment analysis on particular web 

documents that were mined from general webpages and news articles.  

A sentiment analysis aims to understand the nature of the documents. The 

collected data is classified into two categories based on the presence or absence of an 

attribute (e.g. violent or not violent). In this study, we consider a few attributes 

violent/non-violent, love/not love, and hate/not hate. We will then perform an analysis 

of the classified data to assign two probabilities to the web documents: the probability 

of belonging to the class with the attribute and the probability of belonging to the 

class without the attribute. Based on these two probabilities, the system will determine 

which category the new web document should be assigned to. 

1.4 The Proposed Approach 

People of all ages like to read information on specific topics or follow the world news 

by browsing the Internet because it is regarded as one of the easiest and fastest ways 

of accessing information. However, not all webpages are appropriate to all ages and 

groups of people. For instance, some webpages discuss bad news or negative 

situations, and exposure to this content might have a negative influence on people’s 

lives and/or kids’ behaviors. The objective of this research is to propose a system for 

extracting and identifying whether webpage content is positive or negative in order to 
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help readers know the exact nature of the document without having them read the 

whole content.  

In this thesis, we assume that the user who uses our recommender system is able 

to read and speak English. It should however be mentioned that the same approach 

could also work for virtually any other language, if the proper data sets are built and 

the experiments are repeated. Here, we provide a summary of the proposed solution. 

First, we select a specific attribute and search for a group of web documents based on 

this attribute and then search for other groups of web documents that contain other 

attributes excluding the specific attribute we selected earlier. Second, after labeling 

each web document based on our attribute, we divide each group into a training set 

and a test set. Finally, using N-gram models and finding the two probabilities for each 

web document on the test set, we compare the obtained probabilities for the model 

that was trained with the attribute versus the one that was trained without the attribute. 

The web documents on the test set will be labeled based on this comparison. The 

reader can refer to Chapter 3 for a full explanation of the procedures.  

1.5 Research contributions  

This study focuses on proposing a machine learning approach for analyzing and 

detecting the nature of documents using an NLP technique. The major contributions 

of this study are outlined as follows: 

The thesis proposes a novel framework for classifying the web documents by 

using NLP techniques and generating recommendations for the reader. The 

framework is built by using existing methods that have not been previously applied 

for the purpose of detecting the nature of web documents and their sentimental 

contents. Further, the thesis provides an approach for understanding the sentimental 

content of the data automatically without requiring the user to look at it in advanced to 
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know its sentimental content by matching the document’s keywords with their labels. 

In the future, the findings in this thesis can be applied to solve a wide range of 

problems. For instance, companies and organization can use this application to gain a 

better understanding of their customers’ opinions about their products or services to 

improve their services. This application can also be used to protect vulnerable 

populations, such as children and patients with chronic conditions. Parents would be 

able to use this application to protect their children from potentially harmful Internet 

data. Patients who want to minimize their exposure to stress could use this application 

to avoid information that might negatively affect their health. 

1.6 Scope and Assumptions  

The main focus of this thesis is to find web documents from general webpages and 

news articles using Language Models (LM) and provide information about their 

sentimental contents to help the reader easily understand the nature of the document. 

Hence, the collected information about online articles can either be used for reader 

awareness or for decision making. For example, for reader awareness, if a document 

falls under the category of sexually explicit content, parents can prevent their children 

from reading this information. On the other hand, if a document falls under the 

category of positive news, such as the launch of a new smartphone, and another 

document falls under the category of negative news, such as the death of many people 

by an earthquake in Japan, the reader can decide what type of information they would 

like to read.  

In this thesis, the dataset that has been created from web documents falls under 

one of these categories: violence attribute, love attribute, and hate attribute. As 

mentioned above, these web documents include online articles and general documents 
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that users can find easily by browsing the Internet. Based on these attributes, the 

entire data corpus is classified as either having or not having the particular attribute. 

In addition, we focused on the English language as our target language because 

English is regarded as one of the most popular languages around the world. This is 

because the English language is used as an international auxiliary language [6] [7]. 

Moreover, in our task, we used the sentiment analysis application in NLP and two 

special kinds of N-gram models (unigram and bigram). 

1.7 Organization of Chapters 

The remainder of the thesis is organized as follows:  

 Chapter 2 presents background information and a series of works related to 

this research. The first section of this chapter provides background information 

that is relevant for the rest of the thesis. It introduces the usage of LMs 

followed by their advantages and disadvantages. The next section provides 

background information regarding N-gram models, which are the main models 

used in the proposed system, followed by an introduction on the two types of 

models used. The final section of this chapter provides a review of published 

research works in the area of classifying and determining text documents. 

 Chapter 3 describes the compositional and functional aspects of our proposed 

model, followed by the unigram and bigram algorithms for classifying and 

determining the text documents.  

 Chapter 4 presents the implementation and results of this research work. The 

first section explains the implementation of the proposed model and describes 

the performance models used in this research work. The following section 

provides the results of the experiment conducted for detecting web documents 

and identifying their sentimental contents.  
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 Chapter 5 concludes the thesis by summarizing this work, giving more in-

depth analysis of the results and providing suggestions for future research. 
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Chapter 2 

Background Information and Related Works 
 

In this chapter, basic information regarding the following subjects is discussed: 

 The usage of NLP 

 Sentiment analysis 

 The advantages and disadvantages of NLP 

 N-gram, a statistical approach in NLP and  

 Types of N-gram models 

The background information presented here sets the framework that is necessary for 

understanding the information presented in the rest of the thesis. The last part of this 

chapter discusses a number of works relating to this thesis. 

2.1 Background  

2.1.1 Usage of the Language Model 

There are many researched topics in NLP, and these topics consider text or speech as 

a NLP candidate. While some tasks have real-world applications, others are used to 

assist in solving larger tasks. Some of the most common topics of research in NLP are 

the following: 

 Text Segmentation refers to separating a written text into significant units, 

such as words, sentences, or topics. For example, in the English language, 

word boundaries are expressed by space, while sentence boundaries are 

expressed through punctuation, particularly the full stop character, and topic 

boundaries are shown through section titles and paragraphs [8]. 
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 Speech Recognition (SR) refers to the translation of an audio sound into text. 

The audio sound can contain the sound of one person or several people 

speaking. SR is also called automatic speech recognition (ASR), computer 

speech recognition, and speech-to-text (STT). SR has two types: speaker-

dependent systems and speaker-independent systems. Speaker-dependent 

systems use a final stage of per speaker training, where a speaker reads a text 

or a list of words into the system to fine tune the training of the system, while 

speaker-independent systems do not have this final stage of fine tuning [9].  

 Machine Translation (MT) refers to using software to translate speech or text 

from one human language to another. MT usually performs very well on 

translating just words from one language to another language. However, it 

does not always work that well with complete text translation. This is because 

there is a need to recognize whole phrases in the target language and that can 

often become quite a challenging task [10]. 

 Automatic Summarization is used to produce a summary of a text document 

and this summary keeps the most salient points of the original document. 

Automatic summarization is a very important task because of the increasing 

amounts of data. Search engines, such as Google, are one example of the use 

of automatic summarization. Automatic summarization has two approaches: 

extraction and abstraction. In extractive approaches, parts of existing words, 

phrases, or sentences from the original text are selected to create the summary. 

While in abstractive approaches, an internal semantic representation is built 

and then natural language generation techniques are applied to generate a 

summary [11].  
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 Text Classification and Sentiment Analysis is used to obtain subjective 

information from a set of documents and identify their orientations. This is 

used to detect and review the writer’s attitude or opinion regarding a topic, 

customer service, or product reviews [12]. We will present the sentiment 

analysis task in more details in Section 2.1.2.  

 Information Extraction (IE) refers to extracting structured information, such as 

the determination of relationships between objects, from unstructured 

documents. For example, if an article states, “In November, Company Z 

bought out Company X,” the IE algorithm will be able to extract that 

Company Z merged with Company X. Many recent activities such as 

automatic annotation and content extraction from images, audio, or video are 

examples of IE [13]. 

 Parsing is the grammatical analysis of a string of symbols either in natural 

language or in computer language. In other words, parsing divides a word or a 

sentence into parts of speech and depicts them grammatically. Parsing has a 

different meaning in linguistics and computer science. In linguistics, parsing is 

used to understand the meaning of a sentence with the use of supporting 

systems, like sentence diagrams. In computer science, parsing is used to 

breakdown a sentence into its components, and this leads to the existence of 

syntactic and semantic relations among words [14]. 

 Meaning Extraction, also known as word-sense disambiguation (WSD). Many 

words have more than one meaning, so this task is used to select the meaning 

that makes the most sense in context. The system provides a list of words from 

a dictionary or any online resource like WordNet and selects the most suitable 

word for the sentence [15]. 
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 Question Answering (QA) aims to find answers to questions posed by humans 

in a natural language. Some of these questions are typical questions that have 

specific and direct answers, such as “What is the capital city of Canada?” 

Whereas others are more complicated and have open-ended answers, such as 

“Why did WWII start?” Thus, QA applications aim to deal with various types 

of questions [16].  

 Completion Prediction is used to predict words in a sentence and give choices 

on how to complete it. When the system is given an incomplete sentence (e.g. 

“Please turn off your cell……”), completion prediction can estimate what is 

being typed and provide options on how to compete the sentence [17].  

 Part-of-speech tagging categorizes each word in a sentence into a specific part 

of speech based on its definition and its context. Part-of-speech tagging is a 

very important application for some ambiguous languages that have words that 

can belong to multiple part of a speech, such as in English where "book" can 

be a noun (e.g. "the book on the desk table") or verb (e.g. "to book a flight") 

[18].  

In addition to the above, NLP is used for other tasks as well, such as natural 

language generation, natural language understanding, spelling correction, and 

information retrieval, among others, demonstrating the importance of the NLP 

algorithm.  

2.1.2 Sentiment Analysis 

The increasing use of the Internet usage and interchange of public opinions 

necessitates the existence of sentiment analysis. The Web is a massive storehouse of 
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unstructured and structured data, which makes the analysis of this data to identify 

public opinion and sentiment a difficult task.  

Sentiment analysis is a task of NLP and IE that intends to acquire the writer's 

emotions expressed in positive or negative comments by inspecting a large number of 

documents. In other words, the objective of sentiment analysis is to determine the 

perspective of the writer or speaker that pertains to a certain topic or to the overall 

document.  

         “Sentiment analysis is the field of study that analyses people’s opinions, 

sentiments, evaluations, appraisals, attitudes, and emotions towards entities such as 

products, services, organizations, and their attributes” [19]. 

The analysis of sentiments can be applied to documents, sentences or phrases; 

sentiment analysis extracts the sentiment of these texts using NLP, statistics, and 

machine learning models and then determines whether the texts are positive, negative 

or neutral. Sentiment analysis is also often referred to as opinion mining, opinion 

extraction, sentiment mining, and subjectivity analysis [19]. 

Sentiment analysis can be a simple task when the goal is to determine the 

nature of a text as objective (facts), positive (a state of happiness) or negative (a state 

of sadness). However, ranking the attitude of a text based on positive, negative, or 

objective degree is a more complex task [20]. 

In this thesis, sentiment analysis detects web documents and labels them as 

either positive or negative, and determines sentiment in each of the web documents 

using NLP techniques. 

2.1.2.1 Applications of Sentiment Analysis 

Sentiment analysis comes from the process of transferring information from person to 

person, which is called word of mouth (WOM) [20]. This process plays an important 
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role in commercial businesses, e.g. sharing views or reactions from consumers about 

products or services with other people. Thus, sentiment analysis has been used in 

marketing to review products and identify consumers’ reactions, social media to find 

trending topics in town, and movie reviews to preview movies’ quality. 

In [21], the researchers sort the applications of semantic analysis into different 

types of applications which are: 

a. Review-Related Websites Applications (e.g. product reviews and 

movie reviews) 

b. Sub-Component Technology Applications (e.g. spam detection and  

context sensitive information detection) 

c. Business and Marketing Applications (e.g. consumer attitudes and 

trends) 

d. Different Domains Applications (e.g. public opinions about political 

leaders, rules or regulations in place 

2.1.2.2 Challenges for Sentiment Analysis 

Sentiment analysis aims to detect and extract sentimental words and phrases from a 

text and to categorize the text as positive or negative. If the analysis is unable to 

identify any sentimental words from the text, it classifies the text as objective. 

Therefore, sentiment analysis has three categories, which suggests that sentiment 

analysis is not as difficult as the text classification task, which has many classes due 

to the existence of various topics. However, this is not the case because there are 

many general challenges of sentiment analysis. These can be summarized as follows 

[20]: 
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A. Implicit Sentiment and Sarcasm 

A sentence might have an implicit sentiment of sarcasm even without the existence of 

any negative sentiment words. Therefore, detecting semantics is more significant in 

sentiment analysis than in syntax detection. See the following examples: 

 How could anyone possibly watch this film? 

 We should ask a question about the stability of the mind of the man who does 

this behavior.  

Both of the above sentences are negative even though neither has words with negative 

sentiment.  

B. Domain Dependency 

Polarity of the same words can change between different domains. See the following 

examples: 

 The scenario was unpredictable. 

 The driver’s performance and the steering of his car are unpredictable. 

The word “unpredictable” appears in both sentences. However, the first sentence has a 

positive sentiment, whereas the second sentence has a negative sentiment. 

C. Thwarted Expectations 

The writer can delay negative semantics until the end of the sentence. See the 

following example: 

 This manager should support his employees and be nice to them. I heard that 

he is attempting to provide a good and quiet environment for his employees. 

However, he is not as I expected. 

Despite the existence of the positive words in the sentence, the overall sentiment is 

negative. This is because the criticism was in the last sentence. 
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D. Pragmatics 

Writers use various ways of pragmatism to express their feelings, and these 

pragmatisms might change the sentiment completely. Consequently, it is crucial to 

identify the pragmatics of a user’s opinion. Sentiment can be denoted using 

capitalization. See the following examples: 

 I just finished watching the match where my favorite team DESTROYED the 

opposing team. 

 The final test destroyed me.  

The first sentence indicates a positive sentiment because the capitalization of 

“destroyed” signifies excitement, while the lack of capitalization in the second 

sentence indicates a negative sentiment.  

E. World Knowledge 

In order to detect and identify sentiments, world knowledge needs to be inserted into 

the system. See the following examples: 

 Ali is like Frankenstein. 

 I just finished Doctor Zhivago for the first time and all I can say is Russia 

sucks. 

The first example denotes a negative sentiment while the second one denotes a 

positive sentiment. However, we have to know what Frankenstein and Doctor 

Zhivago are to detect the sentiment. 

F. Subjectivity Detection 

Finding the difference between opinionated and non-opinionated text is often very 

difficult. Subjectivity detection seeks to remove objective facts to identity subjective 

components in a text; however, this task remains difficult. See the below examples: 

 I hate love novels. 
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 I do not love the book “I hate stories”. 

The first sentence describes an objective fact while the second sentence describes an 

opinion about a specific book. 

G. Entity Identification 

Any text or sentence can have multiple entities, so it is imperative to discover the 

entity towards which/whom the opinion is directed. See the examples below: 

 iPhone is better than Samsung.  

 Ali overcame Adam in football. 

The examples are positive for iPhone and Ali, but they are negative for Samsung and 

Adam. 

H. Negation 

Dealing with negation in sentiment analysis is a challenging task. There are many 

different and subtle ways to express negation without straightforward and explicit 

usage of any negative word. See the following examples: 

 I do not like the movie. 

 I do not like reading, but I like writing poems. 

 I not only like reading, but I also like writing poems. 

In the first example, the negation was used explicitly, reversing the polarity of all the 

words appearing after “not”; this is easiest to detect. However, this strategy does not 

work for the second example because the scope of negation extends only until the 

conjunction “but”. In the third example, the polarity is not reversed after “not” 

because of the existence of “only.” These factors should be considered when 

designing the algorithm. 
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2.1.3 Advantages and Shortcomings of NLP 

As mentioned earlier, NLP plays an important role in analyzing and understanding 

human language through NLP properties. NLP has the ability to simultaneously 

describe various entities for any language by providing a set of descriptive tools, such 

as the usage of noun phrases for determining objects, verb phrases for determining 

events, and tense and aspect for describing time periods. Moreover, NLP has the 

ability to understand the nouns that pronouns and other anaphoric expressions are 

referring to [22]. Indeed, NLP is highly expressive, flexible, and representative of 

reality systems. 

Although NLP is regarded as one of the most effective interface technologies 

for many problems, offering a number of advantages, it has some shortcomings. Some 

natural language systems have linguistic and conceptual ambiguities of utterances due 

to unknown words, synonyms, or ill-formed sentences. In addition, syntactic 

ambiguities that caused by structure, and semantic ambiguities that caused by 

homographs are problems with others systems [23]. Thus, even though the users know 

the system cannot understand every utterance, they do not know what it is able to 

interpret. Some systems could be error-prone due to multiple attempts that are made 

to pose a query or command. In addition to this, some NLP systems have difficulties 

following the alterations in context that exist in dialogue [22]. Therefore, making 

generic searches in NLP is difficult. 

2.1.4 N-gram Models 

The N-gram probability, which is regarded as a type of Markov chain model, is the 

conditional probability of the occurrence of a word provided all the previous words. 

The simple kind of Markov chain or N-gram is bigram model, which only assesses the 

immediate occurrence of the previous word. In addition, N-gram models can be 
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computed by counting the frequency of consecutive words in a corpus. The general 

equation for N-gram is:  

 𝑃(𝑤𝑛 |𝑤1
𝑛−1  ) ≈ 𝑃(𝑤𝑛 |𝑤𝑛−𝑁+1 

𝑛−1 ) (2.1) 

The above equation shows the probability of a word 𝑤𝑛  given only the 

previous N words [2]. Furthermore, N-gram conditional probabilities can be estimated 

by normalization, which is done by taking the count of N-grams from a training 

corpus and dividing them by the sum of N-grams that have the same prefix, as follows 

[2]:  

           (2.2) 

This ratio is called a relative frequency, which is regarded as a technique of 

Maximum Likelihood Estimation (MLE). Hence, N-gram models can be computed by 

normalizing by the MLE, which is done by dividing the count of the word, T, by the 

total number of word tokens, M, as illustrated below [2, 24, 25]: 

𝑃 (𝑇|𝑀)                           (2.3) 

There are two important facts about N-gram behavior. First, when the value of 

N increases, the accuracy of N-gram models increases. Second, when the value of N 

increases, their dependence on their training corpus increases as well. However, N-

gram models impose a challenge, which is that they must be trained from some 

corpora, and all of these training corpora are finite. Furthermore, the MLE method 

gives poor estimates when the counts are non-zero but still low. However, some 

techniques can be used to re-evaluate some of the zero or low probability N-grams 

and designate them as non-zero values. This task is called smoothing [2] and is a very 

important part of working with N-grams. Even though the available corpora are large 

and contain a portion set of the possible N-gram, it is essential to smooth the data in 
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order to get better estimates of unseen occurrences of N-grams (i.e., words and 

phrases that do not appear in the text; unigram, bigram, trigram, and so on) [26, 27]. 

In addition, it is obvious that a document on the training set cannot have all possible 

words or even the sequence of words in the test set, and vice versa. Thus, it is very 

important to use smoothing techniques. As explained in [28], there are many different 

smoothing algorithms, including Additive smoothing, Good-Turing estimate, Jelinek-

Mercer smoothing (interpolation), Katz smoothing (backoff), and Witten-Bell 

smoothing. The simplest smoothing technique and one that is regarded as an 

introduction and useful baseline for other smoothing algorithms is add-one smoothing. 

The add-one smoothing technique is known also as Laplace smoothing. In this 

technique, one is added to all the counts in the matrix of N-gram counts and this is 

then divided simultaneously by the total number of types (the vocabulary size) as 

shown in the following equation [2]: 

   (2.4) 

Where V is the total number of word types in the language, i.e. the size of the 

vocabulary.  

To evaluate corpus-based LMs like N-grams, we divide the corpus into a 

training set and a test set; training the statistical parameters of the model on the 

training set, and then using them to compute probabilities on the test set. 

To compare between different smoothing algorithms, a large corpus is taken 

and divided into a training set and a test set. Then it is trained using different N-gram 

models on the training set to determine which one of the N-grams better fits the test 

set. More specifically, to evaluate N-gram models, a useful and common metric to 

examine how well a given test set matches a test corpus is called perplexity.  
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In addition, the N-gram model can be used for context-sensitive spelling error 

correction by generating every possible misspelling of each word in a sentence. This 

is done by typographical modifications or through the inclusion of homophones. Then, 

the spelling that gives the sentence the highest prior probability is chosen.  

 There is an important point that should be mentioned when discussing N-gram 

models. All the gained probabilities from N-gram models are always less than or 

equal to 1; therefore, when we multiply these probabilities together, the product can 

get extremely small. Indeed, if we want to compute the probability of the occurrence 

of words within a paragraph or an entire document, we might face a practical problem 

that is called the risk of numerical underflow. To solve this problem, we can take the 

logarithm base 2 for each term in Equation (2.4) [2]. 

2.1.4.1 Challenges of N-gram Models 

N-gram models are an essential element of modern language modeling for NLP, and 

they have been successfully utilized in many applications, such as part-of-speech 

tagging, ASR, and syntactic parsing [29, 30, 31]. This characterizes N-gram models as 

rich lexical knowledge [2]. However, N-gram models do not perform well for some 

purposes because they depend on the training corpus that will be used [2]. Thus, some 

of the general challenges of N-gram models can be summarized as: 

 Since probabilities are based on computing word, we need to know exactly 

which words that we are going to count. In other words, we need to find out 

how many words are in a corpus [2]. Consider the following example: 

“He is going to attend the ceremony party, but he is not going to be at the 

birthday party tomorrow.” 
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In the above sentence, there are 21 words if we do not count the punctuation 

marks, but there are 23 words if we count the punctuation marks (period and 

comma).  

 Since sentences and paragraphs contain capitalized and un-capitalized tokens, 

we need to know whether the system will differentiate between them [2]. 

Consider the following example: 

“The high school students have not finished their final exams yet, but the 

university students have already finished their final exams.” 

In the above example, the words “The” and “the” are the same.  

 Inflected form is another challenging issue in N-gram models since these 

models are based on the word form that appear in the corpus, such as the 

singular form of the word “cat” and the plural form “cats” or the verbs form 

like “kill” and “kills”. Thus, all of these forms are treated as two separate 

words, and this is not good for context domains that want to treat “cats” and 

“cat” as one word [2].  

 Another issue that we should consider while using N-gram models is 

determining how many words are in a corpus. There is a basic way to answer 

this question, which is based on two terms: types and tokens. If we count the 

words based on the number of distinct words in a corpus, we are using types. 

If we count all the words in a corpus, we are using tokens [2]. Consider the 

following example: 

“Ali and Adam are going to attend the ceremony party, but they are not going 

to be at the birthday party tomorrow.” 

In the above sentence, we can say that the corpus has 17 types and 22 

tokens (without counting the punctuation marks).  
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2.1.4.2 Some N-gram Types 

As mentioned previously, N-gram models are a statistical approach in NLP, and it 

estimates the probability of each word given prior context. In other words, N-gram 

model uses only N–1 words of prior context depend on the value of N. The previous 

word could be one, which known as a unigram, two, which is known as a bigram, or 

three, which is known as trigram, and so on. The following is an example of finding 

probabilities for these different types of N-gram models:  

 “Please stop this violence” 

Unigram:  P(violence) 

Bigram:  P(violence | this) 

Trigram:  P(violence | stop this) 

In this study, we used only the unigram and bigram among all possible N-gram 

models.   

2.1.4.2.1 Unigram Models  

The unigram approach is a special case of N-gram with N=1. It is regarded as the 

simplest form of N-gram models. The probability to hit each word in the corpus 

depends on the word itself. The following is the equation for a unigram model: 

    
𝑃 𝑢𝑛𝑖 

(𝑤1 𝑤2𝑤3 … . 𝑤𝑛)=𝑃(𝑤1)𝑃(𝑤2)𝑃(𝑤3)𝑃(𝑤𝑛)           (2.5) 

In this model, unigram language models are often smoothed to avoid instances 

where the probability of the appearance of a word is zero. In order to have a consistent 

probabilistic model, each sentence is appended with a unique start <s> and end </s> 

symbols, and these symbols are treated as additional words. 
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Let us look at the following example in Figure 3, which presents simple 

sentences, and Figure 4, which presents the appropriate unigram probabilities for 

these sentences.  

To compute the unigram probability of a word occurring within a corpus, we 

count how many times a word has occurred in the context domain and then divide this 

number by the total number of words in the domain. For example, if we want to find 

the probability of a word “I”, we will see how many times “I” appears in the context 

domain and then divide by the total number of words in this domain. For Figure 3, the 

probability of the occurrence of the word “I” is: 4/24 = 0.16. 

I hate violent movies.  

I hate Romantic movies.  

I like Romantic movies.  

I like Romantic stories. 

Figure 3: Simple sentences. 

 

<s>                            .16 

I                                 .16 

</s>                           .16 

hate                         .08 

like                          .08 

Romantic                .125 

violent                  .042 

movies                  .125 

stories                   .042 

Figure 4: Unigram probabilities for the sentences in Figure 3.  

 

Now we can compute the probability of any sentence (e.g. “I hate violent 

movies”) by multiplying the unigram probabilities together as follows:  

P(<s>, I, hate, violent, movies, </s>) = P( <s>) P(I) P(hate) P(violent) P( movies) 

P(</s>) 

                                                  = .16 * .16 * .08 * .042 * .125 * .16 = 0.00000172 
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As we can see in the above example, all of the probabilities are less than one; 

consequently, multiplying these probabilities together results in a very small product. 

We could solve this problem by taking the logarithm for each word and summing 

them together instead of multiplying them: 

Log P(<s>, I, hate ,violent ,movies, </s>)= log P( <s>) + log P(I) + log P(hate) 

+ log P(violent) + log P( movies) + log P(</s>) 

                                                       = (-0.8) + (-0.8) + (-1) + (-1) + (-0.9) + (-0.8) = -5.3  

2.1.5.2 Bigram Models  

The bigram approach is a special case of N-gram with N=2, and is known as a first-

order Markov model. For bigram models, the probability of a word is computed by 

giving the probability of one previous word as shown in the following equation: 

  (2.6) 

To illustrate the bigram language model, let us compute the bigram 

probabilities for these sentences shown in Figure 3. To compute the bigram 

probability of a word occurring within a corpus, we count how many times a word 

and the previous word occur in the context domain and then divide this number by the 

total number of words in the domain. For example, if we want to find the probability 

of a word “I hate”, we will see how many times ”I hate” appears in the context 

domain and then divide by the total number of words in this domain. For Figure 3, the 

probability of the occurrence of the word “I hate” is: 2/24 = 0.08. 
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<s> I            .16 

I hate           .08 

I like            .08 

hate violent         .042 

hate Romantic     .042 

like Romantic      .08 

violent movies        .042 

Romantic movies     .125 

Romantic stories       .042 

movies </s>    .042 

stories </s>      .042 

Figure 5: Bigram probabilities for the sentences shown in Figure 3. 

 

 Thus, in a bigram (n = 2) language model, the probability of the sentence “I 

hate the violent movies” is approximated as: 

P(<s>, I, hate, violent, movies, </s>)   = P(I| <s>) P(hate | I) P(violent| hate) P(movies| 

violent) P(</s> | movies) 

                                                               = .16 * .08 * .042* .042* .16  

                                                               = .00000361 

Here, we also can take the logarithm for each pair of words, as we have done 

with the previous example, in order to get a better result.  

2.2 Related Works 

In this section, we present research that is related to our study. In the last few years, 

NLP and its approaches have been considered the most significant methods for 

achieving automatic classification of the emotional content of natural language texts. 

Several studies have evaluated the performance of standard text categorization 

techniques such as unigram and bigram models. 

In [32, 33, 34], Lewis studied how phrases are utilized in text categorization 

by using part-of-speech parsing on the text and all noun phrases that existed two or 

more times as features. He found that using phrases led to poorer performance than 
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using single words due to high dimensionality, lack of redundancy among terms, and 

high degree of synonymy. 

In [35], the authors present the performance of bigrams as well as the use of 

single words. They applied the information gain metric with term frequency and 

document frequency in order to select which bigrams should be used. Term frequency 

refers to the importance of the term in the specific document; document frequency 

refers to the importance of that term in the entire corpus. They found that bigrams can 

be good discriminators and improve the categorization performance. 

In [36], the authors used Naive Bayes classifier on Yahoo text hierarchy, using 

different length of word sequences (up to 5). The experimental results illustrated that 

using word sequences of up to three words in length instead of using only single 

words enhanced the performance, whereas using longer sequences did not affect the 

performance. 

In [37], the author used the a priori algorithm with term frequency and 

document frequency standards, showing that using sequences of two or three words 

were most useful; however, the use of longer sequences worsened the performance. 

In [38], the authors used dimensionality reduction techniques in order to 

overcome the problem of document routing, which is a statistical text classification 

problem. They tried to identify models that minimized the risk of over-fitting, which 

refers to the situation whereby a model fits to the training data too closely such that it 

does not generalize to the entire population, and hence perform not that well on the 

test dataset. They used single words and two-word phrases that were selected 

according to term frequency. They found that decreasing feature space is effective and 

useful to resolve document routing. 
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In [21], the authors classified movie reviews by sentiment polarity using an N-

gram algorithm; they found that the unigram approach outperformed the bigram 

approach. Whereas in [39], the authors reported that bigrams and trigrams performed 

better in some contexts. 

In summary, some research has shown that using bigrams and trigrams 

improved performance. However, using more than three sequences of words of length 

N-grams was not useful and might reduce the performance. 

In addition to N-gram models, other authors have used different algorithms to 

extract and identify emotional expressions. For instance, in [40], the authors extracted 

emotional expressions from blog sentences in English with the Ekman’s six basic 

emotion tags and any of the three intensity types: low, medium and high. A baseline 

system was used to identify sentential emotion tags, emotional expressions, and 

intensities. To identify the dependency relations, the sentences were passed through 

the Stanford Dependency Parser and WordNet affect list was used to identify 

emotional expressions. In addition, the various types of dependency relations among 

the parsed sentences offered positional and intensity-related hints regarding the 

emotional expressions. The SVM-based supervised system was used to detect the 

emotional expressions and to tag the sentences with intensities and emotions. The 

system was trained with 2700 sentences, but the best feature set was determined based 

on the F-Scores obtained from 358 developed sentences. Features, like emotions, 

emotion words, intensifiers, conjuncts, negations and discourse markers, yielded high 

information gain on the development of sentences. Words that did not carry any 

emotion features were filtered out because they gave low information gain. Finding 

the admissible tag sequences and using a class splitting technique enhanced the 

system’s performance. Emotion pairs and intensity pairs cause a problem in sentential 
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emotion and intensity tagging. To resolve this problem, a particular feature of 

emotional composition that determines how closely the two emotion types are was 

added. In conclusion, the supervised system performed better than the baseline system 

and better in terms of F-scores for intensities, emotional expressions, and sentential 

emotion tags.   

In the following paragraphs, we would like to mention the works of others in 

the speech processing field. In [41], the authors focused on text-independent speaker 

identification when varied emotional states are presented by different recorded 

speakers. This was implemented by comparing the performance of the text-

independent speaker identification system, which trained and tested the recorded 

speakers in neutral states and in various emotional states. In order to train the speaker 

models and test the system, Support Vector Machines (SVMs) were employed. The 

authors used the Berlin Database of Emotional Speech, which contains 10 different 

speakers who were recorded in different emotional states. When a given emotional 

state is used for both training and testing, the performances of the speaker recognition 

systems are very good. However, the system fails when a neutral state is used in 

training while emotional states are used for testing. 

In [42], the authors focused on the performance of speaker identification in 

neutral and emotional environments. This was implemented by using three different 

and separate models: Hidden Markov Models (HMMs), Second-Order Circular 

Hidden Markov Models (CHMM2s) and Suprasegmental Hidden Markov Models 

(SPHMMs). The speech database used in this study contained 40 nonprofessional 

speakers (20 males and 20 females). Every speaker pronounced eight sentences and 

each sentence was pronounced nine times in five emotions (disgust, fear, angry, sad, 

and happy) in an emotional environment and in a neutral environment. The three 
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models performed quite well for speaker identification in the neutral environment. 

However, SPHMMs outperformed HMMs and CHMM2s for speaker identification in 

emotional environments. In the natural environment, the performance of speaker 

identification was perfect; however, it significantly deteriorated in emotional 

environments.  

According to [43], under neutral talking conditions, speaker identification 

systems perform quite well, but they do not perform well under a shouted talking 

condition based on HMM1s. In this paper, the authors used second-order hidden 

Markov models for training and testing phases of isolated-word text-dependent 

speaker identification systems under shouted talking and neutral conditions. This 

work relied on a speech database that was collected from 40 different speakers and 

each speaker pronounced the same ten different isolated words under the neutral and 

shouted talking conditions based on HMM2s and HMM1s. In the first training session, 

each speaker pronounced each word five times under the neutral talking condition 

based on HMM1s. In another session, which was the testing session, every speaker 

said the same word four times under the neutral talking condition and nine times 

under the shouted talking condition based on HMM1s. The second training and testing 

sessions were similar to the first training and testing sessions but based on HMM2s. 

The forward backward algorithm as used in the two training sessions, whereas the 

Viterbi decoding algorithm as used in the two testing sessions. The authors found that 

by using HMM2s in both the training and testing phases of isolated word text-

dependent speaker identification systems under the shouted talking condition led to 

better speaker identification performance than using HMM1s. Indeed, the second-

order hidden Markov models show improvement of the speaker identification 

performance over the first-order hidden Markov models.  
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Our approach differs in several aspects from the above mentioned studies. We 

explored the performance of unigram models and bigram models in web documents 

using the sentiment analysis task. The statistical parameters of the model were trained 

on the training set, and then used to compute probabilities on the test set. We found 

that the bigram approach did not perform as well as expected. The size of the database 

as well as the method’s accuracy could be the main problems. These findings were 

also reported in [44].  

2.3 Summary  

In this chapter, we started by giving a brief introduction to the usage of LMs and 

discussed sentiment analysis and its applications in more details. Some of the 

challenges in sentiment analysis, as well as the advantages and disadvantages of NLP 

were discussed. We provided background information about N-gram models and 

some challenges of using N-gram models, followed by some types of N-gram models. 

Finally, related works in the area of classifying and determining text documents were 

provided at the end of this chapter. 
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Chapter 3 

Proposed Model and Methodology  

This chapter covers the creation of the database for this project, and the model design 

behind it. In addition, it provides an overview of how the data mining, text processing, 

and machine learning technique were implemented in this project. 

3.1   Database Creation  

As with any machine learning systems, we need to prepare a database to 

accommodate our experiments. Due to the novelty of this approach, we could not find 

any available datasets and had to build our own database for this purpose. The 

database consists of the following fields (columns): 

 A URL where the original webpage had been found 

 The date of when the URL had been crawled 

 The text that was extracted from the URL on the crawling date (we need to keep 

this text, as it may change over time or disappear and we need a reliable and 

constant text for our assessments) 

 A manually entered label for each attribute; for instance, for the attribute 

“violence” we would use one of these values: {“violent”, and “nonviolent”}. If we 

find a web document with a context that cannot be labeled as either violent or not 

violent, we will not use that web document in the training of the machine-learning 

algorithm or in the evaluation or test of the final system. 

As a sample of our database, we have this entry: 
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URL:“http://news.yahoo.com/protest-chokehold-death-turns-violent-california-

065444495.html” 

Date crawled: Dec. 8, 2014 at 10:00 am EST 

Text: “Chokehold death protest gets violent in California 

By VERENA DOBNIK December 7, 2014 8:21 AM 

NEW YORK (AP) — Mostly peaceful protests of a grand jury's decision not to indict a 

white police officer in the chokehold death of an unarmed black man continued 

around the country, but authorities said a march in California turned violent when a 

splinter group smashed windows and threw objects at police. …” 

Label: “violent” 

 

In our experiment, we use “violence”, “love”, and “hate” as our attributes. 

Naturally, the algorithm can be expanded to other attributes such as “depressive”, 

“sexually implicit”, “disturbing”, etc. As we only considered English language as our 

target language, we deleted web documents with largely other language content from 

our database. 

3.2   Model Design 

We designed web documents chosen in these experiments in different attributes as 

violent/nonviolent, love/not love, and hate/not hate. From each attribute, we found a 

group of web documents, and we then split the data set into the training set and the 

test set. A block diagram of the system can be seen in Figure 6. 
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Figure 6: The general block diagram of the proposed system 

 

To carry on the experiment with violent and nonviolent attributes, we created a 

dataset, as categorized in Table 1. From each group, we assigned some web 

documents to the training set, some to the validation set and some to the test set. This 

assignment was done randomly. 

 
Violent Non violent Total 

Training set 167 167 334 

Validation set 167 167 334 

Test set 166 166 332 

Total 500 500 1000 

 

Table 1: Number of web document samples in the “violent” and “nonviolent” 

sets and each of the training, validation and test sets 

For love and not love attributes, we found some web documents that are for 

love and other web documents that are for not love. What we mean here by “for love” 

and “not for love” is emotional feelings between two human beings. For each group, 
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we assigned some web documents to the training set and some to the test set, as 

shown in Table 2. 

 
Love Not love Total 

Training set 10 10 20 

Test set 10 10 20 

Total 20 20 40 

 

Table 2: Number of web document samples in the “love” and “not love” sets and 

each of the training and test sets 

The other attribute that we chose is the “hate” attribute. We found some web 

documents that are for hate and other web documents that are for not hate. An 

example of a web document related to “hate” is negative and hateful feelings between 

human beings. For each group, we assigned some web documents to the training set 

and some to the test set, as categorized in Table 3. 

 
Hate Not hate Total 

Training set 10 10 20 

Test set 10 10 20 

Total 20 20 40 

 

Table 3: Number of web document samples in the “hate” and “not hate” sets and 

each of the training and test sets 

As shown above, Table 1 differs in some aspects from Tables 2 and 3. Table 1 

contains 1000 samples of the dataset including violent and non-violent attributes, and 

then divided that into three sets: training with 34%, validation 33%, and test with 33% 

of the data. Whereas, Tables 2 contains 40 samples of the dataset of love/not love 

attributes, and the same number of samples for hate/ not hate attributes as shown in 
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Table 3. This is because we concentrated on violent and non-violent category which is 

our primary objective and then do the simple tests of our system on different attributes 

such as hate and love and etc. In addition, we have validation set for classifying 

violence category in order to avoid overfitting. In other words, once we trained our 

system on the test set and then did some improvements in our algorithm, there was a 

need to test with more dataset of validation purpose to avoid overfitting between our 

training set and test set.  

3.3   Methodology  

We used the N-gram-based unigram and bigram models for our experiments. For both 

models, to evaluate corpus-based language models like N-grams, we divided the 

corpus into a training set and a test set; training the statistical parameters of the model 

on the training set, and then using them to compute probabilities on the test set. 

The machine-learning algorithm will go through the body of the text for each 

web document, for instance, whether it is labeled as violent or nonviolent, and find the 

frequencies of each word based on unigram model or the pairs based on bigram model 

in each category. When a new web document is presented to the system, the machine 

will assign a probability of the new web document being part of the violent class and 

another probability of that web document belonging to the nonviolent class based on 

the frequencies obtained in the training phase. Based on these two probabilities and 

using the MLE method, the system will determine to which category the web 

document should be labeled.  

In addition to that, after finding the probability of each word or the pairs, we 

found the log2 for each probability then sum them instead of multiplying them in 

order to get larger number magnitudes once probabilities are all small numbers. In 

addition, we used add-one smoothing technique by adding one to all the counts in the 
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matrix of N-gram counts and then divided simultaneously by the total number of 

vocabulary size [2]. Indeed, we used this technique to avoid zero or low probability of 

N-grams and to designate them as non-zero values. Next, we implemented this 

methodology in two different types in N-grams models, the unigram model (Section 

3.4) and the bigram model (Section 3.5).  

3.4 Unigram Algorithm 

The goal of our algorithm is to find the list of unigrams that appear in all documents 

for each category and use them as a model to assess the testing set. Our unigram 

machine-learning algorithm goes through the body of the text for each web document, 

whether it is labeled as violent or nonviolent, and finds the frequencies of each word 

in each category. The general steps for implementing the unigram algorithm in both 

phases is shown in Figures 7 and 8.  
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Figure 7: General steps of the unigram algorithm for the training phase 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Open web documents as a CSV file 

2. Extract each word in the training data for violent and nonviolent separately 

and for each word do the following: 

a. Get unigram frequencies in each category 

b. Count all words in the text  

c. Count the total number of words in the text 

3. Get the probability for both violent and nonviolent data according to this 

formula: 

    
𝑃 𝑢𝑛𝑖 

(𝑤1 𝑤2𝑤3 … . 𝑤𝑛)=𝑃(𝑤1)𝑃(𝑤2)𝑃(𝑤3)𝑃(𝑤𝑛) 

4. Set total final probability equal to one 

5. Add one over the total number of words to each probability 

6. Get log2 probability for each probability 

7. Final probabilities for violent and non-violent is equal to log2 of the 

probability plus the final probability  
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1. Open a new document as a CSV file either the one labeled as violent or 

nonviolent  

2. Extract each word in the new web document to assign two probabilities based 

on the frequencies obtained in the training set as being part of the violent class 

and as being part of the nonviolent class and for each word do the following: 

a. Get unigram frequencies in each category 

b. Count all words in the text  

c. Count the total number of words in the text 

3. Get the probability for both violent and nonviolent data according to this 

formula: 

    
𝑃 𝑢𝑛𝑖 

(𝑤1 𝑤2𝑤3 … . 𝑤𝑛)=𝑃(𝑤1)𝑃(𝑤2)𝑃(𝑤3)𝑃(𝑤𝑛) 

4. Set total final probability equal to one 

5. Add one over the total number of words to each probability 

6. Get log2 probability for each probability 

7. Final probabilities for violent and non-violent is equal to log2 of the 

probability plus the final probability  

8. Return two probabilities P1 and P2, respectively  

9. If P1 (violent probability) is greater than P2 (nonviolent probability), then 

declare the web document as “violent”; otherwise, declare it as "nonviolent"    

 

 

Figure 8: General steps of the unigram algorithm for testing phase 
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The rest of the methodology is as explained above in Section 3.3. The pseudo-

code of our unigram algorithm is explained in Algorithm 1. This algorithm calculates 

the probability of the occurrence of the words that have appeared on the database 

based on the unigram model.  

Algorithm 1: Probability Calculation Algorithm based on the Unigram Model 

Input: Text data to be examined TEXT, dictionary for unigram counts UC, and an 

integer count of the unique words C 

Output: Probability of TEXT based on UC and C 

 

1.  Function CalculateProbabilityOfText 

2.  UNIGRAMS = Extracted all unigrams from TEXT 

3.   RESULT_PROBABILITY = initialize to 1 

4.  for each unigram U in UNIGRAMS do  

5.   P = probability of U given UC and C   

       
𝑃 𝑢𝑛𝑖 

(𝑤1 𝑤2𝑤3 … . 𝑤𝑛)=𝑃(𝑤1)𝑃(𝑤2)𝑃(𝑤3)𝑃(𝑤𝑛)                     

6. if P is zero then 

7.  P = 1/C 

8. X = Log2( P ) 

9. RESULT_PROBABILITY = RESULT_PROBABILITY + X 

10. return RESULT_PROBABILITY 

 

Algorithm 2 provides a score for a given text based on the trained model. The 

algorithm can be used with either a unigram or a bigram model.  
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Algorithm 2: Text Analysis and Labeling Algorithm 

Input: violent_training_file, non-violent_training_file, testing_file 

Output: list of "violent" or "non_violent" labels and probabilities corresponding to 

each record in testing_file 

 

       # Initialize variables 

1. RESULT_LIST = empty list 

       # Create Data Structures based on training files 

2. VC = Dictionary with frequency counts of all bigrams from violent_training_file 

3. NVC = Dictionary with frequency counts of all bigrams from non-

violent_training_file 

4. VWORDS = integer count of all unique words in VC 

5. NVWORDS = integer count of all unique words in NVC 

     # Calculate Probabilities For Testing Data Records 

6. for each record in testing_file do 

7. LABEL = expected label of this record, either "violent" or "non-violent" 

8. TEXT = raw textual data of the record which was examined 

9. PV = calculated probability of TEXT being violent given VC and VWords 

using CalculateProbabilityOfText function 

10. PNV = calculated probability of TEXT being non-violent given NVC and 

NVWords using CalculateProbabilityOfText function 

11. if PV > PNV then 

12.  append ("violent", PV, PNV) to the RESULT_LIST 

13. else 

14.  append ("non-violent", PV, PNV) to the RESULT_LIST 

15. return RESULT_LIST 
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3.5   Bigram Algorithm  

In this experiment, the goal of our algorithm was to find bigrams in all the training 

documents that were scanned. In other words, the machine-learning algorithm will go 

through the body of the text for each web document, whether it is labeled as violent or 

nonviolent, and finds the frequencies of the pair in each category. The general steps 

for implementing the bigram algorithm in both phases is shown in Figures 9 and 10.  

 

1. Open web documents as a CSV file 

2. Extract the pairs in the training data for violent and nonviolent separately and 

for each pair do the following: 

a. Get bigram frequencies in each category 

b. Count all pairs in the text  

c. Count the total number of words in the text 

3. Get the probability for both violent and nonviolent data according to this 

formula: 

 

4. Set total final probability equal to one 

5. Add one over the total number of words to each probability 

6. Get log2 probability for each probability 

7. Final probabilities for violent and non-violent is equal to log2 of the 

probability plus the final probability  

 

Figure 9: General steps of the bigram algorithm for the training phase  
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1. Open a new web document as a CSV file, whether labeled as violent or 

nonviolent  

2. Extract the pairs in the new web document to assign two probabilities based on 

the frequencies obtained in the training set: one being part of the violent class 

and another as being part of the nonviolent class and for each pair do the 

following: 

a. Get bigram frequencies in each category 

b. Count all pairs in the text  

c. Count the total number of words in the text 

3. Get the probability for both violent and nonviolent data according to this 

formula: 

 

4. Set total final probability equal to one 

5. Add one over the total number of words to each probability 

6. Get log2 probability for each probability 

7. Final probabilities for violent and non-violent is equal to log2 of the 

probability plus the final probability  

8. Return two probabilities P1 and P2, respectively  

9. If P1 (violent probability) is greater than P2 (nonviolent probability), then 

declare the web document as “violent”; otherwise, declare it as "nonviolent."    

 

Figure 10: General steps of the bigram algorithm for testing phase 

The rest of the methods are as explained in Section 3.3. The pseudo-code of 

our bigram algorithm is explained in Algorithm 3.  
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Algorithm 3: Probability Calculation Algorithm based on the Bigram Model 

Input: Text data to be examined TEXT, dictionary for bigram counts BC, and an 

integer count of the unique words C 

Output: Probability of TEXT based on BC and C 

 

1. Function CalculateProbabilityOfText 

2. BIGRAMS = Extracted all bigrams from TEXT 

3. RESULT_PROBABILITY = initialize to 1 

4. for each bigram B in BIGRAMS do 

5. P = probability of B given BC and C ( ) 

6. if P is zero then 

  P = 1/C 

7. X = Log2( P ) 

8.  RESULT_PROBABILITY = RESULT_PROBABILITY + X 

9. return RESULT_PROBABILITY 

 

 The test part of the experiment can be carried out using the same algorithm 

that we used in the unigram, namely in Algorithm 2.  

3.6 Summary  

In this chapter, we explained in-depth the methodology used in this thesis.  First, we 

described the compositional and functional aspects of our model. Then, the algorithms 

of the unigram and the bigram that were used to classify and determine the text 

documents were detailed.   
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Chapter 4 

Implementation and Results 

This chapter discusses the implementation of the proposed machine-learning 

algorithm explained in Chapter 3, followed by the results of the experiments 

conducted for web documents to accomplish classification of the emotional content. 

4.1 Implementation  

The software and hardware used for this thesis implementation is discussed in this 

section. For the purpose of this project, Python programming language was used as it 

is an easy-to-learn, interactive, interpreted, object-oriented and high-level 

programming language [45, 46]. Python was created by Guido van Rossum in the late 

eighties and early nineties. There are extensive open source libraries available in 

Python, which are used for the implementation of the system discussed in Chapter 3. 

Table 4 lists the major libraries used in this research work. 
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Python Library    Description 

 

TextBlob 

Used for processing textual data by providing a simple API that 

could deal with common NLP tasks. TextBlob also depends on 

NLTK, which is a Python library for NLP [47] [48]. We used the 

following TextBlob features: 

 Tokenization  

 N-grams 

 Get Word and Noun Phrase Frequencies 

CSV Module  Applied to read and write tabular data, which was generated by 

Excel in CSV format without knowing the precise details [49]. 

Operator 

Module 

Provides efficient functions that implement practically logical 

operations, comparison operations, sequence operations, and 

mathematical operations [50]. 

Math Module  Gives access to a variety of mathematical functions determined by 

the C standard [51]. The function that we used from this module is 

logarithmic function. 

  

Table 4: Main Python libraries used for system implementation 

4.2 Results  

The performance algorithms used in this thesis for classifying the emotional contents 

of documents are discussed in this section, followed by the results of the experiments 

conducted. 
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4.2.1 Unigram Results  

In the unigram approach, when we trained both the violent model, which includes 167 

web documents, and the non-violent model, which includes 167 web documents, and 

used them to compute the log probability base2 on the test set for new web documents 

that were labeled as violent (166 web documents), the results showed high accuracy. 

The algorithm identified 150 web documents as violent that have been labeled 

previously as violent (90.36% accuracy), but missed 16 web documents (9.64%), 

labeling them as non-violent. In addition, when we trained the violent and non-violent 

model on a different test set that was labeled as non-violent (166 web documents) to 

assign their probabilities, 165 web documents were non-violent as have been labeled 

and only one web document was labeled violent by the system.  Indeed, the results 

were extremely good with 0.6% false positive (but 9.64% false negative) as shown in 

Table 5.  

 Violent Model 
Non-violent 

Model 

Web documents labeled as violent 90.36 %  9.64 % 

Web documents labeled as non-

violent 
0.6 % 99.4 % 

 

Table 5: Training both models to compute the probability on the test set for new 

web documents that are labeled as either violent or non-violent 

To see these results visually, we plotted the results in two-dimensional graph. 

The x-axis presents violent log probabilities and y-axis represents violent log 

probabilities minus non-violent log probabilities for the violent model (red) and on the 

same graph, we also plotted violent log probabilities on the x-axis and violent log 
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probabilities minus non-violent log probabilities in y-axis for the non-violent model 

(green). As shown in Figure 11, there is good separation between the two labels.   

 
 

Figure 11: There is good separation between the violent and non-violent clouds 

when running the unigram models. The x-axis represents the violent log 

probabilities and the y-axis represents the violent log probabilities minus the 

non-violent log probabilities. 

In the validation set, when we trained both models to compute the probability 

of new web documents being labeled as either violent or non-violent, the results were 

good with 1.2% false positive (but 1.8% false negative), as shown in Table 6.  

 Violent Model 
Non-violent 

Model 

Web documents labeled as violent 98.2%  1.8% 

Web documents labeled as non-

violent 
1.2% 98.8% 

 

Table 6: Training both models to compute the probability on the validation set 

for a new web documents that are labeled as either violent or non-violent 
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To test our system furthermore, we designed a few new tests where we used 

some other attributes other than violent / non-violent. To achieve this goal, we created 

new datasets for a couple of other attributes. We used these datasets on only the 

unigram model not on the bigram model. This is because the bigram model requires a 

huge size of datasets to reach satisfactory results based on the unsatisfactory results 

that have been found from our pervious experiment with bigrams.  

The first new attribute that we experimented with is “love”. After finding 

some web documents are for love and others are for not love, we assigned some of 

them to the training set and others to the test set. Then, we trained both the love model 

and the not love model and used them to compute the probability on the test set for 

new web documents that were being labeled as either  love or not love. The 

preliminary results showed only 10% false positive and zero false negative, as shown 

in Table 7.  

 Love  Model Not love Model 

Web documents labeled as love 90 %  10 % 

Web documents labeled as not love 0 % 100  % 

 

 Table 7: Results of the test set for new web documents that are labeled either 

love or not love in the unigram model 

The other new attribute that we chose is about “hate”. We found some web 

documents that are for hate and others are for not hate. For each group, we assigned 

some web documents to the training set and some to the test set. Then, we trained the 

hate model and the not hate model and used them to compute the probability of new 
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web documents being labeled as either hate or not hate. The preliminary results were 

20 % false positive (but zero false negative), as shown in Table 8.  

 

 Hate  Model Not hate Model 

Web documents labeled as hate 80 %  20 % 

Web documents labeled as not hate 0 % 100 % 

 
Table 8: Results of the test set for new web documents that are labeled either 

hate or not hate in the unigram model 

4.2.2 Bigram Results  

In the bigram approach, when we trained both the violent model and non-violent 

model and used them to compute the log probability base2 on the test set for new web 

documents that were labeled as non-violent, the results were good as zero were 

classified as violent and 100% were classified as non-violent. However, when we 

trained again the violent and non-violent models on the test set to assign the 

probability for web documents that were labeled as violent, the results were poor, with 

a zero percent probability that the web documents were classified as violent and 100% 

probability that they were classified as non-violent. Therefore, the bigram approach 

gives us unsatisfactory results. It seems that the classifier has labeled everything as 

non-violent (almost 100% false negative and zero false positive), as shown in Table 9. 
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 Violent Model 
Non-violent 

Model 

Web documents labeled as violent 0.60%  99.4% 

Web documents labeled as non-

violent 
0% 100 % 

 

Table 9: Training both models to compute the probability on the test set and 

validation set for new web documents that are labeled either violent or non-

violent in the bigram model 

However, when we plotted the results, we observed a relatively good degree of 

separation between the two labels, as shown in Figure 12.  

 
 

Figure 12: Plot of the violent and non-violent probabilities shows a good degree 

of separation between violent and non-violent when running the bigram model. 

The x-axis represents the non-violent log probabilities and the y-axis represents 

the violent log probabilities minus the non-violent log probabilities. 
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Although the simple equation P(violent)>P(non-violent) does not solve our 

problem the way that we wanted, we can see in Figure 12 that the two sub-spaces are 

almost separated. The separation is of course not a 100%; however, there is a good 

separation between them. These results suggest that instead of using the logic that if 

the violent probabilities are bigger than the non-violent probabilities, then the results 

would be violent, and vice versa, we can use more complicated logic to find the 

separation that is suggested by Figure 12.  

Visual classification Solution 

From Figure 12, we found a visual classification solution that we can use when we get 

a point (x, y) from a new web document. Then, based on this logic, we will label the 

web document as violent or non-violent. To apply this solution, we draw lines that 

should fairly well separate the violent and non-violent sup-spaces of the data points. 

Using the data shown in Figure 12, we drew two lines that distinguished the violent 

and non-violent labels and represented this in Figure 13. Next, we chose two points on 

each line to find the equations of these two lines. The points that we chose are shown 

below: 

                 

 Line 1    a (-8000, -400)   

                b (-800, -60) 

 

Line 2      c (-8000, -800) 

                d (-1000, -100) 
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Figure 13: The implementation of our visual classification solution to separate 

the two labels (violent and non-violent) for the bigram model. The x-axis 

represents the non-violent log probabilities and the y-axis represents the violent 

log probabilities minus the non-violent log probabilities. 

Now, we applied these points to the following equation to find out the values 

of α and β for both lines: 

𝑦 =  𝛼 𝑥 + 𝛽            (4.1) 

Thus, the equation for line 1 is: 
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𝑦 =  .0472`𝑥 − 22.2`           (4.2) 

And the equation for line 2 is: 

𝑦 =  .1 𝑥                            (4.3) 

In the next step, we found new web documents on which to run our system to 

assign their violent and non-violent probabilities; one web document was labeled as 

violent, and the other one was labeled as non-violent, shown in Table 10.  

 

Violent 

Model 

Non-

Violent  

Model 

PV – PNV Is below 

or above 

line 1 

Is below 

or above 

line 2 

Based on the 

logic violent 

or non-violent 

Violent Web 

document 

- 920.3 - 858.9 

- 61.4 Below  Above  Violent 

Non-violent 

Web document 

- 1189.8 - 1140.7 

- 49.1 Above  Above Non-Violent 

 

Table 10: Testing our visual classification solution on two new web documents 

(violent and non-violent) 

After we got (x, y) from these new web documents, we wanted to label them as 

violent or non-violent by substituting the values of x and y in the equations 4.2 

(representing line 1) and 4.3 (representing line 2). The values of x and y that were 

assigned from one violent web document were -920.3 and -61.4, respectively. The 

values of x and y that were assigned from one non-violent web document were -

1189.8 and -49.1, respectively.  

Next, we inserted the obtained results from both equations to our dataset result, as 

shown in Figure 14.  



Chapter 4                                                                      Implementation and Results 

 
 

56 

 
 

Figure 14: New points (x, y) of the violent and non-violent web documents were 

applied to the results for the bigram model shown in Figure 13. The x-axis 

represents the non-violent log probabilities and the y-axis represents the violent 

log probabilities minus the non-violent log probabilities. 

From Figure 14, we can observe that points that exist between line 1 and line 2 

have been labeled as a violent web document, while others have been labeled as a 

non-violent web document. In addition, the obtained result of the violent web 

document appeared below line 1, whereas the obtained result of the non-violent web 
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document appeared above line 1; on the other hand, both obtained results of violent 

web document and non-violent web document appeared above line 2, suggesting 

separation between the two labels. According to these results, instead of stating that if 

violent probabilities greater than non-violent probabilities, we can use the above 

statements to identify the web document as violent or non-violent. Thus, we found 

new logical assumptions as follows: 

 If any point is shown between the two lines (line 1 and line 2), it will be 

labeled as violent. 

 Any point shown outside of these two lines will be labeled as non-violent.  

4.3 Evaluations and Discussions 

The results of our experiments suggest that the unigram approach is better than the 

bigram approach at identifying the nature of the web documents, considering all 

circumstantial factors, such as the size of the training datasets. Similar to the previous 

research findings, although going on larger values of N in an N-gram, would increase 

the accuracy of a system, it often reduces the performance [36] [37]. According to our 

findings, it is obvious that the unigram model provides a stronger assumption than the 

bigram model. In the unigram model, the occurrence of each word is independent and 

consequent. Conversely, in the bigram model, the performance of a system becomes 

intractable and low because the probability of a new word depends on the probability 

of one previous word [20]. In addition, the unigram model is preferable to the bigram 

model because of the sequence of words. Any document in the training set can include 

the same word sequence or even all of the words that are included in the test set, and 

vice versa. Thus, increasing the size of our dataset might improve the performance of 

the bigram model.  
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Moreover, the running time of the unigram models on violent test set was 13 

seconds to find the similarity of each word between the training and the test set, on an 

Intel® Core™ i5-4300U CPU @ 2.50 GHz, using Python 3.4.3 compiler. While, the 

running time of the bigram models on violent test set on the same machine and using 

the same compiler as well, was approximately 40 minutes to find the similarity of all 

pairs of words between the training and the test set. Indeed, in addition to that the 

result was much better in unigram approach as compared to the bigram models, the 

complexity of running the unigram model is much lower than running the bigram 

model.  

4.4 Comparison between Unigram Models and Bigram Models 
 
The selection of classified models can influence the experimental outcomes. 

Therefore, we experimented with two different classification models of N-gram to 

find which model performs better for detecting web documents and determining their 

sentimental content.  The two well-known models that were used on the experimental 

dataset are unigram model and bigram model. We implemented the algorithm with 

unigram model and bigram model on the same database of violence attribute. The 

unigram model identified the web documents as violent that have been labeled 

previously as violent (90.36% accuracy) and the web documents as non-violent that 

have been labeled as non-violent with 99.40 % accuracy. In contrast, the bigram 

algorithm identified all web documents as non-violent either have been labeled 

previously as violent or non-violent, by 99.60 %. Thus, the true positive (TP) of the 

unigram algorithm is greater than the true negative (TN). Whereas, the true positive 

(TP) of the bigram algorithm is smaller than the true negative (TN), as illustrated on 

the following formula.  
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𝑇𝑃𝑈𝑛𝑖𝑔𝑟𝑎𝑚 >  𝑇𝑃𝐵𝑖𝑔𝑟𝑎𝑚                  (4.4) 

  Figure 15 shows the obtained results of both unigram algorithm and bigram 

algorithm based on false positive, false negative, and how good is the accuracy of 

both classifiers. To find the accuracy of our classifiers, we used the following 

formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑒𝑏 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠′𝑠 𝑙𝑎𝑏𝑒𝑙𝑙𝑖𝑛𝑔

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑒𝑏 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
 × 100         (4.5) 

 In addition, we have considered as well the obtained results of the visual 

classification solution with the bigram models in this comparison. The visual 

classification algorithm has been implemented by plotting the results in two-

dimensional graph in order to find a good separation between different labels (violent 

and non-violent). As a result, there was a relatively good separation between these 

two labels for the bigram model (with almost 70%).  

 
 

Figure 15: Performance differences between the unigram model, the bigram 

model, and the bigram model with visual classification algorithm based on false 

positive, false negative, and accuracy 
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Indeed, the results of our experiments illustrate that the unigram model 

overcomes the bigram model at detecting the sentimental content of web documents. 

This could be caused by the following reasons: 

 The occurrence of words in the bigram approach is dependent, while 

the occurrence of each word is independent in the unigram approach.  

 The sequence of words is important and essential in the bigram 

approach, while this is not important in the unigram approach.  

 The bigram approach might need a huge size of dataset to perform well 

not as much as unigram approach needs. 

4.5 Summary  

In this chapter, we provided a brief introduction to the software and hardware that 

were used in this thesis. Following this, we explained the implementation and the 

performance of the proposed model in detail. Then, we discussed the results of these 

experiments.  
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Chapter 5 

Conclusions and Future Works   

This chapter of the thesis presents the conclusions of our research and closes with 

presenting future works.  

5.1   Conclusions  

The automatic labeling of web documents for emotional categories using NLP is done 

in the thesis. In our experiment, we use “violence” as our only attribute and the 

English language as our target language. After designating some web documents as 

violent and some as nonviolent, we divide the data randomly into the training set, the 

validation set and the test set. Then, we trained the statistical parameters of the model 

on the training set, and then used them to compute probabilities on the test set.  We 

used unigrams and bigrams as our features, which are regarded as the most broadly 

useful practical tools in the new paradigm of statistical analysis in language 

processing environments. In unigram approach, the result was much better than when 

using the bigram models. This could be in part because of the fact that the occurrence 

of each word is independent in the unigram model, while the occurrence of each word 

is dependent on the previous one in the bigram model. For instance, when writing, it 

is unlikely that two different writers, even if using the same vocabulary, will place the 

words in exactly the same sequence. The findings in this thesis suggest a way of 

extracting emotions in texts, which can be very useful for avoiding material that could 

be harmful or undesirable for readers.  
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5.2   Future Works 

We would like to continue working on our system and improve the performance on 

both unigram and bigram approaches. Some of the tasks that we can undertake for this 

purpose are listed below: 

 Increasing the size of our database to achieve more satisfactory results with 

both unigram and bigram models. In fact, if we had extremely large data sets, 

we could even go to higher values on N in our N-grams, like N=3 or 4.  

 Only web documents in English language were considered in this thesis. 

Without loss of generality, the same methodology can be applied to other 

languages, such as French and Arabic. 

 Increasing the number of attributes, such as funny, hate, depressed, and so on. 

In these cases, people who would like to read about specific sentimental 

content of a document could easily choose the appropriate document. In 

addition, vulnerable populations (e.g., young children, individuals with 

chronic health conditions) who need to avoid reading potentially harmful 

information can utilize this approach to avoid reading negative documents. 

 Applying the methodology to User Generated Context (UGC), such as social 

media comments, tweets, etc. Additionally, we spend a large amount of time 

in direct contact with smart devices. However, these devices currently do not 

understand the emotional status of our SMS message. Applying the technique 

in this thesis could allow smart devices to identify the sentiment of human 

messages and respond appropriately. For example, if someone feels depressed, 

the device could turn music to cheer him/her up or could send a message to 

his/her favourite contact list to invite them to talk to the individual. Moreover, 
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if a smart decide can understand the sentiment of a human message, it would 

be able to respond in emergency situations, such as automatically calling 911.  
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Appendix I 
 
The following Figures A-1.1 and A-1.2 show snapshots for the results of running 

unigram model on violent and non-violent web documents, respectively.   

 
Figure A-1.1: Snapshot for the results of running unigram model on violent web 

documents 
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Figure A-1.2: Snapshot for the results of running unigram model on non-violent 

web documents   
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Appendix II 
 
Figures A-2.1 and A-2.2 provide snapshots for the results of running bigram model on 

violent and non-violent web documents, respectively.  

 

Figure A-2.1: Snapshot for the results of running bigram model on violent web 

documents   
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Figure A-2.2: Snapshot for the results of running bigram model on non-violent 

web documents 
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