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Abstract

The Internet of Things (IoT) is a heterogeneous network of interconnected objects or

‘things’ that are typically connected via the Internet. Trust in most IoT networks is presumed

implicitly. This implicit trust assumption can be abused by adversaries to disrupt the network

and manipulate reputations of trusted devices. To tackle IoT trust issues, we use permissioned

blockchains that utilize Smart Contracts (executable policies) to evaluate and refine IoT

devices’ trust. Blockchains replicate a permanent append-only record of all transactions

occurring on a network on multiple devices. This prevents adversaries from modifying previous

transactions to influence trust evaluations. In this thesis, we propose an IoT trust model that

uses Blockchains to record and validate IoT devices’ identities and dynamically evaluates the

trustworthiness of devices in the IoT network. Moreover, our model allows for different levels

of security based on the sensitivity of data being transmitted across the IoT network.
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Chapter 1

Introduction

Today, the use of the IoT has increased exponentially from industrial applications to smart

homes and wearable devices. This increase has also resulted in major security concerns and

reported vulnerabilities. One recent attack earlier this year was a large-scale Distributed

Denial of Service (DDoS) attack on Dyn, an Internet service provider1. This DDoS attack

utilized a botnet 2 known as Mirai, made of a large number of vulnerable IoT devices,

such as IP surveillance cameras, and managed to take down major Internet services such

as Twitter, Netflix, PayPal and Amazon. Sensitive and confidential information exchanges

over IoT networks have also become targets for attackers. These attacks focus not only on

eavesdropping on communication, but also on spreading spam and malware, and launching

various malicious actions. Common security defences in use so far have proven ineffective

or insufficient against even some basic and unsophisticated attacks on IoT networks and

devices. One of the common reasons for this weakness is the implicit presumption of trust

between devices that make up these types of networks. Therefore, IoT networks are in need

of a mechanism that facilitates operations and secure communication among their devices by

constantly evaluating trust and identities of devices on the network.
1Dyn is an Internet company that is known for its domain registration services: https://dyn.com
2Botnets work by infecting large numbers of devices with malware without the knowledge of their owners.

Once malware is installed, infected devices are used for malicious tasks, such as launching DDoS attacks.

1



The rest of this chapter provides a brief introduction to related concepts in IoT. This is

followed by our problem statement, and an overview of our contributions made in Section 2.

An outline of the thesis can be found in Section 3.

1.1 Trust and The Internet of Things

An IoT network is made up of a combination of interconnected objects or (intelligent) ‘things’

that are typically connected via the Internet. IoT devices are often assigned unique IP

addresses to help identify them on the network. These devices can often be managed remotely

and have the ability to interact with one another. They can also collect or sense data from

their surroundings, and process them into useful information used by the system or its users [3].

The integration of the IoT into day-to-day activities has been growing fast, and is becoming

more popular in various fields and sectors including healthcare, industrial automation, and

manufacturing. Smart IoT devices can integrate smoothly with their surroundings to provide

access to various types of information and services in a timely manner. For example, a

smart thermostat can allow its users to control room temperatures across rooms remotely

and a smart light fixture can be used to turn on lights before walking into a room. In

addition to smart thermostats and smart lights, IoT devices in smart homes can include

door locks, surveillance cameras, coffee makers, and refrigerators, many of which can be

remotely operated by mobile applications, or bring the latest weather forecast and news

to users. Devices in the IoT network can initiate and participate in transactions3 that

allow information sharing as part of operational flow in smart environments, such as smart

homes. For example, a refrigerator can inquire about the current room temperature from a

neighbouring thermostat connected to the same network, and use it to adjust the operation

of its cooling unit. The smart refrigerator can access a user’s calendar and display it along
3Any information exchange that occurs on a network is commonly referred to as a transaction
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with time and weather information on its display. Compromising a smart refrigerator or its

communication with other devices on the same network might appear insignificant due to

the nature of information it transmits. However, controlling a compromised smart home or

eavesdropping on its communication can lead to the capture of users’ passwords [4], or all

the above can be leveraged to gain physical access to the compromised smart home. The

impact of these types of compromises can be more severe. In a recently reported incident [5],

hackers were able to gain access to an industrial heating system and manipulate building

temperatures. If such attacks are mounted against critical infrastructures such as nuclear

plants or data centres, the consequences can be catastrophic.

Many existing IoT security solutions have limited success in minimizing the impact of

compromised IoT devices, and their communications. For example, these schemes cannot

counter insider Sybil 4 attacks that occur after an authenticated device turns rogue. It

is possible to spoof devices’ identities or forge new identities to enable adversaries from

masquerading and acting as legitimate devices. Devices with forged identities are known as

Sybils. Trust models can offer a strong counter-measure against these and other types of

attacks, by providing a measurement of trustworthiness to network devices. These models

can use techniques similar to those employed in anomaly detection solutions to label a node

as trustworthy, or untrustworthy. This classification of devices is based on comparison of

current observed behaviour against past behaviour. Recommendations and feedback from

other IoT devices can also provide a peer-to-peer feedback system in the proposed trust

model. Important security services required in IoT networks include authentication and

authorization. Authentication is the establishment of identity between communicating parties

[6]. IoT devices should be able to verify each others’ identities to guarantee that a device is

in fact who it is claiming to be. Authorization on the other hand, is ensuring that a certain

authenticated device has permission to access a resource or perform a certain task. There is
4Sybil attacks occur when an adversary replicates or impersonates identities of existing nodes on a network.
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currently little work in the literature on utilizing trust models in addressing the IoT security

challenges listed above. We will discuss these models in detail in Chapter 2. These solutions

separate device authentication from trust evaluation. This separation can potentially offer a

vulnerability that an attacker may exploit.

1.2 Problem Statement

Rising adoption of IoT devices in our daily lives makes these devices a desirable target for

adversaries. IoT networks are of a dynamic and heterogeneous nature, allowing different

(untrusted) devices to join the network for an unspecified amount of time. It is possible

for devices’ intentions to change during their connection time in the case of compromise, or

for malicious devices masquerading as benign [7]. An adversary can also control multiple

identities (Sybils) and force negative feedback in order to make a trusted device appear

untrustworthy to its peers or an untrustworthy device appear trustworthy. Once an IoT

device becomes malicious, it is important to detect it and evaluate its trustworthiness in order

to prevent it from affecting the remaining devices in the network. Employing a decentralized

setup that is suitable for the heterogeneous nature of the IoT and can promote authentication

of devices and verification of their transactions to protect against various types of attacks is

of utmost importance. Such a setup also needs to be supported by transparent, tamperproof

mechanisms to record and update trust indicators based on (historical) transactions and

peer recommendation, while enabling verification of transactions’ sources, the integrity of

messages, and the reputations of devices.

To tackle the discussed trust abuse problems in the IoT, we propose a dynamic decen-

tralized IoT trust model based on blockchains. This model integrates authentication and

authorization together with a dynamic machine learning-based trust evaluation approach.

The model limits transactions to authorized IoT devices, and protects against internal attacks
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as it detects devices that do not meet trust requirements. In addition, our model provides

different levels of security depending on the sensitivity of the data being transmitted. This

can significantly minimize calculation overhead for transmitting publicly available information.

Moreover, the model uses collected device information to predict trust of new devices that

have just joined the network. The model can be tuned based on the context of services

and information exchanged, using different pre-defined threshold parameters. In a given

transaction, if a device fails to meet the related threshold parameter, it is completely ignored

by the remaining devices in the IoT network. Hence, compromising a single device will not

affect the whole network. To provide a bootstrapped security for our proposed model, we use

a customized permissioned blockchain to facilitate identity management and record keeping of

all transactions on the IoT network. Permissioned blockchains only allow authorized devices

to become part of the IoT network. The idea behind blockchains is to store a permanent

record of all transactions occurring on a network on all devices connected to that network.

Devices on the network share a replica of the same copy, which lists all transactions tracing

back to the network’s creation. This copy is referred to as a public ledger. Any transaction

between two devices is appended to the ledger and cannot be modified or forged. This pro-

duces secure storage and an immune history of all transactions, preventing adversaries from

modifying previous transactions to influence trust evaluations of IoT devices. Information

about transactions is available for authorized devices to access at anytime. Maintaining the

ledger and evaluation of devices’ trust is designated to capable and trusted entities on the

network. We have built a proof-of-concept prototype to evaluate the effectiveness of some of

the key components in our model.

Part of the work in this thesis has appeared in ‘An IoT Trust and Reputation Model Based

on Recommender Systems’ (in Proceedings of the 14th Annual Conference on Privacy, Security

and Trust (PST 2016))[8]. In this paper, we proposed our IoT trust and reputation model

that employs distributed Probabilistic Neural Networks (PNNs) to distinguish trustworthy
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nodes from malicious ones. Our model tackled the cold start problem in IoT environments

by predicting ratings for newly joined devices based on their characteristics and learns trust

over time. Another manuscript entitled ‘Sybil Resistant IoT Trust Model Using Blockchains’

is also in preparation for submission.

1.3 Thesis Outline

The remaining chapters of this thesis are organized as follows:

Chapter 2 focuses on background information and a literature review. A quick overview

of IoT network architectures as it pertains to our models in presented in this chapter. We

discuss various security requirements in IoT networks, and conditions that make securing

these types of networks more challenging than traditional networks. We list different types of

attacks, including Sybil attacks. The IoT Trust model concept is also introduced, as well as

a comprehensive analysis of related work in the literature. We also given an introduction to

blockchains, and their key components and functionalities, with a particular focus on the

permissioned blockchain architecture which we employ as part of our solution.

Chapter 3 is the main chapter of our thesis. It provides a detailed overview of our

proposed trust model. Different components of this model are presented and discussed. Our

proof-of-concept is based on the open-source tool Hyperledger Fabric5, which can support our

peer authentication and feedback. We provide a detailed state and transaction flow in this

blockchain implementation, and show how it can be utilized for node enrolment, trust score

initialization, and dynamic trust evaluation. We will show how the model achieves its listed

security goals.

Chapter 4 provides thesis conclusions and discussions of possible future work.

5Hyperledger is an open source collaborative effort hosted by The Linux Foundation and built for blockchain
solutions’ development in various fields: https://www.hyperledger.org/
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Chapter 2

Background and Literature Review

One of IoT’s primary purposes is delivering services to users by connecting ‘things’, regardless

of their nature, size, operating system or location. Communication and data transmission

between connected things is favored to be timely and reliable. Until recently, security of many

IoT devices has been disregarded by many vendors and manufacturers. The reason behind this

is that vulnerabilities are catching up with the minimum security that was implemented in

most of IoT devices. An emphasis on securing information transmission is signified in sectors

where protecting data is vital, such as military confidential data or patients’ private readings

from medical devices in healthcare. As mentioned before, IoT devices can be connected to the

Internet, this connection can expose devices to external adversaries. For example, security

researchers proved that smart cars can be controlled and stopped remotely [9]. Compromising

IoT devices in such manner can jeopardize individuals’ safety. Relying on authentication

schemes for security is insufficient for IoT networks; as such schemes do not protect against

attacks launched internally by masqueraded devices. Therefore deploying a mechanism to

validate identity and trustworthiness of connected devices is imperative. Evaluating trust can

allow for transactions to occur only between trustworthy devices, which can greatly minimize

chances of confidential data and network compromise.

7



This chapter details the challenges of securing IoT environments and trust models by

introducing relevant background information for the concepts involved in our proposed model.

We also discuss related work that has been introduced in IoT trust models and the machine

learning component that enables our model to learn nodes’ behaviour. Section 1 of this

chapter discusses IoT, its architecture and security requirements and challenges. In Section 2,

we examine trust models in IoT context and discuss the role of Probabilist Neural Networks

(PNN) in predicting and calculating trust. Analysis of attacks on IoT trust models is discussed

in Section 3. Section 4 explores blockchains and their methodology. Blockchains in IoT are

discussed in Section 5. Section 6 discusses security of blockchains. Section 7 is a conclusion

to this chapter.

2.1 The Internet of Things

IoT devices, also known as smart devices, are devices with a capability to connect to the

Internet. One of the essential characteristics of IoT is devices’ ability to send and receive

data that is gathered from surroundings. Collected data is processed for analysis to produce

meaningful information and reports. These devices can range from smart home appliances to

small wireless sensors. IoT devices and sensors can cover geographically large areas to detect

motion, sound or temperature. One common application of IoT is Smart Cities. A smart

city is equipped with different types of IoT devices, such as lights, cameras, utility meters,

motion and temperature sensors. For example, sensors on roads can help notify drivers of

traffic jams during rush hours and suggest alternative travel times. Additionally, deploying

sensors in parking facilities can inform drivers of vacancies in parking lots before arriving to

the facility. This minimizes search times for available spots in busy parking areas, allowing

drivers to save on energy and gas emissions.

The number of attacks that exploit emerging IoT networks is increasing. DDoS attacks
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that utilize IoT devices are also on the rise. The most recent DDoS attack was launched

using the Mirai botnet discussed in Chapter One. Although cryptographic schemes can help

minimize the resulting damage of compromising these exposed devices, such schemes fail to

prevent against insider attacks that abuse trust. Furthermore, cryptographic schemes can

be computationally expensive for IoT devices that can be constrained in terms of memory,

bandwidth and processing. Performing heavy computations on these devices results in higher

maintenance costs and shorter devices’ life spans. Therefore, solutions to secure IoT networks,

while taking into consideration devices’ limited resources are important. IoT trust models can

help secure IoT devices and networks by detecting malicious devices on the network. Devices

that are suspected to be malicious are denied communication and ignored by neighbouring

devices on the network.

2.1.1 Architecture of IoT

Different implementations and designs of IoT vary based on the application and architecture.

In order to obtain a better understanding of the nature of IoT, we discuss its common layered

architecture. One of the common IoT architectures is introduced by Jong-Moon Chung 1.

The architecture is composed of four layers. Layers start with IoT devices and sensors that

collect data and end with an application that delivers information to its users.

1. Layer 1: Sensor and Edge layer:

An edge layer in an IoT network contains IoT devices and sensors that can perform

light-weight computations and processing. Edge processing is known as fog computing.

Hence, fog computing differs from cloud computing in data processing location. In

cloud computing processing of data is performed on a remote server. IoT is designed

to transmit data in a timely fashion across networks. Collected data is processed
1The architecture is discussed in an online course: ‘Internet of Things & Augmented Reality Emerging

Technologies’ (https://www.coursera.org/learn/iot-augmented-reality-technologies)
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into meaningful information for reporting, analytics or decision making. Limited by

available resources, performing all processing on the edge level is infeasible for IoT

devices. Therefore, remaining processing is usually pushed to the cloud.

2. Layer 2: Gateway and Network layer:

This layer is mainly concerned with message routing [10]. IoT gateways can be con-

structed from several types of networks, including Wide Area Networks (WANs), Mobile

Communication Networks, or Local Area Networks (LANs) with Wi-Fi or Ethernet

connectivity. In addition to networking capabilities, micro-controllers, signal processing,

access points, encryption capabilities and embedded operating systems exist to facilitate

external connections to IoT devices and sensors.

The integration of various network types into the IoT platforms is crucial for maintaining

robust performance that can handle huge volumes of data generated by a wide range of

heterogeneous sensors and devices across the network with support to different protocols

and technologies. Scaling for multiple technologies to support IoT services is key factor

for a successful design.

3. Layer 3: Management Service layer:

Modeling of devices, their configurations and management of data-flows and security

controls is completed in the management service layer. Additionally, business rules,

analytics and logic can be implemented in this layer. Management of data can be

considered of both periodic and aperiodic characteristics. In periodic IoT, data filtering

is required, as data will be collected periodically, which generates huge volumes of data

that must be filtered for making business decisions. On the other hand, in aperiodic

IoT, actions are triggered immediately based on collected readings.

4. Layer 4: Application layer:
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In the application layer, processed information is delivered to different actors and used

in a variety of applications. Such applications include: industry automation, healthcare,

education, transportation, logistics, surveillance and people tracking.

Our proposed trust model is implemented on layers 3 and 4 of the above IoT architecture.

2.1.2 Security in The Internet of Things

As the number of Internet-connected IoT devices increases, they become more vulnerable to

external attacks. Compromising a single device on an IoT network can allow adversaries to

control the whole network. Therefore, addressing security of the overall network is important.

Security Requirement

IoT networks typically utilize constrained devices that use low-bandwidth standards and

must maintain an open secured communication channel with more powerful devices, such as

Smartphones or gateways. Guaranteeing this channel’s security requires optimal cryptography

algorithms and proper key-management systems, as well as security protocols that connect

all these devices through the Internet [11] :

• Authentication: Authentication can be difficult to achieve in IoT, due to the

nature of its’ constrained devices and their heterogeneity. Authentication is identity

establishment between communicating parties [6]. IoT devices should be able to verify

each others’ identities to guarantee that an object is in fact who it is claiming to be.

In IoT networks, authentication usually occurs between an IoT device and a central

authority.

• Authorization: Authorization is ensuring that a certain device has appropriate privi-

leges to access a resource or perform a certain task.
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• Identity Management: Different devices are connected to IoT and the number of

these devices is increasing. IoT devices’ can be impersonated maliciously by adversaries

to perform malicious tasks. Hence, identities of IoT devices on the network require

validation.

• Privacy: With the increasing acceptance of IoT around us, the amount of data that is

generated by IoT devices is large. IoT devices can transmit information that categorizes

their users’ behaviours, preferences and patterns. In most cases, collected information

can be analyzed and used for profiling or even marketing. Therefore, privacy concerns

in IoT have been raised.

• Confidentiality: All kinds of data travel through the IoT network. Some of that

data is confidential. In the context of health-care, for example, almost every packet

traveling through an IoT network contains patients’ confidential information that allows

physicians to check their patients’ medical status remotely. Such data should be

protected from interception. It is of equal importance as well to protect the data stored

on these devices.

• Integrity: Integrity refers to assurance that information has not been modified by

unintended parties. Preserving messages integrity’ is crucial in many IoT applications,

such as patients’ medical information. Therefore, confidential data should be immune

to change throughout the transmission process.

• Availability: Data in IoT should be available for access by authorized users at all

times, whenever they require it. Intrusion detection and protection against DoS and

DDoS attacks are crucial to guarantee a smooth flow of data.
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Security Challenges

Securing devices in IoT is not the same as securing a traditional network. It is important to

take into consideration several factors that make securing IoT networks more difficult [8]:

• Dynamic Topology:

IoT mostly consists of mobile devices that facilitate control of other connected devices

and allow for information retrieval. Devices in IoT networks can join the network for

undetermined amounts of time. For example, a smart car can be part of an IoT network

for seconds, as it is only passing an access point. On the other hand, some devices

join an IoT network permanently. New devices connect and disconnect constantly and

the network needs to scales and adapt to these changes without affecting performance.

Since our model operates in a decentralized setup, it has the ability to scale and adjust

to joining and leaving devices.

• Recourse Limitations:

Applying symmetric cryptographic algorithms to secure resource constrained devices

appears inefficient. The majority of IoT devices are very limited in terms of memory,

bandwidth, battery and processing power; possible keys for all network nodes cannot

be stored on each single node. For that reason, Symmetric Key Cryptography (SKC) is

considered an infeasible solution. Similarly, employing Public Key Cryptography (PKC)

can possibly overload the devices’ capabilities. To tackle this resource limitation in our

model, heavy cryptographic processing, key management and transaction validation

are handled by capable nodes on the network.

• Heterogeneous Nature:

Devices that join the IoT network have different processing power, operating system,

bandwidth, vendors and functionalities. It is challenging to use traditional security
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measures to fit all devices. Types of devices that can join IoT networks cannot be

predicted. For that reason, IoT needs an innovative solution that can be implemented

at the edge layer of the IoT network, regardless of the devices’ features, to help

determine trustworthy devices from those which can be malicious. Our model facilitates

RESTful interactions between the model and IoT devices to minimize network overhead.

Representational State Transfer (REST) is an architecture for accessing and modifying

a resource on the Internet. It is mainly concerned with identifying resources and

modifying them with basic Hyper Text Transfer Protocol (HTTP) methods. The

protocol is supported by the majority of IoT devices, which allows our model to tackle

the heterogeneity of IoT.

2.1.3 Attacks on IoT

IoT networks are distributed by nature with a variety of connected smart ‘things’ and sensors.

These ‘things’ transmits different types of information. Some of the transmitted traffic is

information that can be found publicly on the Internet, such as weather information. Similarly,

IoT devices can be used to transmit confidential information. This can range from personal

information and location to health and medical information. A network implementing a trust

model to safely manage nodes and their interactions is a desirable target for attackers. In

this section, we analyze possible attacks that can be launched against IoT networks and

similarly, IoT trust models. We discuss Sybil attacks in more detail as our work provides a

proof-of-concept implementation to protect against them.

Defining Threats

In order to gain an understanding of our model’s resilience, we first discuss the nature of

possible attacks on trust model solutions. Yu et al. [12] categorizes common attacks launched
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on trust mechanisms in network setups similar to IoT. Attacks can be divided to two major

categories:

1. External Attacks:

External attacks on IoT networks occur when an adversary have no knowledge of the

network’s cryptographic keys and the attack is launched from outside the network. In

such scenario, the adversary attempts to eavesdrop on the communication channel to

salvage any useful information either about the content of transmitted information

or about the implemented trust model itself and its operations. Upon successfully

capturing information, adversaries can launch more attacks such as DoS, replay, message

alteration and Sybil attacks.

2. Internal Attacks:

Unlike external attacks, an adversary is assumed to be controlling a trusted entity

on a network. Therefore, the attack is launched from within. This form of attack is

more difficult to detect as it can occur when a trustworthy device is turned rogue after

gaining trust on the network.

Table 2.1 shows a summary of common attacks on IoT networks and their description.

Sybil Attacks

Typical IoT networks are mostly dependent on assumptions of one identity per device. Sybil

attacks take advantage of that trust presumption by hijacking vulnerable devices to claim

different identities. Sybil attacks allow adversaries to replicate and control forged device

identities to influence the IoT network negatively. This can result in faulty reports generated

by the IoT network or Spam dissemination [13]. Adversaries can further use these identities

to manipulate trust scores and device reputations in an IoT trust model. In consequence,
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Table 2.1: Common Attacks on IoT Networks
Attack Category Description
DoS External/Internal Floods IoT networks with requests in an

attempt to prevent it from functioning
properly causing network unavailability
to legitimate users.

Sniffing Attack External Eavesdrops on information transmitted
among nodes on the network.

Reply Attacks External/Internal Replays messages that are already trans-
mitted or injects fabricated information
into them.

Sybil Attacks External/Internal Replicates and impersonates identities
of existing nodes on the network.

Wormhole
Attacks

Internal Creates a new channel to another part
of the network where messages are re-
played.

adversaries trick the network into appearing to possess a relatively large influence on the

network. Sybil attacks can be labeled and classified based on different factors [14]:

• Nature of communication (Direct or Indirect): If adversaries use fake identities to

communicate with trusted nodes directly, this is known as a direct Sybil attack. On

the other hand, an indirect attack occurs when the adversary uses his/her legitimate

identity (the malicious node) to communicate with a trusted node. [14].

• Attacker’s Resources: The number of identities an attacker can control at the same

time increases their chances of a successful attack. When several identities join and

leave during different times, it makes detection of Sybils harder.

Examples of Sybil Attacks

Sybil attacks can occur in different setups. To gain a better understanding of their impacts,

we glance over some of the popular examples where Sybil attacks can be launched.
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1. Vehicular Ad-hoc Networks (VANETS) : VANETS are vulnerable to Sybil attacks.

VANETs connect nearby cars and treat each car in the network as a node. The priority

in these networks is road safety. Compromising these nodes is possible, due to weak

authentication implemented on them. It is possible for an adversary to inject malicious

code to create several fake identities on the network to disturb traffic or jam it. [15].

2. Voting System: Distributed voting systems are peer-to-peer (p2p) networks that detect

malicious nodes or decide how resources are distributed. Once an attacker creates

multiple identities, they can vote multiple times according to their needs [14].

3. Tor2 Networks: Tor networks anatomize traffic through implementing the Onion protocol

to protect traffic. A sybil in the Tor network is a node or rely that has multiple identities,

acting as a different node in each communication. This allows an attacker to gain large

influence in the network and eventually compromise it [16]. Upon successful launch of

the attack, more severe attacks can be carried out including tampering traffic to exit

nodes, DoS, website fingerprinting and bridge address harvesting.

2.2 IoT Trust Models

To improve on IoT security, different approaches were explored to accommodate the limited

resources and capabilities of IoT smart devices and sensors. A mechanism is required to

identify trustworthy devices from malicious ones without affecting service delivery. One way

to achieve that is through trust and reputation models.

The concept of trust has been around since the beginning of time. Through past expe-

riences, humans have learned to develop and evaluate trust between one another. When
2Tor is an open network software that helps defend against traffic analysis: https://www.torproject.org/
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in doubt, they require consultation from friends or neighbours to make decisions. The

crucial thing about trust is that it is built over time. Trust can be defined as the subjective

probability by an individual, expecting that another individual’s actions are dependent on

the first individual’s well being [17]. In other words, trust is to expect no harm from that

individual. Reputation, on the other hand, is others’ opinions and what is believed in a

certain standing [18]. In the context of IoT, trust definitions are very similar. Devices

function within a community, as all devices are neighbours, and can share opinions about

other devices based on their interactions. These opinions help determine if devices are trusted

and consequently allow for detection of untrustworthy devices. Implementation of trust and

reputation models is a useful security mechanism in environments that involve interaction

of various entities [19]. Trust establishment is very critical in IoT. Various scenarios and

circumstances exist that highlight the importance of a trust check that can help determine

trustworthy devices from malicious ones. Residential smart homes, Hospitals, manufacturers,

and military sectors that apply IoT technologies to facilitate their work, deal with confidential

information. Furthermore, such IoT environments employ various devices that are dispersed

randomly and pose high chances of physical compromise. Therefore, constantly verifying

trustworthiness and legitimacy of connected devices in a fast manner is crucial [8].

The number of trust models that have been introduced and implemented in the context

of IoT is very limited. Currently, only one model exists in the literature that employs

blockchains for trust in Wireless Sensor Networks (WSN). We review this model in Section 4,

after discussing blockchains’ architecture and functionality. For the remaining of this section,

we review three trust models related to IoT and show how our proposed model can tackle

many of their shortcomings.

Trust Management (TRM):
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Chen et al. [7] proposed TRM, a model to overcome trust establishment problems in Cyber

Physical Systems (CPS) devices and wireless sensors, based on reputations in IoT. The

model aims at securing Machine to Machine (M2M) communication between the nodes and

also protect against malicious node attacks through the use of fuzzy logic to analyze nodes’

behaviour and determine trustworthiness [7]. It utilizes Quality of Service (QoS) metrics

that analyze attributes such as: packet forwarding rate and packet delivery ratio, which

are monitored by neighbouring nodes. Each node independently overhears its neighbouring

nodes’ packet forwarding activities. This monitoring is related to the proportion of correctly

forwarded packets with respect to the total number of packets to be forwarded during a

fixed time window. Each node in the network maintains a data forwarding information

table. The table includes only the data forwarding transaction information by overhearing

neighbouring nodes [7]. In review of this model, we identified that it is limited to devices in

CPS, involving only wireless sensors. A model that is not constrained by a specific context

can be more effective. The authors rely on data forwarding information to evaluate trust.

Yet, no measure is taken to verify the source of that information. This can allow transaction

information about nodes’ forwarding behaviour to be fabricated and neighbouring nodes can

be manipulated into trusting a malicious node. An adversary can analyze a node’s packet

forwarding behaviour and imitate it to appear trustworthy. Therefore, validating nodes’

identities is imperative. Also, the scenario in which a node turns malicious after a period of

normal behaviour is not addressed [8].
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Figure 2.1: Phases of TMS By [1]

Trust Management System (TMS):

Saied et al. proposed TMS for IoT that utilizes nodes’ previous experiences, for various

services and contexts, to predict trust that can be put into a node for accomplishing a certain

task [1]. The model’s primary objective is to facilitate cooperation in the heterogeneous IoT

architecture for devices with different resource capabilities, to build a community of trusted

devices collaborating with one another according to their task [8]. Figure 2.1 shows the

phases of their proposed model.

To better understand their setup, functionality of each phase is summarized below [1]:

1. Information Gathering:

At the beginning, all nodes are presumed trustworthy to deal with the cold start

problem at the bootstrapping process. Upon completion of a service, the requesting

node evaluates the assisting node’s behaviour with a positive or negative feedback,

where they are stored in the trust management system. Trust ratings are collected for

the same node in different contexts. The report sent by the evaluating node includes:

service, capability, score and time.

2. Entity Selection:
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Upon receiving a request, the trust manager ’returns a list of trustworthy assisting

nodes to the requester’. Returned candidates that were chosen in prior selection match

the requested service. After that, the list is narrowed down for the final selection

process. These nodes in the final list pertain context as that of the requesting node. In

the selection process, different reports are assigned different weights, as some reports

are more important. These weights are used for trust computation. Additionally, a

Quality of Recommendation (QR) is calculated for issued reports. Finally, trust is

computed using calculated weights and QR. N is the score (positive or negative) in the

issued report:

Ti = 1∑n
j=1 wRij

×
n∑

j=1
(wRij

·QRj ·Nj)

3. Transaction:

The requesting node receives a list of trustworthy nodes to assist it and chooses one to

carry out an interaction.

4. Reward and Punish:

After a transaction is completed, the requesting node either rewards or punishes the

selcted node with its report by providing a positive or negative score. This is mostly

based on direct observations from the requesting node.

5. Learning:

This phase handles recommendations and reputation updates. Updating of QRs occurs

by mapping current evaluations against previous recommendations during selection

phase.

The TMS model addresses different attack scenarios, such as bad mouthing attacks and

selective attacks. Bad mouthing attacks occur when ratings of nodes are manipulated. An
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adversary can force bad ratings for certain nodes to deny them service or to ruin their

reputation within the community. Yet, we need to be able to verify the source of submitted

recommendations. Moreover, protecting integrity of the history of all recommendations is

important in order to prevent adversaries from changing previous recommendations, allowing

them to manipulate devices’ reputations.

Distributed Dynamic Trust Management Protocol (DDTMP):

Bao and Chen [20] proposed a Distributed Dynamic Trust Management Protocol (DDTMP)

that takes into consideration the honesty of collected recommendations, cooperativeness of

devices and community interests, for a social community of IoT devices that considers social

relationships among devices’ owners. Each node in the network evaluates trust within a set

of nodes that communicate occasionally [20]. The authors consider the case of IoT networks

that consist of human-operated/carried smart objects [20]. Hence, ‘the social relationships

among the device users must be taken into consideration during the design phase of IoT

applications’ [20]. Bao and Chen evaluate trust using both direct observations and indirect

recommendations. The protocol is scaled to fit the needs of a smaller sub community of

devices that share the same interests [20]. Trust is obtained through employing anomaly

detection techniques, including high discrepancy in experienced recommendations, interval

transmission, repetition, and delay rules [20]. Yet, in this model, trust is presumed based

on social circles between devices’ owners. This setup can be vulnerable to Sybil attacks. A

trusted devices can be turned rogue after a period of trusted behaviour. Moreover, the cold

start problem that occurs when new devices join a network, is not addressed.

To prevent the cold start problem in our model, we use a method proposed by Devi et al.

[21]. Their work employs Probabilistic Neural Networks (PNNs) as a recommender system

to calculate trust between users and predict ratings of newly added shopping items with

zero ratings. Recommender systems ‘search through large volumes of information to provide
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personalized content and services’ [22]. For example, based on previous user behaviour

choices and selections, a recommender system can predict and suggest possible options, such

as movies or restaurants. A similar approach can be used in establishing trust between

IoT devices. IoT is made of a group of connected devices, and nodes should be able to

determine whether it is safe or not to exchange data with other nodes on the network. A

recommender system can be used to decide on connection to a node, when it is safe to do so,

based on previous observed behaviour. Various approaches to design recommender systems

have been suggested in the literature: including collaborative filtering, content based and

hybrid approach. Collaborative filtering finds similar users based on similar rating behaviour

and provides recommendations accordingly [21]. This approach takes into consideration

other users opinions’ or actions’. Content-based recommender systems use attributes such

as the description of items to recommend similar items. A hybrid recommender system

combines both collaborative filtering and content based techniques. For trust prediction

and calculation, we use a collaborative filtering technique, that we believe provides a good

fit for IoT environments. A typical collaborative recommender system requires users and

items. IoT devices can be treated as a group of users sharing common interests. Human

users are profiled, and so are IoT devices, as in a way, they are considered the users of the

system, machine users. Human users have characteristics, likes, dislikes, history and social

circles. Devices have characteristics of their own as well and they can be profiled based on

these characteristics. For example, transmission rates, number of successful packets delivered

and number of dropped packets can be used. Our device trust calculation and evaluation is

treated as a classification problem, hence, we use PNNs to address this problem. In this set

up, recommendations from other devices (feedback) are weighted and these weights have to

be updated and adjusted continuously. The network has the ability to learn behaviour over

time and detect suspicious activities or transactions [23]. Our proposed model attempts to

overcome limitations of other trust models by training the probability neural network and
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tuning its weights depending on devices’ similarity and the nature of transmitted data. A

probabilistic neural network is an implementation of the kernel discriminant analysis in which

the operations are organized into a multilayered feedforward network with four layers: input,

pattern, summation and output layers [24]. New data is used to modify decision boundaries

in real-time and implementation can be through neurons that operate entirely in parallel

[24]. This makes them efficient for IoT setup. The main advantage of PNNs is that they are

constructed and trained fast, in one pass, unlike backpropagation algorithms that require

multiple iterations to construct the model [21]. PNNs have a free parameter, which is the

smoothing factor, and it can be adjusted without the need to retrain the network [25]. There

are various levels to achieve parallelism for PNNS, including layer, node and bit parallelism

[26]. We believe computing parallelism on the node level is the most fitting for the IoT and

blockchain setting. Using this approach, we can solve the cold start problem for new devices

that have just joined the network and obtain more flexibility in decision making. We discuss

the details of trust calculation in Chapter 3.

Table 2.2 shows a summarizing comparison of the reviewed IoT trust models. Based on

our research and review of the above models, we have deducted that an effective IoT trust

model should possess all of the following properties:

• The ability to validate identities of IoT devices on the network.

• The ability to prevent replication of existing identities.

• The ability to prevent issuance of bogus new identities.

• The ability to detect malicious nodes (Sybils).

• The ability to evaluate trust of IoT devices on the network and constantly refine

evaluation results.
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• The ability to verify integrity of recommendations (feedback) made by IoT devices on

the network.

• The ability to prevent modifications of previous recommendations for the purpose of

influencing devices reputations.

• The ability to protect against common network attack, such as Replay Attacks.

• The ability to work in different IoT contexts.

Our proposed trust model uses permissioned blockchains to manage identities and evaluate

trust of devices on the IoT network. Identities cannot be replicated or impersonated, which

protects the network from Sybil attacks. Trust evaluation results are constantly refined

with each transaction, allowing detection of malicious nodes on the network. An immune

tamper-proof record is used to maintain transactions’ integrity and prevent modification

of previous device transactions and trust recommendations. Additionally, our model takes

into consideration the limited resources existing on most IoT devices, as well as devices’

heterogeneity, by assigning key management, identity verification, transaction validation and

record keeping to trusted capable entities on the network. Currently, none of the existing

IoT trust models use this approach. In Chapter 3 of this thesis, we show how our proposed

model addressed all the shortcomings of the models reviewed above.
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2.3 Blockchains

Extensive work has been introduced in blockchains for management of digital cryptocurrencies

such as Bitcoin3. Blockchains are the core technology behind these currencies. The distributed

and append-only nature of blockchains improves security and integrity of financial transfers.

Regardless of the type, permissionless or permissioned, basic concepts in blockchains remain

unchanged. The difference between the two types is that the latter requires network devices

to be identified, authenticated and enrolled by a central authority, preventing them from

joining the blockchain network directly, unlike a permissionless blockchain. Going forward, we

use the term business network to refer blockchain networks in different contexts. Blockchains

work by logging all transactions that occur on a business network in a hash-based structure

referred to as block. A transaction can refer to a financial transfer, change of ownership of an

asset, such as cars or bonds or information exchange between two participants on the network.

Each block of transactions contains the hash of the previous block. Merkle Hash Trees (MHT)

are used to keep track of hashes and authenticate transactions [27]. The obtained ledger can

then be stored in a database or as a flat file [28]. In this section we discuss blockchains and

analyze the architecture of permissioned blockchains that are used in our proposed model.

2.3.1 Structure

A blockchain is built up of sequential blocks that can hold different types of transactions.

Every block is linked to its predecessors by containing the hash of that block. Every hash

uniquely identifies its block. The blockchain uses SHA256 hashing algorithm to generate

block hashes. A visualization of blockchains structure is shown in Figure 2.2.
3Bitcoin is a cryptographic currency for a distributed payment system on the Internet. Blockchains are

the core technology of Bitcoin.
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Figure 2.2: Blockchain Structure

2.3.2 Blocks

The series of block hashes referencing each block to its parent block generates a chain that

traces back to the very first block, known as the genesis block [28]. Since a child block refers

back to its parent block, the child block’s identity is dependent on its parent. In other words,

a change in the parent block hash reflects a change in the child block hash as well. ‘This

cascade effect ensures that once a block has many generations following it, it cannot be

changed without forcing a recalculation of all subsequent blocks’ [28]. This is one of the key

features of blockchain’s security. In order for an adversary to modify the sequence, they have

to recalculate all the blocks tracing back to the genesis block. This process consumes a huge

amount of computations, especially that the longest chain is always trusted. Therefore, the

blockchain ledger is immutable [28].

Two main parts constitute a block. The block’s header and transactions. In the header

section of the block, the following information is stored:

• Time Stamp:

Indicates the block’s time of creation.

28



• Block Hash:

Hash value of the current block.

• Previous Block Hash:

Each block in the chain contains a SHA256 hash referencing back to the previous block.

• Transaction Root: A Merkle tree that summarizes all transactions in the block. MHT

ensure blockchain’s integrity. It facilitates detection of any changes made to a block’s

transactions. Merkle Trees are data structures represented by binary trees. Every block

in the chain contains a number of transactions and the hash of each transaction is

calculated. This is achieved through hashing the transactions through SHA256, twice,

making up the leaf portion of the tree. The combination of two transactions is then

hashed again in the same manner. This process is repeated until we end up with one

hash at the root of the tree, known as the root hash. The chain runs through the hashes

from top to bottom to verify no changes were made. Figure 2.3 shows an example of a

MHT of four transactions.

2.3.3 Nodes

In permissioned blockchains, two main types of nodes exist to facilitate blockchain operations.

Nodes that are responsible for validating, committing and ordering transactions into blocks

are known as validating peers. Other nodes are known as non-validating peers, which can

include network participants, such as IoT devices. Transactions are usually ordered into

blocks based on a predefined batch size per block.
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Figure 2.3: Example of Blockchain Merkle Hash Tree with Four Transactions.

2.3.4 Main Functionality

Our trust model uses permissioned blockchains to implement trust evaluation logic. Features

of permissioned blockchains are listed below [29]:

• Identity Management

Typical permissioned blockchains support membership services for identity management

and authentication of nodes on the network. Nodes connected to the blockchain network

know each other’s identities.

• Concurrent processing

Different types of nodes can exist on a permissioned blockchain network. These nodes are

assigned roles based on their type. Some nodes are responsible for validating transactions

on the network. Others are responsible for ordering transactions into blocks. In our
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trust model, this separation of responsibilities reduces processing overhead on IoT device

that are connected to the blockchain network. Processing required for authentication

and authorization is limited with this divergence in labour.

• Smart Contracts

Permissioned blockchains can utilize smart contracts to implement the logic behind the

blockcahin. It is used to control parameters passed during transactions, defining assets

and their ownership. Such parameters can manage changes made to assets transfer of

ownership under predefined rules.

2.3.5 Permissioned Blockchain Architecture

Typical architecture consists of different types of nodes, referred to as peers. Types of peers

include: validating and non-validating peers. Validating peers are responsible for maintaining

the ledger’s integrity by validating transactions and updating the ledger [30].

Blockchain Components

A permissioned blockchain is typically composed of the following [29]:

• Network Participants:

Participants in a blockchain network refer to end users that participate by submitting

transactions on the network. For example, in our model, participants include IoT

devices that interact with each other and need to verify trust.

• Chaincode:

Chaincode is a piece of code that executes the logic of the blockchain through pre-defined

smart contracts. A smart contract, similar to paper contracts, is a program that is

executed if certain conditions and policies are met. Smart contracts have the ability to
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define assets, participants and instructions carried out by transactions to modify assets

or participants’ attributes on a blockchain network.

• Ledger:

Distributed key-value database containing pseudo anonymous transactions between

participants on the network. The ledger component comprises the sequenced list of all

transactions in the blockchain network.

• Security and Membership Services:

Permissioned membership ensures that transactions can be detected and traced by

authorized regulators and auditors. All participants must have valid identities in

order to submit transactions on the blockchain network. Generation of cryptographic

certificates is performed by a Membership Service Provider (MSP) with CA capabilities.

A permissioned blockchain CA can play different roles and is typically responsible for

issuing three different types of certificates [29]:

1. Enrollment Certificates:

Enrollment Certificate Authority (ECA) registers new devices on the blockchain

network and enables them to request a pair of enrollment certificates (ECerts).

The first certificate is used to sign data and the second one is used to encrypt data.

Embedded public key pairs implement Elliptic Curve Digital Signature Algorithm

(ECDSA), in which data encryption key is converted by enrolled users.

2. Transaction Certificates:

Enrolled participants are able to request Transaction Certificates (TCerts) from a

transaction certificate authority (TCA). Tcerts are used to deploy or invoke smart

contracts on the blockchain network.

To summarize, responsibilities of a CA include:
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1. Registration of joining identities (new participants)

2. Issuing Enrollment Certificates (ECerts)

3. Issuing Transaction Certificates (TCerts)

4. Renewing certificates

5. Revoking certificates

2.3.6 Security in Blockchains

The majority of existing blockchain implementations employ PKI to secure communication

between nodes and also authenticate transactions on the blockchain network. PKI frameworks

provide distribution and identification of public encryption keys and digital signatures, which

enable network participants to exchange messages securely. This assures messages’ source and

authenticity as well as confidentiality. Yet, a decentralized public ledger where participants

witness anonymous transactions flowing on the network can be vulnerable to an attack known

as the 51% attack. Typically occurring in permissionless (public) blockchains, upon gaining

full control of the mining4 capabilities, adversaries have the ability to control the process

of creating new blocks if they control the majority of the processing power. This allows

adversaries to selectively choose transactions within a block and consequently monopolize

the blockchain network.

2.4 Blockchain and IoT

Blockchain solutions were originally revolved around cryptographic currencies. Hence, very

little work has been explored in blockchains and IoT networks. Currently, one trust model
4Mining is a concept mainly related to Bitcoin. It refers to heavy cryptographic operations performed

by nodes on the blockchain network to create new blocks that can be appended to the blockchain. It is a
consensus mechanism to verify transactions.
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exists that uses blockchains in P2P Wireless Sensor Networks (WSN). Moinet et al. [31]

proposed a ‘Blockchain based trust & authentication for decentralized sensor networks’. The

authors use blockchains’ architecture as a decentralized storage to store sensors cryptographic

keys and trust information [31]. Their main focus is identity and trust management in

WSNs. The model is designed for WSNs. According to the authors, WSN can be defined as

decentralized networks that are composed of resource constrained nodes, such as embedded

devices. Their model is represented as an undirected graph G = (V,E), where a node is

described as a vertex and the edge represents a link between two nodes. In the model, a

Network Node (NN) defines a vector of node properties and node abilities. Available Services

(AS) defines dependencies of nodes abilities, such as their resources [31]. Every NN and SA

is associated with cryptographic keys on the network. The authors base the key management

component on Pretty Good Privacy (PGP) encryption standard, which is an implementation

of PKI. A master key is used to identify a NN or an AS during network’s connection time.

In their work, data payload refers to a transaction or event that provides information about

cryptographic keys or NN status. A node submits a credential payload that contains its

master public key in order to be authenticated. As observed in permissionless blockchains,

such as Bitcoin, nodes on the network race to solve a mathematical problem determined

by the system to create new blocks. This process is known as mining. In mining, nodes

attempt to solve a puzzle that allows them to obtain the hash of the new block, which is

known to be computationally demanding. The miner, which is a node that performs mining,

can select payloads in the block, since it is the one creating it. The authors state that only

authenticated miners are allowed to mine new blocks. For a block to be recognized as valid,

it must contain a Miner Approval (MA) payload that is generated by the miners. When a

new device joins the network, it is issued a Credential Payload (CP), containing its public

key. For an authentication request to be approved, the CP must be a part of a valid block.

The status of a NN credential can be either renewed or revoked.
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For trust management, a separate component is used to calculate trust of nodes on the

network. This trust model is called ‘Humanlike Knowledge based Trust (HKT)’, which

is based on human like behaviour for maintaining nodes’ reputation on the network [31].

According to the authors, ‘HKT is a compromise between a mutual surveillance by all nodes

on the network and the presence of a trust center’ [31]. HKT uses payloads stored in the

blockchain to characterize nodes’ behaviour to calculate trust levels. Every type of payload is

mapped to an event that associates the payload to a reputation factor. After that, reputation

levels of each NN is broadcast to the whole network to prevent the possibility of modification.

At the end, trust in their model is expressed as a probability that an NN will perform a certain

task correctly. Trust evaluation is performed through a comparison of current reputation level

of a NN against a minimum reputation level defined by the model. With this model setup,

malicious nodes that are authenticated can abuse the network by overloading the system with

valid payloads. However, the authors address this issue by defining timing rules specific to sub-

mitting payloads. The rules enforce a limitation in time between payloads submitted by a NN.

In review of the above blockchain trust model, we identify the following shortcomings,

which are addressed in our IoT trust model, and show how our work differs from the reviewed

model:

1. The authors state that once a CN is revoked, the NN is issued a new one in order to

stay authenticated on the network. This does not solve the internally malicious node

problem. A node with revoked credentials should be examined or disconnected from

the network if it is compromised. It should not be allowed to re-join the network by

requesting a new CP.
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2. The model employs the architecture of a permissionless blockchain. This allows any

device, malicious or benign, to join the network. Even if a malicious node joins the

network and the trust model component detects it at a later time, the fact that the

malicious node remained undetected for some time is unchanged. During that time,

the malicious node can carry out its malicious tasks.

3. Mining is a term specific to digital currencies, Bitcoin in particular. The reason behind

the naming is that miners receive a reward (mining fee) for their mining efforts, which

is a small amount of Bitcoins. The term used in this model is a bit misleading, as

there is no coins to mine. Additionally, the proposed model suggests mining to take

place on wireless sensors. We believe that mining on IoT devices and sensors can be

computationally infeasible due to the limited resources on the majority of these devices.

Mining on devices indicate that they will store blocks as well. A permissioned IoT

blockchain eliminates that by distributing authentication, transaction validation and

block ordering to separate capable entities on the blockchain network. As a result,

processing required on IoT devices’ side is minimized to submitting HTTP requests

over a RESTful API. Additionally, we can enforce a more trusted environment for IoT

devices through applying smart contracts to further evaluate trust among IoT devices

and guarantee that only valid devices with trusted identities are permitted to submit

transaction on the network.

4. A scenario where a miner node is compromised is not addressed. Nevertheless, this

model is vulnerable to the 51% attack, discussed in the previous section. It is possible

for an adversary to control the majority of the miners on the network. This allows

adversaries to selectively choose which payloads to include in a block, and as a result,

maliciously affect reputations of certain nodes on the network.

5. Instead of separating the trust management component from the authentication and
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key management component, our model allows all of these components to work together

as part of one system.

6. Our model defines clear access control rules that guarantees transactions can be

submitted only by authorized devices.

A key aim of our proposed model is to improve security of IoT networks by protecting them

from several common attacks that were discussed in Section 1, including Sybil attacks. A secure

IoT trust model would be able prevent both external and internal Sybils from disrupting

the network. While the model reviewed above proposes a similar identity management

approach, the methodology of trust evaluation is completely different. Our model utilizes

smart contracts to dynamically evaluate trust of participating devices and refines that trust

immediately after a transaction. This is achieved through rewarding a device with high

ratings for its trusted service or punishing it with low ratings. This facilitates detection

of internal Sybils, in the case of node compromise. Moreover, the integrity of reward and

punishment transactions are protected with an immune history to prevent adversaries from

modifying previous device ratings. Additionally, our model enrolls IoT devices from a trusted

CA to manage devices identities throughout the network’s life. All devices on the blockchain

network must be issued enrollment certificates from the blockchain CA. Those certificates act

as participants’ proof of identity documents on the network to protect their identities while

communicating across the network.

2.5 Conclusions

In this chapter, we discussed IoT’s architecture, its security requirements and challenges.

Moreover, we explored the concepts of trust to introduce IoT trust models. A review of

some of the existing IoT trust models related to our work was covered as well. Additionally,
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we discussed common attacks on trust models and IoT networks. Finally, we explored the

components, architecture and security of blockchains.
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Chapter 3

Proposed Model

In blockchains, connected nodes have the ability to see neighbouring nodes’ transactions

and hence, compromised nodes across the blockchain network can be detected. Additionally,

multiple synced copies of ledgers containing all transactions are stored on multiple nodes on

the blockchain network. All copies of the same ledger must be in sync. Therefore, attempts

to make changes to a single copy will be contradicted by the whole network. Applying this

distributed approach to IoT networks can improve IoT transactions’ integrity and confiden-

tiality. In this chapter, we discuss the details of our proposed model, its phases and how it

can be used to verify IoT devices’ identities and detect malicious activities across the IoT

network. Additionally, we discuss implementation details of a proof-of-concept prototype that

implements some of the key components of our proposed trust model. We use Hyperlegder

Fabric tools to implement our prototype.

This chapter is organized as follows. Section 1 provides an overview of our IoT trust

model. Hyperledger blockchains are reviewed in Section 2. Section 3 details the trust model’s

specifications and its phases. In Section 4, we discuss our prototype implementation. We

discuss obtained implementation results in Section 5. Section 6 concludes this Chapter.
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3.1 Model Overview

IoT networks can contain various devices diverging in resources and capabilities. Some

devices are blessed with more computational power and memory, while others are not.

Utilizing these available resources efficiently is key for conserving energy of less capable

nodes. From that vector, our proposed model takes IoT’s heterogeneity and distribution into

consideration. The trust model introduced in this thesis can be considered decentralized.

A level of decentralization must be allowed, as this model is of a permissioned (private)

blockchain that can be implemented in parallel with an existing IoT network. Permissioned

blockchains allow for utilizing different nodes on the blockchain network to carry out different

tasks and responsibilities. In addition, participating entities are enforced to be enrolled by

a CA on the blockchain network. Multiple CAs can exist on the same blockchain network

to distribute devices’ enrollments into the network. However, our implementation provides

a proof-of-concept only; therefore, one CA exists in our current model. In our model,

transactions are verified in order to be appended to the blockchain ledger. This responsibility

is taken by multiple peer nodes on the network. Peer nodes are not to be mistaken with

IoT devices. We refer to IoT devices as network participants or clients, the two terms are

used interchangeably. Peer nodes on the other hand are trusted and dedicated blockchain

facilitators that are. Certain peer nodes can be assigned processing of certain IoT devices on

the blockchain network.

Our primary objective is to improve security of IoT networks by introducing an effective

trust model that can be resilient to the common attacks discussed in Chapter 2. Mainly, a

model to protect against Sybil, bad or good mouthing and wormwhole attacks. Effective trust

and reputation models should detect malicious behaviour to help IoT devices determine which

nodes are indeed safe to communicate with and which nodes are malicious. Our goal is to

measure trust of IoT devices and enforce authentication, local authorization and integrity of

40



past and future transactions on the network. To lay out our model, we list its key components

below:

• Identity Management:

All participants on the blockchain network must be issued enrollment certificates from

the blockchain CA. Those certificates act as participants’ proof of identity documents.

Identities are issues, renewed and revoked only by a CA. This allows only for authorized

devices to join the IoT network. Additionally, connected devices must be authenticated

ahead of joining the network. As a result, participants are able to cryptographically

sign submitted transactions on the blockchain network [32].

• Trust Evaluation:

Trust evaluation and refinement is an important component of our proposed model.

We treat trust evaluation as a classification problem and we use PNNs to address this

problem. In this set up, recommendations (devices’ feedback) are weighted and these

weights have to be updated and adjusted continuously. The model has the ability to

learn behaviour over time and detect malicious nodes that do not meet trust require-

ments. Our proposed model attempts to overcome limitations of other trust models by

training the probability neural network and tuning its weights depending on devices’

similarity and the nature of data that is transmitted. We use PNNs to calculate and

evaluate trust between IoT devices and predict trust scores for new devices as well.

Trust calculations for each device are based on its behaviour history and recommenda-

tions given by other devices on the IoT network. Recommendations are expressed in

terms of trust points and translate into trust scores after receiving a service from an IoT

device with either reward or punishment. IoT devices’ recommendations (possible trust

points) range between 0-5, where zero indicates poor service and fivefffx indicates an
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excellent one. Using PNNs, devices can be classified to trustworthy or untrustworthy.

Given trust points show the rating of the service received by the device.

Distributed processing is performed by multiple blockchain peers that execute smart

contracts. Smart contracts manage and determine the logic behind the blockchain’s

transactions. Invocation of defined functions results in a transaction on the blockchain

network. Trust calculation and evaluation are performed through invocation of smart

contracts functions that perform PNN classification. Devices are deemed trustworthy

if approved by multiple peers. Each IoT device bears a rating that helps determine

its trust score. Trust scores are updated by IoT device directly after interaction or

data exchange activities between two IoT devices. The requesting IoT device rates the

interaction from the serving IoT device by either rewarding it with high trust points or

punishing it with low trust points.

• Local Authorization:

In our proposed model, we refer to the stronger nodes in the IoT network as Alpha nodes.

This is because Alpha nodes can play the role of validating peers in the blockchain

network. Additionally, since our model is decentralized, Alpha nodes can be responsible

for maintaining administrative functions of the blockchain network to better manage

connected IoT devices. For these nodes, we assume the following:

1. Alpha nodes are more capable nodes that are configured once at the model’s setup.

2. Alpha nodes are most likely IoT control hubs that are connected to a power source

or have long life batteries.

3. Membership of Alpha nodes in the network does not frequently change.

4. Alpha nodes have administrative privileges.

42



5. Alpha nodes have the ability to represent edge nodes that can act as peer nodes

capable of executing chaincode if needed.

Multiple alpha nodes can exist and their work starts at the first phase, data collection

and profiling. Phases of the proposed model are described in the next section.

• Transaction Integrity:

The shared replicated ledger component implements the blockchain technology. All

transactions taking place on the network are written to a key-value database accessible

with read-only permissions for all participants across the blockchain network to see.

In order for an adversary to modify a single transaction, they have to recalculate all

hashes of all previous blocks tracing back to the first block. This prevents adversaries

from manipulating previous trust recommendations and devices’ trust score.

• Data Sensitivity:

In IoT security, the flow of information should be taken into account, as all sorts of it

fly across the network. Some information is made available in public, such as weather

readings or bus locations. However, some information should be confidential, such as

patients’ information. Therefore, different levels of security should be implemented

depending on the information transmitted. This is recorded once the device is connected

and fed to the model as an input parameter. For simplicity, the model interprets this

as a flag parameter of the device. If the flag is set to 0, then the information is publicly

available and the model will depend on the available trust score of the serving device

to determine its’ trustworthiness, based on a predefined threshold. If the flag is set to

1, then the information is confidential and the model will perform trust computations.

• Strictness Level:

The strictness of trust evaluation can be tuned to adjust to different settings. A
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threshold pre-defined system parameter is used to adjust the network’s strictness during

trust evaluation. The model allows for three levels of difficulty:

– Easy: When easy difficulty is set, the model evaluates devices’ trust scores against

a minimum threshold. Only transactions submitted by devices with trust scores

exceeding that threshold value are allowed.

– Medium : A more strict setting with a threshold set to 50% of trust score’s

maximum value.

– Strict: An extremely strict model evaluation setup that allows devices to hold at

least 70% of trust score’s maximum value.

3.2 Hyperledger Blockchain

In order to meet our IoT trust model goals, we needed a blockchain tool that can support

distributed file sharing and dynamic task coordination. Therefore, we used open-source tools

from the Hyperledger Blockchain Project. Currently, three open-source frameworks exists for

blockchain development:

• Hyperledger Fabric:

Hyperledger fabric is an implementation of permissioned blockchains for developing

blockchain applications. Fabric utilizes chaincode in Go and Java languages to leverage

smart contracts, which execute blockchain logic.

• Hyperledger Iroha:

Hyperledger Iroha is another blockchain development platform that is developed in

C++ and puts emphasis on mobile application development.
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• Hyperledger Sawtooth Lake:

The Sawtooth Lake model is driven towards modularity and financial use cases. It

utilizes a consensus algorithm known as Proof of Elapsed Time (PoET).

For our model implementation, we chose to use the Fabric model because of documentation

availability. Additionally, Fabric is the only Hyperledger implementation that supports

integration with logic modeling tools such as Fabric Composer 1.

Hyperledger Fabric utilizes the use of peers. Validating peers are responsible for main-

taining the ledger’s integrity by validating transactions and updating the ledger [29]. Fabric

model architecture is illustrated in Figure 3.1.

Figure 3.1: Hyperledger Fabric Model Architecture

3.2.1 Blockchain State and Transaction Flow

Before discussing the detailed phases of our model, we discuss how transactions are processed

in the blockchain tool used in our model’s prototype.
1Fabric Composer is a tool for defining and modeling blockchain business networks:

https://hyperledger.github.io/composer/
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Blockchain State

In the Hyperledger Fabric model, a blockchain state that reflects the latest transactions is

designed to be saved and version-labeled as a key-value store (KVS). In KVSs, keys represent

names and values for every transaction. Chaincode software manipulates these entries that

run on the blockchain through two KVS operations, put and get. The state of the blockchain

is persistently stored with logged updates.

Transaction Endorsement and Workflow

Different blockchain implementations handle transactions differently. In Fabric, transactions

are proposed, simulated and validated before being committed to the blockchain network.

We discuss the high-level flow for a transaction in the Fabric blockchain network in the form

of a request initiated from an IoT device participant.

Endorsement Policies:

According to Hyperledger Fabric documentation 2, an endorsement policy is defined as a

condition that determines a transaction’s endorsement or its rejection by endorsing peers.

An endorsing peer role is to verify the following about a proposed transaction:

1. The transaction is properly formed and contains all required parameters.

2. The transaction has not been submitted previously. This is to prevent against message

replay attacks.

3. The transaction is carrying a valid client signature. This is done using an MSP

component (CA).

4. The client submitting the transaction is authorized to perform the proposed operation.
2https://hyperledger-fabric.readthedocs.io
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Endorsement policies cannot be modified, as they are deployed at chaincode instantiation at

blockchain creation, which occurs once when setting up the network. This is to help prevent

dynamic addition or deployment of new policies. If the proposed transaction is compliant with

the defined polices, after endorsing peers’ assessment, it is declared valid; otherwise, dropped.

Figure 3.2 illustrates a typical transaction flow. Blockchain transaction flow is explained

below for a transaction initiated by a smart refrigerator requesting room temperature.

1. A transaction is initiated by a client (a smart refrigerator) to request current room

temperature. This request results in a PROPOSE message that is sent to a predefined

group of endorsing peers on the blockchain network.

The format of a PROPOSE is < PROPOSE, tx >. Based on predefined endorsement

policies, some peers might choose to object or endorse the proposed transaction. Since

endorsement is related to defined chaincode, we evaluate participants trust scores to

allow or prevent the transaction proposed. Trust in granted only if a defined number

of peers endorse the transaction. In other words, the IoT device that initiated the

transaction must collect enough endorsements in order to be approved. Transaction

parameters include:

tx =< clientID, chaincodeID, txPayload, timestamp, clientSig > where :

• clientID represents the ID of the client submitting the PROPOSE message.

• chaincodeID represents the chaincode pertained by the transaction.

• txPayload represents the payload that contains the transaction data.

• timestamp represents an integer number maintained by the client which is mono-

tonically increased for every new transaction.

• clientSig contains the signature of the client.
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Additionally, a unique cryptographic hash is used to identify the transaction tx. In

other words, tid = HASH(tx). Once the request is submitted, the client awaits for the

endorsing peers’ response.

2. Upon receiving the PROPOSE message, endorsing peers simulate and execute the

transaction using transaction arguments to invoke chaincode. A signature is produced

for that transaction. This occurs after the client’s signature (clientSig) is verified by

the MSP. Until this point, no updates are made to the blockchain ledger.

3. Produced endorsement is then collected and broadcast by the submitting client. Once

a predefined number of endorsement messages is received by the submitting client,

indicating approval and endorsement of the proposed transaction, an ordering service is

invoked to commit the transaction and add it to a block. If the client does not possess

the ability to invoke an ordering service, it can convey the broadcast through a trusted

peer. Even in that case, an endorsement still cannot be fabricated, as it will be verified

as well.

3.3 IoT Trust Model

We propose a model design that integrates blockchain’s architecture with a reward and punish

mechanism to ensure trust in the IoT network. Figure 3.3 shows our model’s flowchart. In

this section we introduce the phases of our proposed IoT trust model.

3.3.1 Model Phases

The general modeling process and phases are depicted in Figure 3.4.
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Figure 3.2: Transaction Flow

Information Collection

IoT devices are constantly listening, collecting and transmitting data. In our model, alpha

nodes and blockchain peers are constantly listening and storing the following information

about nodes: transmission rate, successful packets ratio, dropped packets ratio, battery life,

CPU power, available memory, trust score and severity flag. IoT devices are required to

provide feedback for their experience upon completion of a transaction, similar to a service

rating. These ratings are associated with a timestamp and taken into account later in trust

assessment. To guarantee rapid communication, each IoT device maintains a trust score that

is stored in the blockchain for other IoT devices to see. We mentioned in our model overview

that we capture a severity flag that specifies the nature of information being transmitted. If

the flag is set to 0, then the information is publicly available and the blockchain peer nodes

will only evaluate the device’s existing trust score against a predefined threshold to determine
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Figure 3.3: Proposed Model’s Flowchart

trust. If the flag is set to 1, then the information is confidential and peer nodes will continue

trust computations and device classification.

Node Enrollment

At the start of the model’s setup, bootstrapping of devices that join the network is performed.

The CA provides keys and authorizes IDs of devices joining through MSPs. This is done

by registration and enrollment of a new user (the new IoT device). The administrator

managing the blockchain registers a new user with Enroll ID. The device then enrolls and

receives credentials from the CA. Next, the device requests Tcerts from the Transaction CA

in order to submit transactions. An adversary cannot force bad ratings by punishing a certain

devices with negative feedback to deny it service or to ruin its reputation on the IoT network.

Additionally, forcing IoT devices to interact with valid identities only, allows for the ability
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Figure 3.4: Modeling Process

to verify the source of submitted transactions.

To determine which peers are assigned for the enrolled IoT device, collected information

about the device is used. Devices’ model, capability, available resources and information

level are stored at the beginning. All these features are used in the PNN to determine

similar devices and assign them to certain peers accordingly. Every blockchain peer can be

responsible for a certain category of IoT devices. To calculate similarity, we assume there are

N client devices and M server devices. Client devices are devices that require a service, while

server devices are devices that should provide a service and are suspected to be untrustworthy.

At the beginning of the model’s life, artificial transactions are forced to create interactions

between nodes, as the network needs data to learn. Most devices will start with a rating of

zero and that is resolved by predicting a rating (trust score) value for those devices that have

just joined the network. The rating for a service requested by node i and fulfilled by node j

is represented by Rij where 1 ≤ i ≤ N and 1 ≤ j ≤M . The smoothing factor σ is calculated.

To obtain it, we first calculate the Euclidean distance between nodes i and j.

dij =

√√√√ M∑
k=1
| Rik −Rjk| (3.1)
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Now σ is calculated:

σi = g ∗
∑N

j dij

N
(3.2)

In equation (3.2), g is a constant tuned at the training phase. N is the number of nodes

and d is the calculated distance obtained in equation (3.1).

We assign same-category and similar IoT devices to a certain peer to find recommendation

weights that contribute to devices’ classification. Recommendations that are collected from

devices in the same category and assigned to the same blockchain peer weigh more as we

assume they are more important to the transaction. Quality of Recommendation (QR) is the

score of trustworthiness that is assigned to a witness device depending on the accuracy of its

past ratings [1]. This helps the model in protecting against bad and good mouthing attacks.

QR’s value ranges between [1,-1], with 1 representing a trustworthy witness node and -1 the

opposite. The model gives more weight to devices belonging to the same category; in other

words, based on the similarity between the two nodes, dij . In the weight calculation, equation

(3.3), λ and θ are parameters ranging from [0, 1] and expressing the memory of the system.

(tnow − tj) is the difference between the current system time and time the transaction took

place; older ratings are less likely to be as important as new ones.

wRij
= λdijθ(tnow−tj) (3.3)

Trust Points Initialization

IoT devices that are part of the blockchain network maintain a trust score attribute that

reflects their available balance of trust points and reflects their rating among other IoT

devices. Upon obtaining an enrollment certificate and becoming part of the network, identity

of the IoT device is recorded and cannot be forged. After successful enrollment, trust is
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computed immediately. Trust between nodes i and j is computed with equation (3.4), where

R is the rating for the service requested by node i, fulfilled by node j, and w is the weight of

the device. :

Tij = exp[ 1
σi

∗ {(R′i ∗ Rj) −
1
2 ∗ (‖Ri ∗ wi ∗ QRi‖2 ± ‖Rj ∗ wj ∗ QRj‖2)}] (3.4)

Refining these results is important in order to minimize risks of bad or good mouthing

attacks. The model handles that by calculating trust for indirect devices. The same calcula-

tions are used, except that input size varies. It is changed to NXN instead. This is to find

trust for indirect neighbouring node requiring multiple hops. This is repeated until trust

updating is less than the threshold value (δ).

Predicted rating for node i (client device) towards node j (server device) is smoothened

after transactions. Whether the node has previous ratings or is new to the network, ratings

are predicted as below:

Pi,j =
{∑N

u=1,u 6=i Tu,j ∗Ru,j∑N
u=1,u6=i Tu,j

(3.5)

In equation (3.5), P denotes the predicted rating of node j to node i who requested the service.

Tu,j is the trust value that node i has in node j. R is the original rating value of node j. R̄ is

the average original rating of node j. Equation (3.5) is used when n(j) > 0, where n is the

number of original ratings of node j. If it is a cold start problem and no rating is available,

we use equation (3.6):

Pi,j = R̄i (3.6)

The cold start problem for newly joined devices, where no rating is available for them,

is tackled by filling the average rating of devices. In equations (3.7) and (3.8), smoothened
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rating S for the two nodes is calculated for different scenarios.

Si,j = Ri,j if Ri,j > 0 (original rating) (3.7)

Si,j = Pi,j otherwise (predicted rating) (3.8)

Where Si,j is the smoothened rating, Ri,j is the original rating and Pi,j is the predicted

rating.

Trust Evaluation

The trust evaluation component is performed during the client’s attempt to obtain endorse-

ments once they initiate a transaction proposal. Before a transaction is fully committed to

the ledger, a transaction proposal must be sent by the client to existing endorsing peers.

The endorsing peers will execute chaincode and evaluate the trust rating (trust score) of a

device against a predefined endorsement policy. The endorsement policy defines the system

threshold. To evaluate trust worthiness, peer nodes perform device classification. Ratings

of the devices and trust scores are computed, updated, and used, along with the history of

the device’s behaviour to classify the device in question as trustworthy or untrustworthy by

choosing the maximum likelihood that it is worthy of trust or not. The summation layers of

PNNs calculate the Probability Density Function (PDF) that calculates the likelihood that

node i belongs to the untrustworthy or trustworthy classes. Summation layer obtains this

likelihood by ‘summarizing and averaging the output of all neurons that belong to the same

class’ [33]. Finally, maximum likelihood is chosen and with that, the device in question is

classified. If classification yields the same probability for both classes, classification of the

device according to the Bayesian decision rule is performed, which takes into consideration all

previous summation layer neurons [33]. Equation (3.9), is used to calculate the probability

that device x belongs to class i.
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pi(x) = 1
(2 ∏) d

2σd

1
Ni

Ni∑
j=1

exp
[
−(x− xij)T (x− xij)

2σ2

]
(3.9)

In equation (3.9), Ni denotes the number of samples in class i (trustworthy). Dimension

of the pattern vector of the node is denoted by d, xij is the neuron vector [33]. Maximum

probability is selected and the device is classified. If enough peers classify a device trustworthy,

the transaction proposal on the blockchain is approved. This allows the client (IoT device)

to collect enough endorsements, causing the transaction to be endorsed and the device to be

deemed trusted; otherwise, the transaction is dropped.

Transaction

Once a device proposes a transaction to the network, the endorsing peers will verify the

device’s signature and inspect payload of the transaction to simulate it, ahead of committing

it to the blockchain ledger. During this step, the chaincode deployed by the endorsing peers

performs trust evaluation as pointed in the previous step. The transaction is carried out and

committed to the ledger if it was approved by a predefined number of endorsing peers.

Balance Update

Requesting devices reward or punish the server device by rating their experience with trust

points from 0-5 upon completion of a transaction to update devices’ trust scores. Point 0

indicates a punishment for a bad transaction and 5 indicates complete satisfaction and reward.

Committing peers are required to update the submitting client’s trust points. The committing

peers perform this task because they are responsible for committing all transactions as well

as they have the capability to store and execute chaincode. Unlike the reviewed TRM model

[7], trust of IoT devices in our proposed model is constantly evaluated and refined with each
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transaction. This is to address the possibility that a device can turn malicious after a period

of trusted behaviour.

3.3.2 Protection Against Trust Models’ Attacks

Common attacks that can be launched on IoT trust models include Sybil, reply, bad mouthing,

good mouthing and ballot stuffing attacks. Sybil attacks were discussed in Chapter 2. Bad

mouthing attacks occur by manipulating ratings for nodes. An adversary might force bad

ratings for certain nodes to deny them service or to ruin their reputation within the community.

On the other hand, good mouthing attacks aim at providing good ratings for malicious nodes

to make them appear trustworthy. Finally, ballot stuffing attacks. Which occur when a

malicious node attempts to increase the trust value of its malicious peers by providing

dishonest ratings and behaving well at the same time [1].

Every IoT device holds a blockchain identity that is verified ahead of transaction execution.

In addition to verifying that a submitted transaction carries a valid IoT device signature, it

is evaluated for proper format. Additionally, submission timestamp is checked to ensure the

transaction has not been submitted before. This protects our model from being affected by

message reply attacks. Through this validation, Sybil nodes cannot influence the network,

as they cannot replicate this type of identity. If the transaction passes these checks, the

blockchain uses peer nodes to determine whether to approve or reject transactions. This

is determined during trust evaluation invoked by the defined smart contracts (chaincode).

Endorsing peers can detect if the same transaction has been submitted previously, which also

helps in protecting against reply attacks.

Our model can protect against these attacks because it learns the characteristics of a

trustworthy node and those of a malicious one. In addition, it helps that ratings’ weights

are updated constantly and history of behaviour and quality of these ratings are taken into
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account in calculations. Additionally, maintaining different levels of security based on the

nature of transmitted information helps the model eliminate unnecessary processing.

3.4 Model Implementation

The complete design of our proposed model was discussed in the previous section. For

implementation, we built a proof-of-concept prototype that implements a portion of the

proposed model. Referring back to Section 1 of this chapter, we implement four of the

discussed key component: identity management, local authorization, transaction integrity

and strictness level. In our implementation, we refer to IoT devices as participants. For

prototyping purposes, we make some assumptions to simulate trust evaluation in order to

integrate it with the mentioned implemented components:

1. Participants maintain a balance of trust points, referred to as trust score. Trust scores

range between 0-100, with 0 being least trusted and 100 indicating a trustworthy

IoT device. The balance is updated by participants directly after interaction or data

exchange activities between two participants. The requesting participant rates the

interaction from the serving participant by either rewarding it with additional trust

points or punishing it by points subtraction.

2. The amount of points to be given or taken away is determined by the serving participant’s

packet forwarding behaviour. We assume for implementation that a healthy packet

forwarding behaviour indicates a trusted device. Since most IoT devices usually

communicate wirelessly, they are expected to behave differently in the case of compromise

by adversaries. This makes it possible for adversaries to control compromised devices

remotely to disrupt the network and affect data generated by devices. Therefore, we

chose to use devices’ Packet Delivery Rate (PDR) that is captured from the network.
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We use PDR in the prototype as one possible indication of trust. However, the prototype

can work with different attributes for trust indication as system designers see fit.

3. Ahead of communication between two participants, the requesting participant evaluates

the trust score of the serving participant and only proceeds with the transaction if the

score is equal to or higher than a pre-defined system parameter (threshold). Insufficient

balance of trust points results in transaction rejection.

4. We assume the network captures and updates PDR values for connected IoT devices

automatically. The values are included as a device attribute. For prototyping purposes,

these values are currently updated manually.

5. Every device that joins the network is initialized with a balance of 50 trust points. This

balance of trust points constitutes the trust score of that device. For simplicity, trust

points are forced to range between 0-100.

We have developed a proof-of-concept prototype locally on a machine running Mac OSX

El Capitan. Processor and memory specifications are 2.6 GHz Intel Core i5 and 8GB of

RAM. The implementation process of the model’s prototype was broken down to three major

phases:

1. Infrastructure and runtime setup

2. Blockchain Network Modeling

3. Integration
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3.4.1 Infrastructure Setup

To build the infrastructure of the blockchain runtime component, we used Docker3 images of

Hyperledger Fabric. Hyperledger fabric leverages Docker containers to manage peers and

their chaincode on the blockchain network. In other words, we can run multiple containers

on the same host. The following containers were created:

• Peer:

One peer node is running on the blockchain network. The peer node is responsible for

execution and invocation of the network’s logic with instantiated chaincode. The logic

is defined in the network modeling phase.

• Certificate Authority:

The CA container acts as the network’s MSP. The fabric CA is responsible for de-

vices enrollment into the network. All Cryptographic key distribution and identities

management is performed by the CA.

• Orderer:

Orderer nodes are part of an Ordering service. The ordering service maintains commu-

nication channels that clients and peers connect to. It offers a broadcast service for

messages containing transactions on the blockchain network.

• Database

The state database used is Apache CouchDB 4. CouchDB is different from traditional

relational database solutions, as it simply stores documents in key-value format. Addi-

tionally, it is JSON format compatible to match blockchain’s data storage and chaincode

queries as well.
3Docker is a container platform that allows for packaging code in a format where it can be run in an

isolated setup within a shared operating system environment (https://www.docker.com/what-docker)
4http://docs.couchdb.org/en/2.1.0/intro/index.html

59



A captured screen listing the running blockchain container instances is shown in figure 3.5.

Figure 3.5: Blockchain Network Containers Running Locally Before Chaincode Instantiation

3.4.2 Blockchain Network Modeling

The general architecture of the model consists of a blockchain runtime, which is composed of

the infrastructure layer discussed in the previous section, and a network that executes the

logic of our trust model. Hyperledger offers a blockchain development environment known as

Hyperledger Composer. We used Composer to define the logic of our model. As there are

different types of participants, they are assigned different levels of access to transactions based

on their roles. For example, Alpha nodes, have the ability to access instances of network

participants and update system parameters. IoT devices exchange information and have

the ability to rate that transaction. Any involved parties that interact with the blockchain

network must be registered as participants with the appropriate role assigned.

We defined the following in our model prototype:

• Participants: Participants in our network include IoT devices that are registered

as members of the blockchain network and Alpha nodes. Alpha nodes can act as

network maintainers (endorsing and committing peers) and store replicated copies of

the blockchain ledger.
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• Transactions: Transaction are represented by any interactions or information ex-

changes between the network’s participants. This includes chaincode invocations,

endorsements, trust evaluations, and data transmissions within IoT devices. Transac-

tions are defined in JavaScript.

• Events: Events are emitted after a transaction is submitted to notify the network

participants of the transaction’s result. Events allow external applications to subscribe

to them.

The Composer tool uses its own modeling language for the definition of entities. All the

entities above, participants, transactions and events, are defined in the model’s .cto file,

included in Appendix A.1. The components involved in developing our model prototype

through Composer are illustrated in Figure 3.6. Yeoman 5 can be used to generate an

Angular6 web application template using Composer files. The web application can be used

to interact with the underlying fabric network. Angular web application is not part of our

prototype; however, we discuss its usage later in our future work in Chapter 4 of this thesis.

Access control rules are defined as well. All files are then packaged into one archive for

deployment in the blockchain runtime environment. Figure 3.7 shows the files defined for our

prototype.

Model Participants

The prototype supports two type of participants: Alpha Nodes and IoT Devices. For a sample

list of the network participants in our prototype, please refer to Figure A.1 in Appendix A.

In this subsection, we discuss the role and attributes of each.

5yeoman is a framework for generation of dynamic web applications: http://yeoman.io/
6Angular is an open-source front-end web application platform: https://angular.io/
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Figure 3.6: Fabric Composer Components [2]

Alpha Nodes:

Participants of type Alpha Node act as network administrators, as they are assumed to be

capable and privileged nodes. Multiple Alpha Nodes can exist on the same network. Each

Alpha Node participant bears the following attributes:

1. ID: A unique identification string to identify the Alpha Node on the network. The

ID attribute takes the format of the word ‘Alpha’ + an integer number signifying the

sequence. For example: Alpha1.

2. trustScore: Alpha nodes are participants with a trust score that always defaults to 100.

This is due to their role that serves as administrators of the network. Their trust score

cannot be changed.

3. sysThreshold: The threshold attribute is an integer variable holding a pre-defined

system parameter that is used to adjust the network’s strictness during trust evaluation.
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Figure 3.7: Files Comprising The IoT Fabric Trust Model

The model allows for three levels of difficulty:

• Easy: When ‘easy’ difficulty level is set, the model evaluates devices’ trust scores

against a threshold set to 30. Only transactions submitted by devices with trust

scores exceeding that threshold value are allowed.

• Medium: A more strict setting with a threshold set to 50.

• Strict: An extremely strict model evaluation setup allowing devices with a balance

of trust points (trust score) of 70 or above to submit transactions on the network.

4. difficulty: Determines the difficulty level as described above. By default, the model’s

difficulty is set to Medium, with a threshold of value 50.

Attributes of a sample participant of type Alpha Node is shown in Figure 3.8.

IoT Devices:

Each IoT Device participant bears the following attributes:
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Figure 3.8: Network Participant of Role: Alpha Node

1. DeviceID: Unique identifier for each IoT device of String data type. Takes the format of

the word ’Device’ + an integer number signifying the sequence. For example: Device1.

2. PDR: The PDR represents the current Packet Delivery Rate observed by the network.

We assume that devices with higher PDR values are most likely to be deemed healthy

and trustworthy. The attribute holds a value of data type Double. For example: 77.3.

3. trustScore: The trust score attribute is an integer that holds available balance of trust

points used for trust evaluation. The attribute is initialized to 50 at node enrollment

and ranges between 0-100.

4. IP: The IP address of the IoT device.

5. Mac: The MAC address of the IoT device.

6. readingValue: Holds a simulated value of temperature reading of data type Double for

other devices to inquire about. For example: 22.1.

7. SeverityFlag7: Boolean variable that indicates whether transmitted data is confidential

and processed on the edge level or not. The attribute bears two values: true or false.
7This attribute is currently not used in the prototype. However, we discuss its significance in Chapter 4.
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8. DateJoined: Records the date and time of device enrollment to the network, is of Date

data type.

9. msg: Holds messages generated by recently executed transactions, is of String data

type.

Attributes of a sample participant of type IoT Device is shown in Figure 3.9.

Figure 3.9: Network Participant of Role: IoT Device

Model Transactions and Events

Transaction behaviour occurring on the network is defined by functions that implement the

logic of the model. The functions are written in JavaScript files and act as the blockchain

network’s smart contracts. After integration with the blockchain runtime, they are transformed

to chaincode that can be instantiated on a peer. Our model supports the following functions:

1. Add Participant:

The Add Participant function registers a new participant to the network. It is handled

by the CA and requires sending a unique identifier value. An example for adding an

IoT Device participant is shown in Figures 3.10. The participant is initialized with a

default trust score of 50 points.
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Figure 3.10: Adding a New Participant: Device1

2. Issue Identity:

The Issue Identity function uses the CA to issue a cryptographic identity for a given

participant. A userID and userSecret are generated as well. The status of an identity

can only be one of the following:

(a) Issued: The Issued status indicates a newly created identity that has not been

used yet by the participant.

(b) Activated: The Activated status indicates that the identity has been used by the

participant to submit transactions on the network.

(c) Revoked: The Revoked status indicates that the identity is no longer accepted as

valid to participate on the network. A participant with a revoked identity can

submit transactions; however, the network will reject it.

3. Revoke Identity:

The Revoke Identity function revokes permissions and access rights of a given participant.

This allows the blockchain network to reject all submitted transactions made by

unauthorized participants. Figure 3.11 shows the status for an IoT Device participant,

Device1, before and after identity revocation.

4. UpdateThreshhold:

This function can be submitted by administrator users only. Alpha node participants
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Figure 3.11: Identity Revocation for Participant: Device1

can submit this transaction. It facilitates management of the networks’ strictness when

evaluating trust. For our prototype, we start the network with threshold difficulty

set to easy, as new devices are initialized with a trust balance of 50. We then trigger

transactions between the devices to create interactions between them and in result,

their balance of trust points ( trust score) will be updated. After a period of time and

as more devices join the network, the level of difficulty is set to Medium.

5. populateParticipantRecord:

This function can be submitted by administrator users only. It is used to update

attributes of participants.

6. updateDevicePDR:

This function can be submitted by administrator users only. It is used to update

PDR values of participants. For the purpose of the prototype, devices PDR values are
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assumed to be pulled automatically from an underlaying IoT network.

7. readTemperature:

A function to simulate information exchange of a temperature reading between two

devices. This function triggers the next function.

8. rewardOrPunish:

This function is triggered to evaluate the device in question, which is providing a service

or information. For example, if Device1 is requesting the current temperature from

Device2, then Device2 is the one subject to evaluation. The transaction performs an

evaluation using the available balance of trust points against a pre-defined threshold

and updates the device’s balance of trust points by either rewarding or punishing it.

Afterwards, the UpdateBalanceOfTurstPoints event is triggered.

9. UpdateBalanceOfTurstPoints (event):

An event that is emitted after the rewardOrPunish function is executed. It writes the

updated trust score to a participant registry.

The first three functions are built in the Fabric Composer8 tool. Code written to define the

remaining functions is included in Appendix A.2.

Access Control Rules

An access control language is used to enable defining access control rules for both participants

and transactions that take place on the blockchain network. Defining rules allows for

determining which participants are permitted to create, read, update or delete elements

within the blockchain network. To enforce access control over the network’s resources, we

define the following rules:
8https://hyperledger.github.io/composer/
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1. PartOfNetwork Rule:

Read only is granted over the network for IoT devices.

2. knowOfAll Rule:

Devices can know of other devices connected to the network. They can ping the network

as well.

3. NoSelfUpdate Rule:

An IoT Device cannot update its own attributes, including its own trustscore. Figure

3.12 shows Device1, an IoT Device Participant, attempting to update its own trust

score using the rewardOrPunish transaction. The transaction fails.

Figure 3.12: Device1 Failed Attempt in Updating its Own Trust Score

4. historianAccess Rule:

Allows IoT devices to read and create historian records referencing their transactions.

This allows for the creation of a new record after devices submit a transaction on the

network.

5. DevSubmitTransaction Rule:

Participants of type ‘IoTDevice’ can submit a transaction to update other devices’ trust

scores.

6. DevUpdaterustScores Rule:

Participants of type ‘IoTDevice’ can read and update trustScores of other IoT devices,

only through the rewardOrPunish transaction.
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7. DevReadTemperature Rule:

Participants of type ‘IoTDevice’ can retrieve temperature readings from other IoT

devices.

8. AlphaNodeAllAccess Rule:

All access is granted over all network resources to ‘AlphaNode’.

9. RevokeAccess Rule:

Alpha Nodes are permitted to revoke permissions given to an IoT device if its trust

score is equal to zero.

For complete definitions of the above access control rules, please refer to Appendix A.3.

3.4.3 Integration

In the first implementation phase, we discussed the setup process of the hyperledger fabric

bare environment running locally and had several network components running in docker

containers. In the second phase, we defined the logic of the fabric network that is executed

through chaincode using hyperledger fabric composer modeling language, and specified the

approach of trust evaluation. Finally, we integrate the two by creating a hyperledger fabric

connection profile. The connection profile helps point the modeled network to the underlying

containers and their local ports. Contents of the connection file are available in Appendix A.4.

Once the connection profile is set, we deploy the modeled network to the blockchain runtime.

This enables instantiations of our logic (chaincode) on the peer node. All trust evaluations are

performed by a peer node on the network. An example of a successful network deployment is

demonstrated in Figure 3.13. Figure 3.14 shows peer containers with chaincodeID, indicating

their capability of chaincode execution.
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Figure 3.13: Successful Network Model Deployment

Figure 3.14: Fabric Network Containers Running Locally After Chaincode Instantiation

3.5 Implementation Results

In the previous sections, we introduced a prototype implementing a trust model for IoT using

blockchains. To implement our model, we used the open source Hyperledger Fabric tool. The

resulting model limits enrollment of new devices and identity management to CAs. Unlike a

typical IoT network, all devices without any exceptions must be registered by the CA in order

to be part of the network. Our model helps protect against multiple external and internal

attacks including Sybil, message replay, wormwhole, and bad and good mouthing attacks

discussed in Chapter 2. The model is resilient for several reasons:

• Devices permissioned membership:

Various information about the network participants, including their IDs, balance of

trust points and IP addresses are recorded by our model. Participants are required to

possess blockchain identities in order to participate and submit transactions on the
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network. This provides a proof of identity, similar to holding a passport, for example

[32]. Figure 3.15 shows an attempt to submit a transaction by an added participant,

before receiving its identity; the transaction fails.

Figure 3.15: Submitting a Transaction Without an Identity

Enrolled participants can get approval of submitted transactions only if those partici-

pants are bound to a valid identity. Attempting to issue an identity for non-existing

participants results in failure. Moreover, attempting to issue a duplicated identity will

also result in failure, as shown in Figure 3.16.

Figure 3.16: Attempting Identity Duplication

Through this approach of identity management, rogue devices cannot issue their

own identities nor impersonate identities of other devices on the network. Issuing

enrollment certificates for participants as their identity document allows participants to

cryptographically sign submitted transactions on the blockchain network [32]. Identities

and their corresponding participant mappings are stored in an Identity Registry. Once

the CA issues a new identity for a participant, the mapping is added to the registry. The

identity of the participant is Activated once a transaction is submitted with that identity.

Upon submitting a transaction by a device, the blockchain searches the identity registry
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for a valid mapping for the used identity. This is achieved by looking up the hash of

the enrollment certificate. The corresponding participant is retrieved once a mapping

for the identity is found. After that, the retrieved participant becomes the Current

Participant, which the blockchain evaluates the defined access control rules against [32].

Through this approach, an adversary cannot force bad ratings for certain devices to

deny them service or to ruin their reputation on the IoT network. Additionally, forcing

IoT devices to interact with valid identities only allows for the ability to verify the

source of submitted transactions.

• Trust evaluation:

Devices can check other devices’ trust score at any given time. Devices must have

sufficient balance of trust points in order to participate in the network activities. As a

result, we can detect internal rogue devices. For example, Device2, holding a trust score

of 50, proposes a transaction with Device3. The current trust score of Device3 is 30

and the difficulty of the model is set to Medium. This setup allows devices with trust

scores of 50 or higher to be trusted. The above transaction is rejected because Device3

does not possess sufficient trust points to be recognized as trusted. The result of that

transaction proposal is shown in Figure 3.17. Unlike the reviewed TRM model [7], trust

of IoT devices in our proposed model is constantly evaluated with each transaction.

This is to address the possibility that a device can turn malicious after a period of

trusted behaviour.

Figure 3.17: Trust Evaluation

• Input Validation:
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Input of transactions is validated by endorsing peers ahead of committing. Validating

transaction certificate prevents message replay attacks, as endorsing peers will detect if

the same transaction has been submitted previously. This also helps in detection of

good and bad mouthing attacks.

• Immune History and Secure Storage:

Our model prevents modifications of previous transactions, including devices’ reward

and punishment. Attempts to modify previously submitted transactions to manipulate

trust scores will fail due to the append-only feature of the ledger. A single change of a

transaction hash that is stored in the blockchain results in a different root MHT hash.

This contradiction immediately invalidates the block. In addition, IoT devices on the

networks do not participate in keeping copies of the ledger. The ledger is managed by

peer nodes on the blockchain.

• Single Channel:

The model is configured to be contained in a single network channel. It is possible to

run the blockchain on different channels; however, our model limits all transactions to

one channel. As a result, we can decrease chances of wormhole attacks.

• Light-weight Transaction:

Our model takes into account that a huge portion of IoT devices are limited in resources.

Therefore, the model limits transactions made by IoT devices while interacting with

the blockchain to simple RESTfull requests. The protocol is supported by the majority

of IoT devices, which allows our model to address the heterogeneity of IoT as well.
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3.6 Conclusions

In this chapter, we introduced our proposed IoT trust model that allows transaction exchange

only among IoT devices that are determined to be trustworthy. The model protects the

identities of its IoT devices and helps protect the integrity of transactions. We discussed

our approach for building a prototype that implements a proof-of-concept of portions of

our proposed model. In our model, all instances that are involved in the IoT network

interactions can be identified and registered. Every enrolled device keeps cryptographic key

pairs generated by a trusted CA. Transactions are proposed, simulated and assessed for

trustworthiness before the transaction is committed. Hence, it is unlikely for identities to be

impersonated or duplicated. All transactions and interactions are written to a public ledger,

where transactions are only allowed to be appended to the ledger. As a result, modifying

historical interactions to effect trust scoring of certain devices on the network is not allowed.
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Chapter 4

Conclusions and Future Work

The nature of IoT requires interconnection with different types of devices. Presumption of

trust exists in many IoT networks. As a result, IoT networks become vulnerable to various

attacks that can disrupt the network and allow for manipulation of devices’ reputations. As

more things connect to the IoT network, it becomes more difficult to scale security. Devices

on the IoT network can be tricked into revealing information or providing trusting feedback.

In return, this results is violating the integrity of transmitted data, as well as its source. This

consequently compromises the whole effectiveness of the IoT network.

In this thesis, we introduced an IoT trust model that utilizes permissioned blockchains to

dynamically evaluate trust of IoT devices. The permissioned architecture facilitates secure

identity and key management to prevent various network attacks. Moreover, the proposed

model dynamically updates trust scores for participants following interactions between two

participants. This allows for a level of trust, where only trusted devices are allowed to

participate by submitting transactions on the network. We also introduced a proof-of-concept

prototype that implements our proposed IoT trust model. In this chapter, we conclude this

thesis and provide recommendations for future work.
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4.1 Conclusions

Trust in most IoT networks is presumed implicitly. Trust issues in IoT environments are

one of the main causes of different attacks including Sybil, reply, bad mouthing and good

mouthing attacks. Sybils in the IoT network hold replicated identities. By controlling multiple

identities that appear valid, adversaries can disrupt the network and manipulate reputations

of trusted devices. An important aspect of securing IoT networks is maintaining a trusted

IoT environment. A trusted IoT environment ensures that only authenticated and authorized

devices are able to participate in the IoT network’s activities. This can be accomplished

through implementation of PKI schemes to guarantee confidentiality, authenticity of identities

and access control rules. The wireless nature of IoT makes it possible for adversaries to

capture network packets generated by a trusted IoT device to imitate its behaviour and

appear trustworthy. Therefore, verifying identities and making sure that transactions are

digitally signed by the correct device is important. Additionally, a trusted IoT environment

does not rely on initial authentication as a permanent indication of trust. This is because

devices in an IoT network can turn rogue upon compromise by adversaries.

In Chapter 1, we have mentioned multiple breaches that have proven IoT devices to

be vulnerable to many types of attacks. Common security defenses in place have proven

insufficient against preventing basic and unsophisticated attacks on smart devices. Therefore,

constant refinement of trust is crucial to detect malicious nodes. A secure and trusted IoT

network does not only possess the ability to manage identities and constantly evaluate trust,

but it should also record and protect the integrity of all transactions on the IoT network.

This includes transactions that result in the update of trust scores of IoT devices. As these

trust scores can be manipulated by an adversary to influence reputations of IoT devices. In

addition to maintaining a secure storage and a tamper-proof transaction history, a model is

needed to fit the varying types, resources, and operating systems of different devices in order
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to adjust to IoT’s heterogeneity. In this work, we were able to show that such model is possible.

All the ideal IoT trusted environment properties mentioned above are present in our

proposed IoT trust model and implemented in our prototype. Our model uses permissioned

blockchains’ architecture to securely enroll IoT devices and issue their identities. Every IoT

device holds a blockchain identity that is verified a head of transaction execution. In addition

to verifying that a submitted transaction carries a valid IoT device signature, it is evaluated

for proper format. The submission timestamp is also checked to ensure the transaction has

not been submitted before. This protects our model from being affected by message reply

attacks. Through this validation, Sybil nodes cannot influent the network, as they cannot

replicate this type of identity. If the transaction passed these checks, the blockchain uses

defined logic to determine whether to approve or reject transaction; this is determined in

trust evaluation.

Trust evaluation is the final transaction check that is performed by the validating peers.

Unlike any of the existing IoT trust models, in our model, trust evaluation logic is implemented

through smart contracts. Smart contracts are defined instantiated once at the model and

cannot be modified. This means an adversary cannot change trust evaluation rules that have

been already defined in the model. Distributed processing is performed by multiple blockchain

peers that execute smart contracts. Smart contracts manage and determine the logic behind

the blockchain’s transactions. Invocation of defined functions results in a transaction on the

blockchain network. Trust calculation and evaluation is performed through invocation of

smart contracts functions that perform PNN classification for devices with a severity flag set

to 1 and a quick trust evaluation for those with the flag set to 0. Devices’ behaviour history

and recommendations given by other devices on the IoT network are taken into consideration

in trust calculations. Devices are rated and recommended based on their trust scores. Trust
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scores are updated by an IoT device directly after interaction or data exchange activities

between two IoT devices. The requesting IoT device rewards the serving IoT device with

high trust points, or punishes it with low trust points ranging between 0-5. Devices are

deemed trustworthy if approved by multiple peers. If the transaction is not endorsed (device

determined trustworthy) by enough peers, it is rejected and dropped. The model constantly

refines trust scores after each transaction to detect any malicious misbehaving devices. Ad-

ditionally, the model tackles the cold start problem through handling trust initialization

for newly added devices by predicting their trust score based on devices’ collected information.

To protect the integrity of submitted rewards and punishments, all transactions are

securely stored in the blockchain’s ledger, which does not allow modifications. In order for an

adversary to modify a single transaction, they have to recalculate all hashes of all previous

blocks tracing back to the first block. Additionally, copies of the ledger are managed and

stored on peer nodes only.

Our model takes into consideration that a majority of IoT devices can be limited in

resources, such as bandwidth, battery and processing power. Therefore, the model limits

transactions made by IoT devices while interacting with the blockchain to simple RESTfull

http requests. The protocol is supported by the majority of IoT devices, which allows our

model to address the heterogeneity of IoT as well.

Through implementing a proof-of-concept of our IoT trust model prototype, we have shown

that our model is capable of protecting IoT networks from various attacks. Using blockchains

to evaluate trust in IoT networks can ensure integrity of transactions and authentication of

identities of IoT devices on the network. Our proposed model is a suitable fit to the changing

needs of IoT as it takes advantage of decentralized processing and provides collaboration
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across different types of nodes. This allows our model to to scale to fit any kind of IoT

network, without being constrained to a certain context.

4.2 Future Work

In our prototype, all participating nodes run locally on one physical machine. Yet, by running

different nodes in separate Docker containers, we are able to simulate a distributed blockchain

network. Currently, one CA is handling MSP responsibilities. Those responsibilities include

issuing enrollment certificates and facilitating registrations of new participants (IoT devices).

This management of cryptographic keys can consume the network’s resources and can possibly

limit its scalability [34], as the fabric CA is the only authority capable of performing this task

and the list of identities is updated frequently. However, in the future we can improve our

model by adding subordinate CAs that inherit that authority. In other words, distributing

key management. This can significantly decrease network overhead and improve performance

and scalability. Our next step is to implement multiple CAs on the same sever. Additionally,

we will add more peer nodes to the blockchain network for transaction processing. We will

also use Yeoman applications to design a mobile application allowing IoT devices to interact

directly with the blockchain through RESTful API requests.

In our prototype, we built a proof-of-concept for some of our model’s key components.

In the future, we will implement a distributed PNN for trustworthy devices’ classification

in blockchain smart contract. We will also implement the severityFlag we mentioned in

Chapter 3 to provide different levels of security and minimize trust calculations for data

that is publicly available. This can help obtain faster response times between devices and

improved security for confidential data.
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Appendix A

A.1 Model’s CTO File

1 /∗∗
2 ∗ My i o t network
3 ∗/
4 namespace org . acme . iotnetwork
5

6 /∗
7 ∗ An enumeration that d e f i n e s the three l e v e l s o f d i f f i c u l t y a l lowed f o r the

t r u s t model .
8 −−−> Easy s e t t i n g a l l ows f o r a bl ind−t r u s t approach . Even dev i c e s that are

low on t ru s t po in t s can be eva luated as t ru s t ed .
9 −−−> Medium s e t t i n g a l l ows f o r a l e s s s t r i c t t r u s t eva lua t i on .

10 −−−> S t r i c t s e t t i n g a l l ows f o r a very s t r i c t t r u s t eva lua t i on . Only dev i c e s
wih high balance o f t r u s t po in t s can submit t r an s a c t i on s .

11 ∗/
12 enum d i f f i c u l t y L e v e l {
13 o easy
14 o medium
15 o s t r i c t
16 }
17

18 /∗ a s s e t th r e sho ld i d e n t i f i e d by th r e sho ld s eq {
19 o St r ing th r e sho ld s eq d e f au l t = ’1 ’
20 o St r ing d i f f i c u l t y d e f au l t =’ easy ’
21 o In t eg e r sysThreshold d e f au l t = 30
22 }
23 ∗/
24

25 pa r t i c i p an t IoTDevice i d e n t i f i e d by DeviceID {
26 o St r ing DeviceID
27 o In t eg e r t ru s tS co r e d e f au l t=50 range =[0 ,100 ]
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28 o Double PDR
29 o Boolean Seve r i tyF lag
30 o St r ing IP
31 o St r ing MAC
32 o DateTime dateJoined
33 o Double readingValue
34 o St r ing msg
35 }
36

37 /∗
38 Alpah Nodes are trusted , capable nodes on the Fabr ic network with a maximum

number o f t r u s t po in t s .
39 These node manage the d i f f i c u l t y l e v e l o f the model .
40 Mult ip l e Alpha nodes can e x i s t .
41 ∗/
42 pa r t i c i p an t AlphaNode i d e n t i f i e d by ID {
43 o St r ing ID
44 o In t eg e r t ru s tS co r e d e f au l t=100
45 o St r ing d i f f i c u l t y d e f au l t=’medium ’
46 o In t eg e r sysThreshold d e f au l t=50
47 }
48

49 /∗
50 Admin func t i on to update system thre sho ld
51 ∗/
52 t r an sa c t i on updateTrustThreshold {
53 −−> AlphaNode alpha
54 o d i f f i c u l t y L e v e l d i f f
55 }
56

57 /∗
58 Admin func t i on to update/ populate pa r t i c i p an t ( IoT dev i ce ) i n f o .
59 ∗/
60 t r an sa c t i on populatePart i c ipantRecord {
61 −−> IoTDevice newDevice
62 o Double newDevPDR
63 o Boolean newDevSeverityFlag
64 o St r ing newDevIP
65 o DateTime newDevdateJoined
66 o Double newDevreadingValue
67 o St r ing newDevMac
68 }
69

70 /∗
71 Update PDR value o f an IoT dev i ce f o r t e s t i n g .
72 ∗/
73 t r an sa c t i on updateDevicePDR{
74 −−> IoTDevice dev
75 o Double devPDR
76 }
77

78 /∗
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79 Reward an i o t dev i ce with + po in t s or punish i t − po in t s a f t e r a t r an sa c t i on
between two dev i c e .

80 ∗/
81 t r an sa c t i on rewardOrPunish{
82 −−> AlphaNode threshVal
83 −−> IoTDevice dev
84 }
85

86 /∗
87 Simulate data exchange o f temperature between two IoT dev i c e s ∗/
88 t r an sa c t i on readTemperature{
89 −−> IoTDevice dev
90 }
91

92 /∗
93 Event t r i g g e r e d caus ing upfate o f t r u s t balance a f t e r reward o f punishment .
94 ∗/
95 event UpdateBalanceOfTurstPoints {
96 −−> IoTDevice dev
97 }

A.2 Model’s Logic

1 /∗
2 ∗ Licensed under the Apache License , Vers ion 2 .0 ( the " L i cense " ) ;
3 ∗ you may not use t h i s f i l e except in compliance with the L icense .
4 ∗ You may obta in a copy o f the L icense at
5 ∗
6 ∗ http ://www. apache . org / l i c e n s e s /LICENSE−2.0
7 ∗
8 ∗ Unless r equ i r ed by app l i c ab l e law or agreed to in wr i t ing , so f tware
9 ∗ d i s t r i b u t e d under the L icense i s d i s t r i b u t e d on an "AS IS " BASIS ,

10 ∗ WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, e i t h e r expre s s or impl i ed .
11 ∗ See the L icense f o r the s p e c i f i c language governing pe rmi s s i ons and
12 ∗ l im i t a t i o n s under the L icense .
13 ∗/
14

15 /∗∗
16 ∗ Update Sys th r e sho ld
17 Admin func t i on to update system thre sho ld
18 ∗ @param {org . acme . iotnetwork . updateTrustThreshold } th − the th r e sho ld ( he ld

by an alpha node ) to be updated
19 ∗ @transact ion
20 ∗/
21

22

23 f unc t i on updateTrustThreshold ( th ) {
24 var o ldThreshold = th . alpha . sysThreshold ;
25 // var newThreshold = th . newThresholdVal ;
26 var o l dD i f f = th . alpha . d i f f i c u l t y ;
27 var NewDiff = th . d i f f ;
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28

29 conso l e . l og ( ’ Changing system thre sho ld . . . ’ ) ;
30

31 i f ( ( o l dD i f f == ’ easy ’ && NewDiff == ’medium ’ ) | | ( o l dD i f f == ’ easy ’ &&
NewDiff == ’ s t r i c t ’ ) | | ( o l dD i f f == ’medium ’ && NewDiff == ’ s t r i c t ’ ) ) {

32 conso l e . l og ( ’ I n c r e a s i ng d i f f i c u l t y . Model i s more s t r i c t ’ ) ;
33

34 }
35 e l s e {
36 conso l e . l og ( ’ Decreas ing d i f f i c u l t y . Model i s l e s s s t r i c t ’ ) ;
37 }
38

39

40 i f ( NewDiff == ’ easy ’ )
41 var newThreshold = 30 ;
42 e l s e i f ( NewDiff == ’medium ’ )
43 var newThreshold = 50 ;
44 e l s e
45 var newThreshold = 70 ;
46

47

48 // th . newThresholdVal = newThreshold ;
49

50 conso l e . l og ( ’Old thr e sho ld : ’ + oldThreshold ) ;
51 conso l e . l og ( ’New thre sho ld : ’ + newThreshold ) ;
52

53 th . alpha . sysThreshold = newThreshold ;
54 th . alpha . d i f f i c u l t y = NewDiff ;
55 re turn ge tPa r t i c i pan tReg i s t r y ( ’ org . acme . iotnetwork . AlphaNode ’ ) . then (
56 f unc t i on ( pa r t i c i p an tReg i s t r y ) {
57 re turn pa r t i c i p an tReg i s t r y . update ( th . alpha ) ;
58 }) ;
59 }
60

61

62 /∗∗
63 ∗ populate or update an IoT dev i c e pa r t i c i p an t record f o r debugging
64 ∗ @param {org . acme . iotnetwork . populatePart i c ipantRecord } d − the dev i ce to be

populated
65 ∗ @transact ion
66 ∗/
67 f unc t i on populatePart i c ipantRecord (d) {
68 var dev i ce = d . newDevice . deviceID ;
69 var pdr = d .newDevPDR;
70 var f l a g = d . newDevSeverityFlag ;
71 var ip = d . newDevIP ;
72 var date = d . newDevdateJoined ;
73 var va l = d . newDevreadingValue ;
74 var mac = d . newDevMac ;
75

76

77 d . newDevice . msg = " Populat ing pa r t i c i p an t : " + dev i c e + " Device
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i n fo rmat ion updated " + " Device PDR: " + pdr + " Device s e v e r i t y f l a g : " +
f l a g + " Device IP address " + ip + " Joined on : " + date + " Holds va lue : " +
va l ;

78 d . newDevice .PDR = pdr ;
79 d . newDevice . Seve r i tyF lag = f l a g ;
80 d . newDevice . IP = ip ;
81 d . newDevice .MAC = mac ;
82 d . newDevice . dateJo ined = date ;
83 d . newDevice . readingValue = va l ;
84

85

86 re turn ge tPa r t i c i pan tReg i s t r y ( ’ org . acme . iotnetwork . IoTDevice ’ ) . then (
87 f unc t i on ( Pa r t i c i pan tReg i s t r y ) {
88 re turn Par t i c i pan tReg i s t r y . update (d . newDevice ) ;
89 }) ;
90

91 }
92

93 /∗∗
94 ∗ Update PDR value f o r an IoT dev i ce ( f o r t e s t i n g )
95 ∗ @param {org . acme . iotnetwork . updateDevicePDR} d − the dev i ce to be updated
96 ∗ @transact ion
97 ∗/
98 f unc t i on updateDevicePDR(d) {
99 var newpdr ;

100 newpdr = d .devPDR;
101

102 d . dev .PDR = newpdr ;
103

104 re turn ge tPa r t i c i pan tReg i s t r y ( ’ org . acme . iotnetwork . IoTDevice ’ ) . then (
105 f unc t i on ( Pa r t i c i pan tReg i s t r y ) {
106 re turn Par t i c i pan tReg i s t r y . update (d . dev ) ;
107 }) ;
108 }
109

110

111 /∗∗
112 ∗ read temperature va lue
113 ∗ @param {org . acme . iotnetwork . readTemperature} temp − the value o f temp

read ing .
114 ∗ @transact ion
115 ∗/
116 f unc t i on readTemperature ( temp) {
117 var tempReading = temp . dev . readingValue ;
118

119 temp . dev .msg = " Temperature va lue captured by dev i c e : " + tempReading + " . "
;

120

121 conso l e . l og ( ’ Temperature value captured by dev i c e : ’ + tempReading + " . " ) ;
122 }
123

124 /∗∗
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125 ∗ eva luate the t r u s t o f an i o t dev i c e and reward or punish an IoT dev i ce with
t r u s t po in t s

126 ∗ @param {org . acme . iotnetwork . rewardOrPunish} t − the t r u s t s co r e to be
eva luated

127 ∗ @transact ion
128 ∗/
129 f unc t i on rewardOrPunish ( t ) {
130 // Save the o ld value o f the a s s e t .
131 var th r e sho ld = t . threshVal . sysThreshold ;
132 var oldValue = t . dev . t ru s tS co r e ;
133 var pdrValue = t . dev .PDR;
134 var updatePointsBy = 1 ;
135 var t ru s t ed = f a l s e ;
136

137

138 i f ( pdrValue >= 70) {
139 updatePointsBy = 10 ;
140 }
141 e l s e i f ( pdrValue < 50 && pdrValue >= 30) {
142 updatePointsBy = 5 ;
143 }
144 e l s e {
145 updatePointsBy = 1 ;
146 }
147

148 i f ( o ldValue >= thre sho ld ) {
149

150 // Reward the node f o r exceed ing the t r u s t th r e sho ld :
151 // [ 1 ] Allow communication between Device1 & Device2
152 // [ 2 ] check the dev i ce ’ s PDR to determine how many po in t s to g ive f o r

reward
153 // [ 3 ] and update the balance
154 t . newValue = t . dev . t ru s tS co r e + updatePointsBy ;
155 t . dev . t ru s tS co r e = t . newValue ;
156 t ru s t ed = true ;
157

158 t . dev .msg = " Device t r u s t s co r e exceeds th r e sho ld . Trust ing Device . . .
Transact ion proceeds . " ;

159 conso l e . l og ( ’ Device t r u s t s co r e exceeds th r e sho ld . Trust ing Device . . .
Transact ion proceeds . ’ ) ;

160 }
161 e l s e {
162 t . newValue = t . dev . t ru s tS co r e − updatePointsBy ;
163 t . dev . t ru s tS co r e = t . newValue ;
164 // Punish the node f o r having the t r u s t th r e sho ld :
165 // [ 1 ] Allow communication between Device1 & Device2
166 // [ 2 ] check the dev i ce ’ s PDR to determine how many po in t s to g ive f o r

reward
167 // [ 3 ] and update the balance
168 t . dev .msg = " Device t r u s t s co r e i s below thre sho ld . " ;
169 throw new Error ( "WARNING: Device i s not t ru s t ed . Transact ion i s

dropped . " ) ;
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170 }
171

172 re turn ge tPa r t i c i pan tReg i s t r y ( ’ org . acme . iotnetwork . IoTDevice ’ ) . then (
173 f unc t i on ( Pa r t i c i pan tReg i s t r y ) {
174

175 // emit a n o t i f i c a t i o n that t r u s t balance has been updated
176 var UpdateBalanceOfTurstPoints = getFactory ( ) . newEvent ( ’ org . acme .

iotnetwork ’ , ’ UpdateBalanceOfTurstPoints ’ ) ;
177 UpdateBalanceOfTurstPoints . dev = t . dev ;
178 emit ( UpdateBalanceOfTurstPoints ) ;
179

180 re turn Par t i c i pan tReg i s t r y . update ( t . dev ) ;
181 }) ;
182 }

A.3 Access Control Rules

1 /∗∗
2 ∗ Access Control Rules ∗
3 ==========================================================================
4 ∗ Rules governing ac c e s s f o r p a r t i c i p an t s o f typr : IoT Devices
5 ==========================================================================
6 ∗/
7

8 r u l e PartOfNetwork{
9 d e s c r i p t i o n : "READ only i s granted over network pa r t i c i p an t s f o r IoT

dev i c e s . "
10 pa r t i c i p an t : " org . hyper l edger . composer . system . Par t i c i pan t "
11 opera t ion : READ
12 r e s ou r c e : " org . hyper l edger . composer . system .∗∗ "
13 ac t i on : ALLOW
14 }
15

16 r u l e knowOfAll {
17 d e s c r i p t i o n : " Devices can know o f other dev i c e s connected to the network .

"
18 pa r t i c i p an t : " org . acme . iotnetwork . IoTDevice "
19 opera t ion : READ
20 r e s ou r c e : " org . hyper l edger . composer . system . Par t i c i pan t "
21 ac t i on : ALLOW
22 }
23

24 r u l e NoSelfUpdate{
25 d e s c r i p t i o n : "An IoT Device cannot update i t s own a t t r i bu t e s , i n c l ud ing

i t s own t r u s t s c o r e . "
26 pa r t i c i p an t (m) : " org . acme . iotnetwork . IoTDevice "
27 opera t ion : CREATE, UPDATE, DELETE
28 r e s ou r c e (v ) : " org . acme . iotnetwork . IoTDevice "
29 cond i t i on : ( v . g e t I d e n t i f i e r ( ) == m. g e t I d e n t i f i e r ( ) )
30 ac t i on : DENY
31 }
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32

33 r u l e h i s t o r i anAcc e s s {
34 d e s c r i p t i o n : " Allow IoT dev i c e s to read and CREATE h i s t o r i a n r e co rd s

r e f e r e n c i n g t h e i r t r an s a c t i on s . "
35 pa r t i c i p an t : " org . acme . iotnetwork . IoTDevice "
36 opera t ion : READ, CREATE
37 r e s ou r c e : " org . hyper l edger . composer . system . Histor ianRecord "
38 ac t i on : ALLOW
39 }
40

41 r u l e DevSubmitTransaction{
42 d e s c r i p t i o n : " Pa r t i c i p an t s o f type ’ IoTDevice ’ can submit a t r an sa c t i on

to update other dev i c e s ’ t r u s t s c o r e s "
43 pa r t i c i p an t : " org . acme . iotnetwork . IoTDevice "
44 opera t ion : READ, UPDATE, CREATE
45 r e s ou r c e : " org . acme . iotnetwork . rewardOrPunish "
46 ac t i on : ALLOW
47 }
48

49 r u l e DevUpdaterustScores {
50 d e s c r i p t i o n : " Pa r t i c i p an t s o f type ’ IoTDevice ’ can READ and update

t r u s t S c o r e s o f other IoTdev ices "
51 pa r t i c i p an t : " org . acme . iotnetwork . IoTDevice "
52 opera t ion : READ, UPDATE
53 r e s ou r c e : " org . acme . iotnetwork . IoTDevice "
54 ac t i on : ALLOW
55 }
56

57 r u l e DevReadTemperature{
58 d e s c r i p t i o n : " Pa r t i c i p an t s o f type ’ IoTDevice ’ can READ temperature

r ead ings from other IoTdev ices "
59 pa r t i c i p an t : " org . acme . iotnetwork . IoTDevice "
60 opera t ion : READ, CREATE
61 r e s ou r c e : " org . acme . iotnetwork . readTemperature "
62 t r an sa c t i on : " org . acme . iotnetwork . readTemperature "
63 ac t i on : ALLOW
64 }
65 //==========================================================================
66

67 /∗∗
68 ==========================================================================
69 ∗ Rules governing network ac c e s s f o r p a r t i c i p an t s o f type : Alpha Node
70 ==========================================================================
71 ∗/
72

73 r u l e AlphaNodeAllAccess {
74 d e s c r i p t i o n : " Al lAccess i s granted over everyth ing to AlphaNodes . "
75 pa r t i c i p an t : " org . acme . iotnetwork . AlphaNode "
76 opera t ion : ALL
77 r e s ou r c e : " org . hyper l edger . composer . system .∗∗ "
78 ac t i on : ALLOW
79 }
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80

81

82 r u l e RevokeAccess {
83 d e s c r i p t i o n : " Revoke p r i v i l g e s g iven to an IoT dev i ce "
84 pa r t i c i p an t : " org . acme . iotnetwork . AlphaNode#Alpha1 "
85 opera t ion : DELETE
86 r e s ou r c e (d) : " org . acme . iotnetwork . IoTDevice "
87 cond i t i on : (d . t ru s tS co r e==0)
88 ac t i on : ALLOW
89 }
90 //==========================================================================

A.4 Connection Profile (.json)

1 {
2 " type " : " h l f v1 " ,
3 " o rd e r e r s " : [
4 { " u r l " : " grpc :// l o c a l h o s t :7050 " }
5 ] ,
6 " ca " : { " u r l " : " http :// l o c a l h o s t :7054 " ,
7 "name" : " ca . org1 . example . com"
8 } ,
9 " pee r s " : [

10 {
11 " requestURL " : " grpc : // l o c a l h o s t :7051 " ,
12 " eventURL" : " grpc : // l o c a l h o s t :7053 "
13 }
14 ] ,
15 " keyValStore " : " /Users /Sarah / . composer−c r e d e n t i a l s " ,
16 " channel " : " composerchannel " ,
17 "mspID" : "Org1MSP" ,
18 " t imeout " : " 300 "
19 }
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A.5 IoT Blockchain Network Participants

The Figure below lists a sample of the network participants in our prototype.

Figure A.1: Sample Network Participants
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