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Abstract
PROTOCOL ENHANCEMENTS AND PERFORMANCE ANALYSIS OF WiFi

NETWORKS

Doctor of Philosophy, 2018

M. Zulfiker Ali

Computer Science

Ryerson University

The 802.11ac version of the popular IEEE 802.11 protocol aims to boost performance

by increasing the channel bandwidth and allowing simultaneous transmission to multiple

clients in the downlink direction. This dissertation presents an innovative approach of

performance evaluation of downlink multi-user multiple input multiple output (DL-MU-

MIMO) technique for differentiated quality of service (QoS) based traffic categories in

IEEE 802.11ac protocol. We propose a novel analytical model based on discrete Markov

chain (DMC) and E-limited M/G/1 queuing model to evaluate the performance improve-

ments of multi-user transmission opportunity (MU-TXOP) sharing in DL-MU-MIMO un-

der non-saturated load and non-ideal channel condition. We also evaluate MU-TXOP shar-

ing probabilities among different QoS nodes to assess the performance improvement of

different traffic categories.

In this dissertation, we propose an Access Point controlled MAC protocol (A-MAC)

that enables simultaneous transmissions from multiple stations (STA) in uplink to eliminate

under utilization of network resources in uplink transmission due to single user communi-

cation. The protocol uses enhanced distributed channel access (EDCA) technique to initi-

ate multi-user transmission and orthogonal frequency division multiple access (OFDMA)

method to transmit multiple Ready-To-Send (RTS) messages simultaneously. The proposed
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Abstract

protocol also introduces explicit channel sounding technique by using dedicated OFDM

subcarrier blocks for each user. We evaluate the performance of the proposed protocol

using a noble analytical model and validate the performance metrics by extensive simu-

lation in different traffic conditions. In this dissertation we also propose the increase of

carrier sensing threshold (CSTH) of nodes during association with access point (AP) to

mitigate collision probability due to hidden nodes during uplink transmission and validate

our proposal through extensive simulation.

Finally, we propose a noble analytical model to evaluate the performance of restricted

access window (RAW) mechanism of IEEE 802.11ah as the MAC layer protocol for in-

ternet of things (IoT) network. We evaluate detailed performance metrics of non-QoS IoT

network and investigate the feasibility of using RAW mechanism to support differentiated

QoS based heterogeneous IoT network.

vi



Acknowledgements

There are many people to whom I owe credit for this thesis. Without the support and

encouragement of these wonderful people it would not be possible to finish this work.

I would like to express my deep appreciation to my supervisor, Dr. Jelena Mišić for
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Chapter 1

Introduction

IEEE 802.11 is an amazingly successful, cost effective and most widely deployed net-

working technology. Since its inception in 1997, the protocol has gone through periodic

amendments. The successive amendments focus on increasing data rates while keeping

backward compatibility. In pursuit of Gigabit Wireless Communication, the consortium of

industry leaders formed Wireless Gigabit Alliance (WiGig) to define a unified architecture

of communication over the bands of 2.4, 5 and 60GHz [12]. The IEEE 802.11ac task group

was formed in 2008 to make standardized modifications to both PHY and MAC layer of

802.11 standard to enable:

• Multi-station throughput of at least 1 Gbps,

• Single link throughput of at least 500 Mbps,

• Operation below 6GHz carrier frequency excluding 2.4GHz band, and

• Co-existence with legacy IEEE 802.11 devices operating in unlicensed 5GHz band.
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The Gigabit solution in the 5GHz band emerged as 802.11ac amendment and achieved

final ratification at the end of 2013. The protocol is a set of physical and MAC layer

enhancements keeping in mind the high throughput requirement for video under 6GHz

band. Now it has become the de-facto standard for 5GHz band wireless devices like smart

phones and laptops.

Rapid growth of diverse and dense deployment environments in corporate office, out-

door hotspot, dense residential apartments and stadiums requires increased density of indi-

vidual stations (STAs) and access points (APs). These environments are commonly char-

acterized by hidden terminal problems, increased interference from the nearby WLANs,

frequent collisions and lower channel utilization, all of which tend to degrade the perfor-

mance of the existing IEEE 802.11ac protocol. As the result, the most recent efforts to

address ever increasing user expectations and requirements, a task group known as TGax

was formed in 2013 to define standardized modifications to PHY and MAC layers of IEEE

802.11 protocol that enable at least four times improvement in per-STA throughput over

other versions of the protocol such as IEEE 802.11ac [5] while maintaining or improving

the power efficiency [13][14]. Earlier versions of the IEEE 802.11 protocol, such as IEEE

802.11ac, have focused mainly on traditional indoor application scenarios. The new IEEE

802.11ax amendment emphasizes dense deployment environments where high speed traf-

fic will suffer from increased interference and collision due to high density of APs and

STAs in the vicinity. In this case, simple changes in protocol parameters that characterized

some of the earlier amendments would not suffice, on account of the heterogeneous nature

of network traffic which necessitates more radical changes in the protocol while trying to

maintain backward compatibility and minimize the degradation of quality of service for

2
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older, non-High Efficiency (HE) enabled devices. Task Group AX (TGax) aims at devel-

oping IEEE 802.11ax protocol to provide enhanced throughput and power efficiency in

dense WiFi deployment environment by 2019. For the first time, the concepts of resource

unit (RU) allocation and OFDMA access technique are introduced in the draft specifica-

tion. The resulting shift from EDCA access to point coordination access technique aims

at improving network utilization and power efficiency. The new specification addresses

the spectral inefficiency in existing transmission by including schedule-based multi-user

multiple-input, multiple-output (MU-MIMO) and multi-user orthogonal frequency divi-

sion multiple access (MU-OFDMA) techniques to facilitate multi-user uplink transmission

for HE devices.

The ever increasing need for ubiquitous connectivity for virtually anything from any-

where at anytime gives rise to the Internet of Things (IoT) where the number of IoT devices

are expected to reach 50 billion by 2020 [15]. Providing basic network connectivity and

access layer support to such a huge number of end points is extremely challenging. From

the system perspective, it is obvious that existing centralized architectures will no longer

be able to accommodate the communications among such a huge number of entities. Due

to inherent non-optimality, the existing contention based IEEE 802.11ac Medium Access

Control (MAC) protocol is expected to face performance degradation in terms of through-

put [16]. The delay in accessing channel in such a large network of nodes is not only

impractical but also inefficient for energy constrained nodes. A great number of IoT appli-

cations require low data rate connection between low-power long distance devices or items.

Enabling and optimizing wireless communications for such scenarios was the motive for

developing the wireless technologies adapted for a large number of low data rate devices
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with a much longer transmission range for both indoor and outdoor environments [17].

From these considerations, IEEE 802.11ah amendment was ratified in 2016 which made

modifications to the PHY and MAC layer of the existing IEEE 802.11ac standard to operate

in sub 1GHz license-exempt band and expected to be the most promising technology for

IoT connectivity that supports up to 8192 nodes.

In this chapter we discuss the technical aspects of IEEE 802.11ac/ax/ah protocol. The

remain of the chapter is organized as follows: In Section 1.1 we discuss IEEE 802.11ac

protocol, in Section 1.2 we highlight the important aspects of IEEE 802.11ax protocol

followed by IEEE 802.11ah protocol in Section 1.3. Major issues and challenges of IEEE

802.11 protocol are discussed in Section 1.4 followed by motivation behind the research

work in Section 1.5. The objective of this research and major contributions are discussed

in Section 1.6 and Section 1.7 respectively. The organization of the thesis is discussed in

Section 1.8.

1.1 IEEE 802.11ac Protocol

The very high throughput (VHT) IEEE 802.11ac amendment provides a three-fold in-

crease in performance by [5]:

(a) Increasing channel bandwidth to 80MHz contiguous and 80+80MHz non-contiguous,

(b) Adding highly efficient 256-QAM and 5/6 code rate encoding technique, and

(c) Introducing downlink multi-user MIMO to allow simultaneous transmission to mul-

tiple stations.
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Most of the features in IEEE 802.11ac are enhancement of IEEE 802.11n protocol:

increasing the RF bandwidth, adding the high level 256-QAM coding, and adding more

spatial streams [2]. The basic idea behind the enhancement is that theoretically, by dou-

bling the RF bandwidth or increasing the spatial streams, the aggregate throughput can be

enhanced proportionally. However, a pioneering transmission technique known as Down

Link Multi User Multiple Input Multiple Output (DL-MU-MIMO) is an additional feature

where an access point (AP) can simultaneously transmit to multiple clients in the down-link

transmission.

1.1.1 Deployment Scenario

The very high throughput measured at the service access point of MAC layer makes the

technology attractive to a variety of high end data service applications like desktop storage

and display, projection of TV, in-room gaming, streaming of video, intra vehicle communi-

cation, wireless networking, remote medical assistance, multi-media mesh backhaul, point-

to-point backhaul, public safety mesh and manufacturing floor automation. The protocol

has enormously influenced the cellular industry where the demand for on-line streaming,

IPTV and video in smart phones and tablets is driving most of the internet data. The other

attractive applications include transfer of large files and increasing demand for reliable

wireless backhaul communication for a sustainable period of time.

Although IEEE 802.11ac protocol was developed keeping in mind the consumers and

indoor applications, the capability enhancement will have a positive impact on the co-

existence scenario of LTE and WiFi. The cell bandwidth will increase allowing greater

throughput per client for an AP or alternatively more clients can be served by a single AP
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in a dense environment keeping the throughput same. Due to introduction of large APs

with eight antennas, the MIMO and beam forming will be more prevalent than ever and

will increase the reliability of the wireless connection.

1.1.2 IEEE 802.11ac Network

A typical IEEE 802.11ac wireless network is shown in Figure 1.1. The network can

have one or more access points (AP) and multiple of non AP clients (STA). The AP is a

part of stationary network whereas the STAs can either be stationary or mobile. It is un-

derstood that the availability of power, processing capability and number of antennas in

AP will significantly be higher than that of the STAs. The communication between an AP

and a STA will in general be point-to-point. However, the introduction of the revolutionary

MU-MIMO technique in IEEE 802.11ac amendment has paved the way for point-to-multi-

point communication. Both AP and client (STA) contend for medium access and at any

instant of time either an AP or a STA can gain access to the medium. Simultaneous en-

gagement of antennas for uplink and downlink transmission is not possible. This means

the STAs are not allowed to transmit to the APs in the uplink while the AP is engaged in

a downlink transmission even though some of the antennas are still idle. The standard has

recommended multiple streams to single user (SU-MIMO) or multiple users (MU-MIMO).

Transmission of streams to multiple users is supported only in downlink (DL-MU-MIMO).

AP monitors traffic for different STAs to explore the opportunity for DL-MU-MIMO.
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Figure 1.1: IEEE 802.11ac Network (Source:internet)

1.1.3 Physical Layer Enhancement of IEEE 802.11ac

In general IEEE 802.11ac is seen as a lateral expansion of IEEE 802.11n amendment.

The enhanced features of the amendment are listed below:

Wider RF bandwidth

The 40MHz band of IEEE 802.11n is extended to a mandatory 80MHz band and an

optional 160MHz contiguous or non contiguous band in IEEE 802.11ac protocol. This al-

lows a prorated increase in system throughput. The bandwidth has been split into channels

of 5MHz in non-contiguous spectrum. The channelization is based on 20MHz bandwidth

in order to make the protocol backward compatible with IEEE 802.11 legacy protocol.

80MHz bandwidth will be a popular choice for the enterprise customers whereas 160MHz
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Figure 1.2: IEEE 802.11ac band [1]

Figure 1.3: IEEE 802.11ac channelization for 80MHz band [2]

channel will primarily be restricted to the home environment. Figure 1.2 shows the chan-

nelization of the available bandwidth of IEEE 802.11ac protocol:

Each 5MHz band is assigned a channel number such that four consecutive channels

make a 20MHz channel which is the primary subchannel in the amendment. All manage-

ment related frames are transmitted in the primary subchannel. It is also used for carrier

sensing and backward compatibility. Only the primary sub-channel performs full clear

channel assessment (CCA). A 40MHz channel comprises of two 20MHz sub-channels of

which one is primary 20MHz channel and other is secondary 20MHz channel. Similarly,

a 80MHz channel has one 40MHz primary sub-channel that contain the primary 20MHz

channel and one 40MHz secondary sub-channel. Figure 1.3 shows the channelization in

IEEE 802.11 ac protocol. The channels are further split into a number of OFDM subcarriers

as shown in the Table. 1.1.
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Table 1.1: OFDM subcarrier for different mode of operation of IEEE 802.11ac protocol
Mode Total Subcarrier Usable subcarrier
20MHz HT mode 56 52
40MHz HT mode 114 108
80MHz HT mode 242 234
80+80MHz or 160MHz 484 468

More Spatial Streams

IEEE 802.11ac protocol mandates one spatial stream to provide an alternative cost ef-

fective solution to increase PHY layer data rate as compared to 40MHz band with two

spatial streams [18]. The performance of a client increases proportionally with the increase

of spatial stream provided the multi-path diversity can be utilized constructively. The pro-

tocol supports the use of maximum 8 spatial streams. The power and processing capability

of the APs will grow with the addition of antennas and the clients will attain the capability

of processing multiple streams simultaneously. This divergence will create the opportunity

for MU-MIMO where AP will be capable to transmitting multiple streams to a single client

or multiple clients simultaneously. The maximum streams between a pair of communicat-

ing devices is limited by the number of antennas of either the transmitter or the receiver.

The summary of the physical layer enhancement is shown in Table 1.2.

1.1.4 MAC Layer Enhancement

Some of the significant MAC layer enhancements are listed below:
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Table 1.2: Physical Characteristic of IEEE 802.11ac

Feature Mandatory Optional
Channel width 20, 40, 80MHz 80+80, 160MHz
Modulation and Coding MCS 0-7 (BPSK, QPSK, 16-

QAM, 64-QAM, 1/2, 2/3,
3/4,5/6)

MCS 8-9 (QAM-256, 3/4,
5/6)

Spatial stream 1 2-8
Guard Interval Long (800ns) Short (400ns)
Feedback - Beam forming sounding
Multi user MIMO - upto 4 streams per client with

same MCS

MU-MIMO

The most significant throughput gain in IEEE 802.11ac amendment comes from the

MU-MIMO spatial diversity multiple access (SDMA). Instead of beaming multiple spatial

streams between a pair of AP and client, AP is able to use spatial diversity to send frames

to multiple clients at a given instant. It is assumed that AP has more power, processing

capability and antennas than the client. When AP gets the access to the wireless medium

and has number of packets buffered for transmission to different clients, AP is allowed to

share the TXOP time to transmit frames simultaneously to different clients. The concept of

beam forming feedback is introduced in the amendment for DL-MU-MIMO. MU-MIMO

throughput is sensitive to the interference among signals directed to different clients and the

accuracy of beamforming feedback frames. MU-MIMO utilizes OFDM technique where

an AP transmits to different clients using non-overlapping subsets of OFDM sub-carriers.

Some of the constrains of MU-MIMO technique are as follows:

• Total number of spatial streams must not exceed the number of available antennas in

AP.
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• No more than 4 STAs can be targeted at any instance.

• No client can use more than 4 streams.

• All streams in DL-MU-MIMO transmission must use same MCS.

Frame Aggregation

AP and clients contend for the medium for every frame to be transmitted. This results

in contention, collision on the medium and backoff delay. This time could otherwise be

utilized for frame transmission and thereby increase channel utilization. With MAC layer

aggregation, the frames queued for transmission can be combined to a single frame of

bigger size to reduce the number of contentions for the medium. This increases the chance

of scheduling a large number of packets at each transmission, hence improving the system

throughput at the cost of a higher delay [19]. Two mechanisms for the aggregation are:

• Aggregated MSDU: where frames from higher layer are combined and processed

by the MAC layer as a single entity. The A-MSDU has a smaller header overhead

than the case without aggregation. The original frames become the subframes of A-

MSDU. The technique is applicable for the frames destined to the same destination.

• Aggregated MPDU: where the frames from higher layer are concatenated into an

aggregated MAC frame. A-MPDU must be used with block acknowledgement func-

tion. It is possible to combine MPDUs and A-MSDUs in an aggregated A-MPDU

thereby enhancing performance further.
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Figure 1.4: IEEE 802.11ac PPDU frame format [3]

Power-save enhancement

Considering that many of the 802.11ac devices will rely on battery power, a power

saving mode known as VHT TXOP power save has been introduced in the amendment.

TXOP scheduling is done by AP at the beginning of TXOP period. A new field called

partial association ID (partial AID) or Group ID for MU -MIMO is added to the preamble.

If a particular client comes to know from the ID that the transmit opportunity is not intended

for the client, it can switch-off its radio circuit for the rest of the TXOP period.

Coexistence

Since IEEE 802.11ac protocol operates at 5GHz band, only 802.11a and 802.11n amend-

ments are compatible for coexistence. The most important feature for compatibility is the

addition of multipart RF header that uses 802.11a and 802.11n modulation. Non 802.11ac

devices can read this preamble and identify that the channel will be occupied for the spec-

ified period of time and thus avoid simultaneous transmission with VHT device. In IEEE

802.11ac amendment, RTS/CTS handshake mechanism is modified to support static or dy-

namic bandwidth reservation [1]. Upon clear channel assessment (CCA), RTS and CTS

frames are transmitted using non-HT duplicate PPDU [18]. IEEE 802.11ac PPDU frame

format is shown in the Figure 1.4. The legacy preamble contains legacy short training field,
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long training field and signal field. The legacy fields are transmitted in each underlying

20MHz channels simultaneously at the same time slot using OFDM carriers. The L-STF

and L-LTF allow detection of signal by receiver, perform frequency offset estimation and

timing synchronization. SIG carries frame length information to set network allocation

vector (NAV) of the receiver.

VHT preamble consists of STF, LTF and SIG sequences modulated in the particular

channel being used by the AP. VHT-SIG-A field consists of two OFDM symbols: first sym-

bol is modulated using BPSK to allow 802.11n devices and the second symbol is modulated

with 90 degree rotated BPSK to allow the 802.11ac devices to listen to the channel. The

information contained in the bits of the symbols are channel bandwidth, number of spatial

streams, MCS information etc. VHT-SIG-A field is replicated in each underlying 20-MHz

channels. Legacy preamble and VHT-SIG-A is always for single stream and transmitted

omnidirectionally while the rest of the VHT preamble is for multi-stream and precoded for

DL-MU-MIMO [20]. VHT-STF field is used primarily for MIMO data power computa-

tion to reset automatic gain control (AGC) due to the variation of power between the single

stream and multi stream portion of the packet. One VHT-LTF field per spatial stream allows

the receiver to calculate V matrix of the channel for MIMO algorithm. The second VHT

-SIG-B includes frame length other information about the distribution of spatial streams if

MU-MIMO is to be used. Table 1.3 shows the summary of MAC enhancements in IEEE

802.11ac amendment.

Previous IEEE 802.11 amendments were focused to increase per-link data rate and

supported only one-to-one communication between a pair of STAs. Therefore, network

throughput was limited by per-link data rate. Since the physical layer measures are reaching

13



Chapter 1: Introduction

Table 1.3: Summary of MAC enhancements in IEEE 802.11ac
Plane Enhancement
Management VHT capability management

Enhanced protection
control TXOP power save

Compressed V matrix feedback
Down-link MU-MIMO

Data Enhanced Aggregate MSDU
Enhanced Aggregate MPDU

the theoretical limit, IEEE 802.11ac adopted down link multi-user multiple-input-multiple-

output (DL-MU-MIMO) to increase the network throughput. DL-MU-MIMO allows AP

to transmit multiple frames to different destinations using multiple spatial streams. Figure

1.5 shows a typical operation of DL-MU-MIMO where AP transmits to three destinations

simultaneously in the downlink and receives block acknowledge (BA) sequentially in the

uplink.

1.1.5 The concept of transmit opportunity (TXOP)

TXOP provides contention free access to the medium for a specific access category

(AC) for a period of time bounded by TXOP limit. The use of TXOP provides voice and

video frames an uninterrupted access to the medium. During TXOP period only one back-

ground (BK) or best effort (BE) packet is allowed to be transmitted while multiple frames

can be transmitted for voice (VO) and video (VI) traffic preventing the low priority STAs

from occupying the channel for an unnecessary long period of time [21]. In IEEE 802.11ac

amendment, each EDCA Function (EDCAF) of an AP contends for EDCA TXOP and

once wining, the EDCAF becomes the owner of that TXOP. The access category (AC) cor-

responding to that EDCAF is known as primary AC and other ACs become the secondary
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Figure 1.5: The DL transmission of MU-MIMO [4]

ACs . When the primary AC takes the decision to share the TXOP with secondary ACs,

the TXOP is known as MU-TXOP. Destinations are classified into two categories: primary

destinations targeted by the primary AC and secondary destinations targeted by secondary

ACs. IEEE 802.11ac has three modes of EDCA TXOP [4]:

• Initiation of TXOP - when EDCA rule permits access to the medium,

• Sharing of TXOP - when primary AC decides to share the TXOP with the secondary

ACs and frames from secondary AC queues may be transmitted even if the backoff

counters for the secondary ACs are not zero, and
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Figure 1.6: TXOP sharing and PPDU construction [5]

• Multiple frame transmission within TXOP - when EDCAF retains the right to access

the medium.

In many cases, the internal competition for TXOP can be resolved by sharing the TXOP

with the secondary ACs. MU-TXOP is illustrated in Figure 1.6.

1.1.6 Rules for TXOP sharing

The rules for TXOP sharing are summarized below [5]:

• Primary AC decides which secondary ACs to share the TXOP with.

• If the primary AC has enough data to send to multiple destinations, it should use

TXOP to send its own data first before sharing the TXOP with the secondary ACs.
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• The selection of secondary ACs and destinations is implementation specific.

• Transmitting data frames from different ACs of an AP to the same STA is not al-

lowed.

• The duration of TXOP time is determined by the TXOP limit of primary AC.

• MU-TXOP is released as soon as the primary AC finishes its transmission even

though there are frames in the queues of secondary ACs.

1.1.7 Transmission acknowledgements

Since uplink MU-MIMO is not available in IEEE 802.11ac, receiving STAs need to

arrange the transmission of ACK or BA in a way that avoids collision. Two techniques are

used for sending ACK:

• Schedule-based technique where the ACK transmission time is pre-scheduled by AP

and sent to the receiver in the DL frame, and

• Poll-based technique where AP polls ACK from the receiver by sending block ac-

knowledgement request (BAR) one by one.

IEEE 802.11ac has chosen poll based approach as the default acknowledge approach for

DL-MU-MIMO transmission.

1.2 Important Aspects of IEEE 802.11ax Protocol

Some of the most important aspects in which the draft IEEE 802.11ax HE specification

differs from the IEEE 802.11ac specification [5] are listed below.
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Figure 1.7: RU and leftover tone allocation for 80MHz (Adopted from [6])

1.2.1 HE PHY layer

IEEE 802.11ax uses the same 160MHz bandwidth as does IEEE 802.11ac. However,

the 52 OFDM subcarriers in each 20MHz sub-band prescribed by IEEE 802.11ac are re-

placed by 256 tones in the HE specification. A total of 242 tones are actually used; the

remaining ones, referred to as leftover tones, serve to reduce leakage from adjacent RUs

and decrease interference. In order to avoid the frequency selective interference for full

bandwidth operation as well as to allow finer granularity in bandwidth allocation, the tones

are grouped in smaller RUs such that a given STA can be allocated a bandwidth as low

as 2.5MHz through judicious RU allocation. This smaller granularity of RUs mandates

OFDMA operation in both uplink and downlink for HE devices. The permissible RU allo-

cations include 26, 52, 106, 242, 484, 2*484, 996 or 2*996 tones. A possible allocation of

RUs and leftover tones within an 80MHz band is shown in Fig. 1.7. The protocol allows

multiple RU allocation for one STA and supports MU-MIMO only when allocation size

is at least 106 tones. The support of DL MU-MIMO is mandatory when AP supports at

least four spatial streams [22]. The data symbol duration is extended from 3.2 µs to 12.8

µs to improve robustness in outdoor transmission and to reduce inter-symbol interference.

The maximum number of users spatially multiplexed in uplink or downlink MU-MIMO

transmission is limited to eight and the maximum number of spatial streams for each user

in a MU-MIMO RU is less than or equal to four.
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Figure 1.8: Trigger frame format (Adopted from [7])

In addition to the existing modulation and coding schemes (MCS) 0-9, optional MCS

10 (1024-QAM with 3/4 coding) and MCS 11 (1024-QAM with 5/6 coding) boost the

number of bits per symbol. The support of MCS 0 to 7 is mandatory for all uplink and

downlink transmissions whereas MCS 8 to 11 is optional.

1.2.2 Trigger frame

Uplink transmission in the draft specification will be controlled by AP. The amendment

defines a new control frame format that carries information to identify the STAs that will

transmit uplink multi-user PHY layer protocol data units (PPDU) and allocate resources for

STAs. This frame is known as Trigger frame and its format is given in Fig. 1.8. Common

information field in the trigger carries information like trigger type, Legacy signal (L-SIG)

length of UL MU PPDU, Tx power of AP and spatial reuse field which are common to all

STAs. Per User Info field includes MCS, coding type, RU allocation information, spatial

stream (SS) allocation, dual carrier modulation (DCM) and user identifier field. Multi-user

block acknowledgement request (MU-BAR) and multi-user request-to-send (MU-RTS) are

the variants of trigger frame and are differentiated by trigger type subfield.

1.2.3 HE Frame format

The legacy preamble containing legacy short and long training field (L-STF, L-LTF)

and L-SIG is preceded by HE preamble and is duplicated in each 20MHz band to ensure
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Figure 1.9: PPDU format in IEEE 802.11ax (Adopted from [8])

backward compatibility. Three preamble formats are defined in 802.11ax [23] [8]: SU

format / UL trigger based format, MU format and Extended range SU format.

HE preamble contains HE-SIG-A and HE-SIG-B as shown in Fig.1.9. HE-SIG-A is

duplicated on each 20MHz after the legacy preamble to indicate common control informa-

tion. A compression bit is carried in the HE-SIG-A MU format to differentiate full BW

MU-MIMO from OFDMA MU PPDU. HE-SIG-B symbols, present only in MU packets,

has a common field followed by a user specific field, where the common field contains

Resource Unit (RU) allocation for all of the designated STAs to receive the PPDU in cor-

responding bandwidth. The user specific field consists of multiple sub-fields where one

or multiple of those sub-fields are for each designated receiving STA [24]. The user spe-

cific subfields of HE-SIG-B include: i) STAID, ii) number of SS, Tx beamforming, MCS

and DCM for SU allocation, and iii) spatial Configuration Fields, MCS and DCM for MU

resource allocation.
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1.2.4 Channel Sounding

Periodic channel sounding is required by AP in the downlink to allocate RUs for OFDMA

and MU-MIMO operation. Channel sounding is explicit for DL transmission but for uplink

transmission the sounding is rather implicit and assumes a reciprocal channel condition.

The amendment defines a mechanism to enable multiplexing of CSI feedback frames from

multiple stations using UL MU mode [25]. Channel sounding initiated by an HE AP in-

cludes a trigger frame after the NDP frame in order to allocate resources for UL MU mode

of CSI feedback frame.

1.2.5 Coexistence

HE WLAN will be deployed in a dense environment where overlapping of BSS will

introduce inter-BSS interference. Each HE AP supports a number of virtual BSS and each

HE STA supports multiple BSSID. IEEE 802.11ax specification adds some features to

improve the network performance in overlapping BSS. When a frame is detected in a STA,

the STA determines whether the frame is an inter-BSS frame or an intra-BSS frame either

by looking at the BSS color code or MAC address at frame header. The power detection

level of inter-BSS frame is set higher than the minimum threshold power required for intra-

BSS frame. Each STA maintains two NAVs, one for intra-BSS frame and another for

inter-BSS frame [26].

1.2.6 Multi-User Transmission

MU features in IEEE 802.11ax include MU-OFDMA and MU-MIMO in both uplink

and downlink transmission. The specification defines a cascading TXOP structure allowing
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alternating DL and UL MU PPDUs. DL/UL OFDMA can multiplex unicast data, control

and management frames in frequency domain and DL/UL MU-MIMO can multiplex uni-

cast frames in spatial domain [27]. In the following subsections we separately discuss the

uplink and downlink transmissions.

MU DL Transmission

In addition to the existing DL MU-MIMO in IEEE 802.11ac protocol, 802.11ax has

incorporated DL MU-OFDMA which reuse the RUs through spatial multiplexing. The

transmission of PPDU for all the STAs in a DL MU transmission (MIMO, OFDMA) is

synchronous and ends at the same time. The payload within a DL MU PPDU may contain

a trigger frame that carries ACK or BA request from the recipient STAs. A DL MU trans-

mission is successful if the AP receives the response frame correctly from at least one STA

indicated by the trigger information in the DL MU transmission. The specification allows

multiplexing different types of traffic data (TID) in a single PHY layer service data unit

(PSDU) for both UL and DL transmission.

MU UL Transmission

An UL MU transmission is initiated as an immediate response to a trigger frame sent by

the AP. Trigger frame allocates resources for the intending STAs. In response to the trigger

frame, when the AP receives MPDU correctly from at least one STA, the frame exchange

initiated by the trigger frame is considered successful. The amendment defines a mech-

anism for multiplexing DL acknowledgments sent in response to UL MU transmission.

Before responding to the trigger frame a STA performs physical (ED) as well as virtual

22



Chapter 1: Introduction

(NAV) carrier sensing if trigger frame indicates to do so before UL MU transmission [28].

1.2.7 UL OFDMA Random Access

In addition to the existing EDCA based access technique, the protocol defines UL

OFDMA random access procedure where a trigger frame initiates and allocates resources

for UL OFDMA random access. A STA chooses a random OFDMA backoff (OBO) value

in the range from zero to OFDMA Contention window and decreases its OBO by the num-

ber of RUs assigned in trigger frame. When OBO of any STA becomes zero, it randomly

selects any one of the assigned RUs and transmits its frame [29]. The Beacon frame indi-

cates the target transmission time of trigger frame.

1.3 Features of IEEE 802.11ah

IEEE 802.11ah is also building on a network topology that comprises of Access Points

(APs) and stations (STAs). The capacity requirements for the new amendment are strict

and an AP is expected to support up to 8191 stations for certain use cases. An AP and its

respective associated STA(s) form a Basic Service Set (BSS). Different BSSs can be set

up around same or different carrier frequencies which are determined by the regulations

in the region of operation. Additionally, these BSSs will operate on channel bandwidths

that range from 1MHz to 16MHz depending on the channelization policy of the respective

country. The APs primarily broadcast management frames (e.g. beacon frames) which help

the STAs to operate and remain synchronized within the BSS. APs are also in charge of set-

ting up associations with the STAs entering the BSS, as well as serve data traffic to STAs on
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the downlink and respond with ACKs for incoming uplink traffic. Consequently, because

of their key role in the BSS, the APs will generally need to transmit more frequently than

an individual STA [30].

1.3.1 PHY layer

IEEE 802.11ah technology is characterized by longer transmission range, extended

power saving features and support of increased number of stations (STA) that can be as-

sociated with one Access Point (AP). The Orthogonal Frequency Division Multiplexing

(OFDM) Physical layer (PHY) operates in license-exempt bands below 1GHz. The IEEE

802.11ah standard provides support for transmission range of up to one kilo-meter, as well

as data rates greater than 100 Kbps. The PHY layer is the down-clocked version of IEEE

802.11ac protocol which supports 1MHz, 2MHz, 4MHz, 8MHz and 16MHz channel band-

widths. The narrower bandwidths, 1MHz and 2MHz, are intended primarily for IoT use

cases requiring lower data volumes. In addition to the existing Modulation and Coding

Schemes (MCS), MCS 10 is defined to enable the protocol to extend the transmission

range.

1.3.2 MAC Layer

IEEE 802.11ah standard proposes several MAC enhancements to the legacy standards.

Among other enhancements to the legacy standards, the amendment has introduced short

headers, short beacons and Null Data Packet (NDP) frames in the standard to reduce the

control overhead. The length of the Traffic Indication Map (TIM) bitmap is increased from

2008 bits to 8192 bits and a new hierarchical structure for association ID (AID) assignment
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Figure 1.10: Restricted Access Window (adopted from [9]).

is developed as well. One of the new MAC features introduced by TGah is the Subchan-

nel Selective Transmission (SST) mechanism, allowing devices to rapidly select and then

switch to the most favorable channel amongst a larger set of channels on which they can

operate. Another important feature of particular interest regarding dense network operation

is referred to as the Restricted Access Windows (RAW) mechanism. Using RAW mech-

anism the AP can allocate specific access intervals to a subset of stations in the network

during which they can contend for channel access. As the stations cannot contend for chan-

nel access outside their allocated access interval, the overall contention in the network is

greatly reduced making it possible for the AP to support an increased number of devices.

Furthermore, to enable low-power usage the TGah introduces another feature referred to as

the Target Wake Time (TWT) which is designed to specifically coordinate power save and

sleep modes across battery operated sensor devices. Many other novel MAC features have

also been introduced in the new standard.

1.3.3 RAW Scheme of IEEE 802.11ah MAC

The protocol defines three types of access techniques for three different categories of

STAs:

• Traffic Indication Map (TIM) STAs are required to listen to the beacon and are only
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allowed to contend for the medium during the designated RAW slot.

• Non-TIM STAs are not required to listen to the beacon and during association with

AP, STAs negotiate a periodic RAW (PRAW) for transmission of data packets.

• Unscheduled STAs sporadically join the network and are allowed to transmit PS-

Poll at any time. The response frame indicates an interval during which unscheduled

stations can access the channel.

In RAW scheme, the beacon interval is divided into RAW slots to restrict the uplink

channel access to a small number of STAs and spreading their uplink access attempts over

a period of time to improve access efficiency by reducing collisions. AP allocates a RAW

slot for a group of STAs and broadcast the allocation using S1G beacon frame. The RAW

slots are indexed from 0 to (NRAW − 1) and STA will determine the index of the RAW

slot, islot, in which the STA is allowed to start contending for the medium based on the

following mapping function:

islot = (x+Noffset)modNRAW (1.1)

where, x is the position index of the AID of the STA, Noffset represents the offset value

in the mapping function andNRAW is the value of the Number of RAW slots within beacon

interval. Each RAW slot is further divided into mini slots which we define as time slots.

The slot duration count subfield of the RAW slot defines the duration of a RAW slot. At

the end of the RAW slot, STAs belonging to a RAW slot, go to doze mode and wake up at

the start of the next beacon transmission time to save energy.

During EDCA backoff process, a STA maintains two backoff counters: first backoff

26



Chapter 1: Introduction

counter is used outside RAW and second backoff is used inside RAW. At the start of the

RAW, each STA suspends the first backoff operation and stores the value of the backoff

counter. The stored first backoff counter is restored at the end of the RAW and the EDCA

function (EDCAF) is resumed. At the beginning of the allocated RAW slot, the STA sets

the contention window CW of the secondary backoff procedure to CWmin.

Two types of beacon are generated by AP as shown in Fig.1.10. DTIM is transmitted

at the beginning of beacon interval and TIM is transmitted at the beginning of RAW slots.

Between two consecutive DTIM beacons, there are as many TIM beacons as the number

of groups defined. The bitmap of DTIM beacon includes the TIM group to which the STA

belongs and TIM carries the bitmap of STAs within the group that has buffered packet in

AP. At the beginning of the Each TIM beacon, the STAs belonging to the RAW slot wake up

to start contention. At the expiry of the backoff counter, the STA sends a PS-Poll to obtain

the buffered data in AP. During uplink transmission, contention is performed as in the

downlink transmission. Within RAW slot, the uplink or downlink transmission is initiated

by transmitting PS-Poll from STA. After receiving PS-Poll, AP sends PS-Poll-ACK to STA

and STA is allowed to transmit packets in the uplink direction. STA may initiate frame

transmission only if the remaining time to the end of the assigned RAW slot duration is

greater than or equal to the transmission time and reception of any immediate response

expected from the peer MAC entity prior to the end of the allocated RAW slot boundary.

Otherwise, STA will not initiate transmission of a frame even though the remaining RAW

slot duration is nonzero.
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1.4 Major Issues and Challenges of IEEE 802.11 Protocol

IEEE 802.11 family of protocols by far the most successful protocols for wireless net-

working. Due to operation in license exempt ISM band, numerous applications are tar-

geting the band as the cost effective networking solution and the band is getting crowded

gradually. In this section we discuss some of the issues and challenges faced by the proto-

col.

• Performance metrics: In order to predict the performance of the protocol it is essen-

tial to learn the network parameters that play the most important role in shaping the

performance. Unfortunately, most of the existing performance evaluation methods

are based on simulations that do not explicitly discuss the parameters that influence

the performance of the network. The few existing analytical models are incomplete,

over-simplified and deal only particular saturated operating condition. Therefore, we

feel the necessity of a comprehensive analytical model that considers wide number

of parameters that influence the performance of the network.

• UL-MU-MIMO: IEEE 802.11ac amendment allows AP to use maximum eight an-

tennas to transmit simultaneously to four directions using MU-MIMO technique in

downlink transmission. However, in the uplink transmission, the protocol allows

only single user communication and network resources like bandwidth and antennas

in AP remain extremely under-utilized. The existing MU-uplink schemes suffer per-

formance degradation due to collision and excess overhead. Therefore, a robust MU

uplink transmission protocol is required to increase the efficiency of the network and

provide service to the applications that require high data rate in uplink direction.
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• Channel sounding: To make UL-MU-MIMO successful, precise channel sounding

is essential to learn about the transmission condition of the channel. IEEE 802.11ac

protocol uses explicit channel sounding technique where compressed CSI matrix is

transmitted by the nodes sequentially. In a dense network, sequential transmission of

CSI matrix reduce effective data transmission time and degrades network through-

put. Therefore, an efficient channel sounding scheme with simultaneous feedback

transmission is essential to improve network performance.

• Data overhead: Data overhead is a major concern for existing uplink MU trans-

mission schemes. In some schemes the overhead is as high as 65% and therefore,

minimizing overhead cost is vital in improving performance and efficiency of the

network.

• Dense deployment: The demand for deploying WLAN in dense environment is gain-

ing momentum. However, the major challenge of dense deployment is collision due

to hidden terminal problem. Although RTS/CTS mechanism in IEEE 802.11ac pro-

tocol mitigate hidden terminal problem to some extent, the nodes at the periphery of

the BSS suffers collision. This problem even becomes worse in dense deployment

of network. Therefore, a more effective hidden node problem mitigation technique

needs to be developed.

• QoS in IoT: Newly introduced Sub-1GHz amendment of IEEE 802.11 protocol aims

at providing network connectivity service to the emerging IoT network. A number of

works have reported the performance of IEEE 802.11ah protocol for non-QoS traf-

fic. Although, the protocol supports QoS traffic, no study has so far been done to

29



Chapter 1: Introduction

evaluate the feasibility and performance of QoS traffic in IoT network. Therefore,

a comprehensive performance evaluation of IEEE 802.11ah MAC layer and a com-

parison of performance of non-QoS and QoS traffic is important before any practical

implementation in network level.

1.5 Motivation

Communication protocols from the IEEE 802.11 family of standards are the most

widely used wireless local area network (WLAN) technology as of today. The exponential

growth of a variety of applications such as high definition (HD) video, cloud access and

content uploading continuously demands improved performance, most often expressed in

terms of increased per-station throughput and reduced power consumption. Due to larger

bandwidth, license exempt band operation, low cost and ease of implementation, the num-

ber of WiFi compatible devices are increasing exponentially. As more and more devices

are coming into existence in the same band, there is a possibility of degradation of perfor-

mance if the network is deployed without a detail performance analysis. However, to eval-

uate performance of the network a comprehensive analytical tool is essential to determine

the impact of large number of nodes, high packet arrival rate and co-existence of heteroge-

neous traffic. From this consideration we are motivated to develop a Markov chain based

analytical model that works as a tool and can be replicated to evaluate the performance of

wide range of protocol variants with minimum modifications.

The pioneering DL-MU-MIMO technique in IEEE 802.11ac enhances the throughput

of downlink transmission by many folds. However, the VHT amendment relies on single

user point-to-point communication in the uplink and fails to utilize resources efficiently.
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The well known techniques such as exponential backoff, inter-frame spacing, and RTS/CTS

reservation mechanism, originally introduced to reduce collisions but not quite successful,

tend to reduce spectrum efficiency of EDCA. In quest of increasing network efficiency and

reduce power consumption, TGax is working towards developing high efficiency (HE) pro-

tocol for dense deployment. However, complete adoption of HE protocol is likely to take

place over a period of time to offset the deployment cost. To ensure the coexistence of non-

HE devices during the transition period, EDCA based single user transmission will remain

the basic access technique and a focal point of spectral inefficiency for non-HE devices

in the uplink direction. To meet the growing demand of user capability, cost reduction,

energy consumption and network efficiency, our research is driven towards developing a

robust uplink MU-MIMO protocol in cooperation with OFDMA technique that will en-

hance network throughput, resist performance degradation and improve spectral efficiency

in coexistent WLAN network.

The number of IoT devices is expected to reach 20-30 billion by 2020. From the system

perspective, it is obvious that existing centralized architectures will no longer be able to ac-

commodate the communications among such a huge number of entities. Despite the efforts

all over the world to build an internationally agreed upon IoT standards and architectures,

there are still many challenges to consider. These include a novel architectural framework,

an efficient protocol stack, and security and privacy solutions tailored to the characteristics

of IoT networks. Classical IP protocol stacks cause more overhead on the network and jus-

tifies the development of new protocol stack for IoT environments. The major components

of the stack are application, discovery, network and physical layers. Physical and network

layers communication standards vary in their characteristics depending on the technology
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behind them. Among those technologies are the Low-rate wireless personal area networks

(LR-WPAN) and IPv6 Low-power Wireless Personal Area Networks (6LoWPAN). Newly

adapted IEEE 802.11ah protocol is going to be a promising solution for network layer IoT

technology. In order to realize our long term objective of developing a novel architec-

tural framework, we are motivated to investigate the performance of IEEE 802.11ah RAW

mechanism as a MAC layer solution to accommodate QoS heterogeneous traffic in IOT

network.

1.6 Objectives

Driven by our motivations, we have set the following objectives in this thesis:

• Developing tools: In this thesis we first develop a Markov chain based model to accu-

rately evaluate the backoff procedure of four different traffic categories. The impact

of differentiated AIFSN values and CW sizes for different priority traffic categories

are given specific importance in developing Markov chain model. Then we develop

queuing model to determine the state of the queue before start of TXOP, after every

departure and at the end of TXOP period. This queuing model is essential to evaluate

performance of the network in non-saturate load condition. The impact of non-ideal

channel and collision probabilities are taken into consideration while developing both

the models.

• Performance evaluation of existing DL-MU-MIMO in IEEE 802.11ac: Using the de-

veloped tools we evaluate performance metrics of downlink multi-user transmission.

We evaluate backoff time, successful transmission probability, size of queue before
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start of transmission, normalized payload throughput, collision probability average

waiting time in the queue and many other performance indicators for each traffic

category.

• Evaluation of TXOP sharing probability in IEEE 802.11ac: We evaluate TXOP shar-

ing probabilities for different traffic categories to observe how TXOP sharing affect

the throughput and fairness of the network specifically for low priority traffic cate-

gories. We determine network stability criteria in heterogeneous traffic condition.

• Proposing UL-MU-MIMO in IEEE 802.11ac for coexisting network: We propose

uplink MU transmission protocol to address the inefficiency in uplink transmission.

We use OFDMA access technique to transmit control signals and to perform channel

sounding simultaneously to avoid collision and delay.

• Performance evaluation of proposed protocol: Using the developed analytical tools,

we evaluate performance of the proposed protocol. We develop an event driven MAC

layer simulation to validate the performance metrics obtained from analytical model.

• Impact of hidden node in IEEE 802.11ax deployment: We assess the impact of hid-

den nodes on the proposed uplink protocol in coexisting network deployment sce-

nario and propose hidden node problem mitigation technique.

• Evaluating performance of IEEE 802.11ah RAW as IoT MAC layer solution: In

quest of finding a protocol architecture for IoT network we evaluate performance of

IEEE 802.11ah RAW scheme for non-QoS network. We accurately model the RAW

mechanism by replicating and modifying the tools developed using Markov chain

and queuing model.
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• Evaluating feasibility of using RAW scheme for differentiated QoS heterogeneous

network: We evaluate the performance of RAW scheme for heterogeneous IoT net-

work and evaluate the impact of QoS traffic on the stability of IoT network.

1.7 Major Contributions

In attempting the performance evaluation of IEEE 802.11ac MAC protocol, the existing

solutions are limited in both scope and methodology. All the existing solutions as discussed

in Chapter 2 fail to accurately model the backoff process during DL-MU-TXOP sharing

and consider only non-QoS traffic. The existing evaluation attempts are over simplified

by considering saturated working condition and ideal transmission channel. However, the

research presented in this thesis propose a Markov chain based analytical model that com-

prehensively evaluates the performance metrics of IEEE 802.11ac protocol for QoS traffic

in non-saturated load and non-ideal channel condition. Table 1.4 highlights major contri-

butions presented in the thesis.

We have developed a detail analytical model of DL-MU-MIMO in IEEE 802.11ac pro-

tocol and evaluate the impact of MU-TXOP sharing on the performance of the individual

traffic category. Our solution is based on discrete Markov chain model and E-limited M/G/1

queuing model. The results are produced by solving the numerical calculations of the an-

alytical models in Maple [31] through iterative approach. Network performance metrics

like normalized throughput, average queue, delay in the queue, medium access probability

of a particular traffic category, successful transmission probability, packet drop etc. can

easily be obtained from the proposed model. The queuing model combined with Markov

chain model provide an attractive analytical solution that can be used to calculate important
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Table 1.4: The illustration of main contributions in this thesis.
Chapter Challenges Contributions
Chapter 3: Per-
formance analy-
sis of MU- TXOP
sharing in IEEE
802.11ac

Finding the distribu-
tion of backoff time for
a heterogeneous QoS
network.

Proposing Markov chain and queuing the-
ory based analytical model that accu-
rately evaluate backoff time and evalu-
ates major performance metrics for QoS
traffic nodes. Evaluating the impact of
MU-TXOP sharing probability on perfor-
mance of all traffic categories. Evaluating
stable operating criteria of IEEE 802.11ac
network.

Chapter 4: Up-
link Access
Protocol in IEEE
802.11ac

Modeling TXOP shar-
ing probability for MU
uplink transmission.
Avoiding collision of
RTSs from multiple
STAs simultaneously.

Proposing the first uplink protocol using
MU-MIMO and OFDMA techniques that
takes into consideration different prior-
ity traffic categories. Introducing explicit
channel sounding technique by using ded-
icated subcarrier blocks. Developing an
analytical model using queuing model
and Markov chain model to evaluate the
performance of the proposed A-MAC for
both uniformly and non-uniformly vary-
ing packet arrival rates for different pri-
ority categories. Developing stable oper-
ating criterion for the network in varying
traffic conditions.

Chapter 5: Im-
pact of hidden
nodes on uplink
transmission in
IEEE 802.11ax
heterogeneous
network

Creating hidden node
during simulation.

Proposing modification in carrier sens-
ing threshold during formation of BSS
to overcome hidden node problem in
densely deployed IEEE 802.11ax net-
work.

Chapter 6: Dif-
ferentiated QoS
to Heterogeneous
IoT Nodes in
IEEE 802.11ah
RAW Mechanism

Determining the
boundary of RAW slot
to stop the backoff
process and resuming
backoff process at the
start of RAW slot after
next beacon signal.

Evaluating performance of RAW scheme
in presence of heterogeneous traffic in
non-saturated load and non-ideal channel
condition. Accurately modeling EDCA
technique during backoff process in RAW
mechanism.
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performance metrics in a practical network.

We have proposed uplink MU-MIMO protocol for coexisting environment. For the

first time we have developed an accurate analytical model of MU-TXOP working in non-

saturated condition. We have assumed a noisy channel characterized by BER whereas

all previous models assumed an ideal channel condition. A detail analytical procedure is

developed for estimating backoff duration for each access category whereas the previous

models have assumed a fixed average backoff time for all access categories. We have

introduced the stability condition of IEEE 802.11ac network that has not been addressed

by any other literature. To validate our analytical model, we have developed an event driven

simulator in Matlab environment and performed extensive simulation in different network

scenario. We have evaluated the impact of hidden node on our proposed model in dense

network scenario and propose the mitigation technique of performance degradation. To

the best of our knowledge we are the first to accurately model RAW mechanism of IEEE

802.11ah protocol and have evaluated network metrics for heterogeneous IoT network.

1.8 Thesis Organization

The rest of the thesis is structured as follows:

• Chapter 2 discusses the research works in evaluating performance metrics and uplink

access techniques of IEEE 802.11 family of protocols.

• In Chapter 3 we have proposed a Markov chain based analytical model that is used

as a tool to evaluate network performance metrics of IEEE 82.11ac downlink MU-

MIMO transmission in non-saturated load and non-ideal channel condition for dif-
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ferent priority traffic categories.

• In Chapter 4 we have proposed access point controlled uplink MU-MIMO transmis-

sion protocol (A-MAC) in IEEE 802.11ac for simultaneous uplink transmission to

multiple destinations. We have used analytical model to evaluate the performance of

the proposed protocol and validate the results through extensive simulation. We have

also evaluated the impact of hidden nodes on the proposed protocol.

• Chapter 5 discusses our proposal to eliminate hidden terminal problem of IEEE

802.11ax protocol in dense deployment environment.

• In Chapter 6 we have evaluated performance of IEEE 802.11ah RAW scheme and in-

vestigate the feasibility of using RAW scheme for differentiated QoS heterogeneous

nodes in IoT.

• Chapter 7 concludes the thesis with future direction of research.
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Related Work

2.1 Performance modeling of downlink MU transmission

Due to increased demand for high bandwidth applications and possibility of coexistance

with other networking technologies, IEEE 802.11ac protocol has gotten much attention in

research industry. A number of works has already been reported to study the effect of differ-

ent network parameters on the performance of IEEE 802.11ac protocol. A simulation based

analysis of the MAC performance of IEEE 802.11ac protocol is given in [18] where MAC

performance in terms of throughput and efficiency is compared for different frame aggre-

gation techniques. A simplified numerical analysis of the effect of different aggregation

techniques on the performance of IEEE 802.11ac is provided as a benchmark to validate

the simulation result. The analysis is based on transmitting frames in a saturated load con-

dition over a point to point ideal channel. The study focuses on the effect of overheads on

different frame aggregation mechanisms. The maximum throughput (MTP) with RTS/CTS

protection for A-MSDU, A-MPDU and hybrid A-MSDU/A-MPDU are derived by the au-
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thors to analyze the performance comparison between 802.11ac and 802.11n. However,

model [18] is over simplified and does not take into account the EDCA MU-TXOP sharing

effect. The different categories of the traffic are not taken into considertaion in estimating

the average backoff time. This model overestimates the throughput calculation by trans-

mitting highest possible number of packets during each transmission in an ideal channel

condition and saturated load condition.

Another simulation based performance evaluation of multi-user MIMO in IEEE 802.11ac

protocol was done in [20] where the authors examined bit error rate and packet error rate

for different precoding techniques paired with MIMO detection techniques. However the

most important network metrics like throughput, delay, transmission probability etc. are

absent in the papper.

The improvement of performance of IEEE 802.11ac MU-MIMO due to spatial multi-

plexing together with the aggregation of packets is reported in [19]. The paper proposes

a joint spatial multiplexing and packet aggregation scheme. Performance is evaluated in

terms of the amount of packet loss and delay for different traffic loads. The simulation re-

sult is very close to the space-time batch service queuing model presented in [32]. Results

show that in non-saturation conditions, an increase in queue size increases the possibility of

scheduling a large number of packets at each MU-MIMO transmission and hence improve

the system throughput at the cost of a higher delay for low priority traffic. However, the

queuing model presented in [32] considers a constant average backoff period and does not

take into account multiple traffic categories. The scheduling technique utilizes the spatial

streams depending on the number of available packets in the queue before the start of the

transmission but does not consider the direction of transmission of packets. In fact the
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queuing model presented in [32] is valid for packets directed to only one destination with

MIMO capability rather than multiple STAs with single/multiple antennas.

IEEE 802.11ac amendment allows only non-fragmented MPDUs within an A-MPDU,

except for a VHT single MPDU. This results in filling out the A-MPDU boundary with

meaningless A-MPDU pads and thereby wasting the resource of the medium. In [33],

the author proposes an A-MPDU using fragmented MPDUs with VHT Compressed Block

ACK mechanism to improve the MAC efficiency in EDCA TXOP sharing mode. The

simulation results show that at low data rate (MCS0 @20MHz, 26Mbps), the improvement

in multi-user throughput is above 28%, while under a high data rate condition (MCS9

@80MHz, 1.56Gbps), the improvement is about 3%.

A discrete time Markov chain based analytical model for MU-TXOP sharing in IEEE

802.11ac protocol is proposed in [34]. The output of the Markov chain of the proposed

model is used to derive a mathematical model to estimate the achievable throughput of

a given traffic category. The model is an extension of well-known Bianchi’s model [35]

with the integration of TXOP sharing mode. The proposed model has noted deficiencies

as the model assumes a saturated operating condition of the queues of ACs such that there

is always at least one packet for transmission in the queue. However, in reality, every

system operates in a non-saturated condition and therefore, model presented in [34] is not

applicable in a practical system. The model also assumes an ideal channel condition and

does not take into account any transmission error. IEEE 802.11ac protocol states that during

TXOP sharing the secondary ACs may get free transmission of the queued frames based on

the availability of resources and the backoff process of secondary AC must not be penalized

for this opportunity. During the TXOP sharing the secondary ACs must freeze the backoff
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counters and resume the countdown of the backoff counters immediately after the sharing

the MU-TXOP with the primary AC. However, this important aspect of the protocol is

overlooked in [34] where the secondary AC goes to the zero-th backoff as well with the

primary AC at the end of the TXOP sharing. The model in [34] also assumes that the

secondary ACs can transmit the packets for the whole duration of the TXOP period. This is

contrary to the IEEE 802.11ac standard since the standard requires that the secondary ACs

can get free transmission as long as the primary AC has packet for transmission. As soon

as the primary AC queue becomes empty or the TXOP time reaches its limit, the secondary

AC must stop transmission and the medium is free for contention by all ACs. In addition,

the proactive zero-th backoff is absent in this Markov chain model.

In order to address the deficiencies in [34] , Hu et. al. [36] proposed a discrete Markov

chain based analytical model under non-saturated traffic condition. However, model [36]

has flaws in setting the conditions for changing the state of the Markov chain. Model in

[36] assumes that at any state of Markov chain, an AC can transmit if there is a possibility

of MU-TXOP sharing which is related to the availability of free antennas. In fact, this

state change is only possible on the condition that the medium is occupied by transmission

from another AC and the availability of the antenna in AP. Model [36] is developed on the

assumption that the maximum queue length is one which is unrealistic. This eleminates

the possibility of space-time multiplexing which is the most prominent feature of IEEE

802.11ac protocol. In Hu et. al.’s model when the primary AC gains access to the medium,

the primary AC must share the TXOP period with secondary ACs. In other words, if

there is no TXOP sharing, the medium is considered to be idle and the ACs decrement

the backoff counters. This condition in turn makes the TXOP sharing obligatory such that
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either the medium is busy and there is TXOP sharing or the medium is idle. However,

there can be instances when the medium is busy due to transmission of a particular AC but

TXOP sharing is not possible for the secondary ACs due to non-availability of antennas. In

this case secondary ACs need to freeze the backoff counter until the medium is idle. This

important TXOP sharing rule is completely ignored in [36].The model also assumes only a

perfect channel condition which is not practical.

All the works reported in [18], [20], [19], [33], [34] and [36] use fixed length MPDUs.

A simulation model of the saturation throughput of MU-TXOP sharing based on variable

length MPDU is reported in [37]. However, this saturation condition over-estimates the

network throughput and is not applicable for a practical network. The performance eval-

uation in [37] is based on only one metric: normalized throughput. No other important

performance metrics like waiting time in the queue, average queue length, packet error,

stability condition etc. are readily available in the model. Model [37] also assumes an ideal

channel condition and constant backoff period which do not comply with the standard.

We observe that most of the above research works for performance evaluation are based

on considering fixed backoff time, saturated traffic condition, ideal transmission channel

and non-QoS traffic cases. The shortcomings highlighted in the discussion strongly neces-

sitates a unified model for performance evaluation of IEEE 802.11ac protocol. We have

proposed a robust analytical model in Chapter 3 that addresses all the issues presented in

the above discussion.
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2.2 Evaluation of TXOP sharing probabilities

A simulation based performance evaluation of multi-user MIMO in IEEE 802.11ac pro-

tocol was done in [20]. In this paper the authors studied the performance of the protocol for

different combinations of pre-coding techniques paired with MIMO detection techniques.

The improvement of performance of IEEE 802.11ac MU-MIMO due to spatial multiplex-

ing together with the aggregation of packets is reported in [19]. The paper proposes a joint

spatial multiplexing and packet aggregation scheme. Performance is evaluated in terms

of the amount of packet losses (blocking probability) and delay for different traffic loads,

different number of active STAs and several number of antennas and buffer sizes at the AP.

Results show that in non-saturation conditions, increased queue size increases the possibil-

ity of scheduling a large number of packets at each transmission of MU-MIMO and hence

improve the system throughput at the cost of a higher delay. A 2-D discrete time Markov

chain based analytical model for TXOP sharing in IEEE 802.11ac protocol is proposed in

[34]. The output of the Markov chain of the proposed model is used to derive a mathemat-

ical model to estimate the achievable throughput of a given AC. The model is an extension

of well-known Bianchi’s model [35] that integrates the TXOP sharing mode. However, the

proposed model is not complete because:

• The model assumes a saturated operating condition of the queues of ACs such that

there is always at least one packet for transmission in the queue.

• The model assumes an idle channel condition and does not take into account any

transmission error.

• The new backoff process as mandated by IEEE 802.11ac protocol for the secondary
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AC during TXOP sharing is not followed.

• Network throughput is considered only for downlink communication.

The above works have attempted to evaluate quite few performance metrics of MU-

TXOP sharing properties in DL transmission. However, none of the works have evalu-

ated TXOP sharing probabilitiy for any traffic category and whether this TXOP sharing

probability impact the throughput of high priority traffic category and low priority traffic

category. In Chapter 3 we have also evaluated TXOP sharing propability for each traffic

category and its impact on throughput of different traffic classes.

2.3 MU uplink access techniques

The concept of multipacket reception in WLAN was first introduced in [38] and central

coordinator scheduled MPR protocols were proposed in [39] and [40]. The first DCF based

MPR protocol proposed in [41] assumes the transmission of multiple RTSs at the beginning

of transmission. However, due to random access nature in EDCA channel access technique,

it is unlikely that multiple STAs pick the same backoff counter value and send RTS at the

same time. In this case most of the time the channel is unavoidably under-utilized and

the performance of the protocol in this scenario will be poor. On the other hand, in a

densely concentrated network, we may expect larger number of contending STAs transmit

RTSs simultaneously than the number of antennas in the AP. Since the protocol does not

have any control on the number of RTSs, there is higher chance of collision in high load

condition.

The proposed MAC protocol in [42] requires a major change in the IEEE 802.11 pro-
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tocol. The inclusion of multiple RTS/CTS during random access period increases the over-

head burden to the protocol and therefore, reduces the throughput and efficiency of the

network. The protocol also assumes single transmission opportunity (TXOP) duration for

all traffic categories which either benefits low priority traffic category or penalizes the high

priority traffic category. A spatial multiple access (SAM) protocol proposed in [43] for up-

link asynchronous data transmission requires the stations to be able to detect precisely the

number of ongoing transmissions in the network which is difficult to achieve in wireless

environment. To ensure the proper operation of the protocol the STAs also require to trans-

mit the data such that the preambles of the multiple packets do not overlap. Therefore, the

asynchronous transmission protocol is complex and is not compatible with IEEE 802.11ac

protocol.

An uplink MMSE detection based MU-MIMO protocol is proposed in [44] for the IEEE

802.11 WLAN. In this protocol STAs use OFDMA technique to transmit access request to

AP and TDMA technique to transmit pilot signals. However, in IEEE 802.11ac amend-

ment, the training frames are explicitly included in the preamble of the data to determine

channel state information which eliminates the need for separate pilot signal transmission

during contention period. Markov chain based analytical models for asynchronous MPR

techniques are proposed in [45][46][47]. However, the underline MAC protocols are not

discussed in any of the papers [45][46][47]. Rather, the development of a theoretical analy-

sis to identify the relevant parameters and the achievable performance are the main focuses

of these proposals.

H. Li et. al. proposed a multi-user MAC (MU-MAC) that incorporates both multi-

packet reception (MPR) and multi-packet transmission by an IEEE 802.11n AP using or-
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thogonal frequency-division multiplexing (OFDM) [48]. However, the protocol does not

have any control over the number of RTSs in the uplink. If the number of RTSs exceeds

the maximum number of antennas, all packets are lost due to collision and all the STAs

involved in collision double the backoff window. Consequently, the protocol may nega-

tively impact the performance of the network. Therefore, this protocol is not suitable for

a network with large number of nodes. A multi-round contention based random access

MAC protocol for MPR is proposed in [49]. However, the additional contention round

leads to higher channel-contention overhead and therefore, there is always a trade-off be-

tween channel utilization and contention overhead. In [50] the authors proposed an unified

down/up-link MU-MIMO MAC (Uni-MUMAC) protocol to enhance the performance of

IEEE 802.11ac by exploiting multiple spatial streams. The proposed Uni-MUMAC extends

the traditional one round channel access contention to two round contention for uplink

MU-MIMO. A new contention window for the second contention is defined to elastically

accommodate the traffic from different STAs to the AP in the uplink. In the first round

of the contention for the medium, a STA gain access to the medium and sends RTS to the

AP. AP sends ant-CTS broadcast to all the nearby STAs informing them of the number of

available antennas and the duration of the second contention window. If STAs have data to

transfer to AP, they send RTS to AP one by one within the second contention period. At the

end of the contention period, the AP sends group CTS (G-CTS) to the STAs that success-

fully sent RTS to AP. STAs receiving G-CTS synchronize themselves to send data frame to

AP. Finally AP acknowledges the data by sending group ACK (G-ACK). The authors have

done extensive simulation of the protocol and have developed an analytical model to sup-

port the result of the simulation. The result exhibits that Uni-MUMAC not only performs
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well in downlink scenario but also able to balance the uplink and downlink throughput in

the uplink bandwith-hungry applications.

Uplink MU transmission protocols proposed in the above works either suffer collision

or add excessive overhead for the packets. Exchange of excessive control messages during

TXOP period produces delay for other nodes and reduces number of packet transmission

during TXOP period. Some of the research works are not compatible with the protocol.

In Chapter 4 we have proposed an uplink MU-MIMO transmission technique that uses

OFDMA technique to transmit multiple control signals simultaneously and MIMO tech-

nique to transmit multiple data packets.

2.4 Hidden Node problem

The existence of hidden nodes has always been a concern and a major factor for de-

graded network throughput and spectrum inefficiency. Although the RTS/CTS controlled

transmission is successful in avoiding hidden terminal problem for downlink transmission,

it cannot completely eliminate the problem in uplink direction. The impact of hidden node

on goodput analysis of IEEE 802.11ac was first studied in a single cell WLAN environ-

ment in [51]. Another analysis of the impact of hidden node based on simple mathematical

model was proposed for multi-hop wireless network in [52]. [53]revealed a serious prob-

lem of unfairness, referred to as asymmetric hidden node problem, arising when legacy

devices that have smaller CSTH coexist and compete for channel access with new devices

that have larger CSTH. [54] exposed several problems in managing hidden terminals for

uplink traffic in rate-controlled environments and presented channel estimation approach

(CEA) to mitigate the problem. However, the channel estimation process puts extra burden
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on access point and can not be used in dense deployment.

Hidden node problem becomes the most important factor for performance degradation

in dense deployment as recommended in the draft amendment of IEEE 802.11ax protocol.

In Chapter 5 we have proposed some modifications in the draft amendment to mitigate the

hidden node problem in upcoming IEEE 802.11ax protocol.

2.5 Performance evaluation of IEEE 802.11ah

Performance evaluation of IEEE 802.11ah amendment have been a topic of interest for

different research groups and a number of works have been reported that attempted to eval-

uate the performance of RAW transmission in IEEE 802.11ah network. Raeesi et al. in [55]

performed packet-based network simulations of 802.11ah to evaluate the performance of

RAW access technique. However, they considered only the saturated network state and did

not evaluate the separate influence of different parameters on RAW performance. Another

simulation based performance evaluation was reported in [56] which was not supported by

any analytical model of the protocol. A Markov chain based analytical model of RAW

access scheme was discussed in [16]. However, the evaluation was based on Bianchi’s

model [35] which has noted flaws and the change of state during backoff process did not

comply with EDCA technique. The performance evaluation in [16][55][56] consider only

non-QoS traffic in ideal channel and saturated traffic conditions. Simulation based stud-

ies are presented in [57][58] where the authors have implemented the visualization on top

of the simulation to study the performance of differentiated QoS traffic in IEEE 802.11ah

network.

The above works have attempted to evaluate performance of RAW mechanism of IEEE
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802.11ah protocol. However, none of the above works have reflected the recommended

backoff process for RAW scheme. In contrary to the above research works, in Chapter 6 we

have developed a model for performance evaluation of IEEE 802.11ah protocol that strictly

reflects recommendation. We have performed analytical modeling of differentiated QoS

traffic in heterogeneous network in noisy channel and non-saturated operating condition.

2.6 Chapter Summary

In this chapter we have highlighted the shortcoming of existing solutions of perfor-

mance evaluation techniques for DL-MU-MIMO transmission in IEEE 802.11ac protocol.

The flaws of the proposed analytical and simulation models are identified and a compre-

hensive analytical model is proposed in Chapter 3. The analytical model is used as a tool

to evaluate broad range of performance metrics and TXOP sharing probabilities. Flaws,

non-compatibility, inefficiency and performance degradation of existing uplink MU trans-

mission protocols are identified in Section 2.3. In Chapter 4 we have proposed access point

controlled MAC protocol that addresses known flaws and improves network performance

in uplink MU-MIMO transmission. Mitigation techniques of hidden nodes in wireless net-

work are studied in this chapter but none of the works effectively mitigate the problem in

dense deployment. We have proposed a performance improvement technique in presence

of hidden nodes in IEEE 802.11ax protocol in Chapter 5. A number of research attempts

have been made to evaluate the performance of RAW scheme in IEEE 802.11ah protocol.

However, none of the research works have studied the feasibility of using RAW mecha-

nism for differentiated QoS heterogeneous IoT nodes. In Chapter 6 we have evaluate the

performance of RAW mechanism to support QoS traffic.
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Performance analysis of MU- TXOP

sharing in IEEE 802.11ac

The successive amendments of IEEE 802.11 protocol aim at enhancing the capabil-

ity and performance while keeping the backward compatibility. The standardized mod-

ifications to both PHY and MAC layer of IEEE 802.11 standard enable a multi-station

throughput of at least 1 Gbps and a single link throughput of at least 500 Mbps. The ex-

tended 80MHz band, highly efficient 256-QAM encoding technique, frame aggregation and

down-link multi user MIMO technique provides a multi-facet increase in performance of

the network. The pioneering DL-MU-MIMO transmission technique allows simultaneous

transmission to multiple clients using non-overlapping OFDM sub-carriers. Different QoS

based categories of traffic contend for medium access using EDCA and gain contention

free access to the medium for a period of time bounded by TXOP limit. The owner of

TXOP may share the TXOP period with secondary ACs and thereby increase the through-

put of the network. In this chapter we have proposed an analytical model of IEEE 802.11ac
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protocol based on discrete Markov chain model and E-limited M/G/1 queuing model. A

good number of performance metrics like backoff time, throughput, successful transmis-

sion probability, medium access probability, delay, packet error etc. are easily available

from the model. Careful estimation of backoff time is vital in ensuring fairness among dif-

ferent traffic categories in accessing the medium. In the proposed model, emphasis is given

in deriving the backoff time for different traffic categories. The impact of MU-TXOP shar-

ing on network throughput and bandwidth utilization is studied in detail in the proposed

model. The queuing model combined with Markov chain model provide an attractive an-

alytical solution that can be used to calculate important performance metrics in a practical

network.

3.1 Introduction

The widespread deployment and continuous evolution of IEEE 802.11 protocol while

keeping the backward compatibility has made it an amazingly successful technology. The

IEEE 802.11ac amendment increases the channel bandwidth and introduces downlink multi-

user MIMO technique with multiple antennas at both sender and receiver end [5].

The DL-MU-MIMO technique allows an access point (AP) to simultaneously transmit

to multiple clients in the down-link transmission. Spatial diversity provided by multiple

antennas can enhance the performance proportionally with the increase of the number of

spatial streams, and thus makes IEEE 802.11ac an attractive choice for a variety of high end

data service applications like on-line streaming, IPTV and video in smart phones and tablets

[2]. The protocol supports the use of maximum eight spatial streams in any station (STA),

but a single spatial stream at 80MHz can be used to provide a cost-effective alternative to
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using two spatial streams at 40MHz band [18]. At any instant no more than 4 STAs can be

targeted by an AP for DL-MU-MIMO and a maximum of four streams can be projected to

a targeted client.

TXOP provides contention free access to the medium for voice and video frames for

a period of time bounded by TXOP limit. Uninterrupted access to the medium for voice

and video frames allows multiple frame transmission which prevents low priority traffic

from occupying the channel for an unnecessary long period of time [21]. Each EDCAF

of an access point (AP) contends for EDCA TXOP; once it wins the competition, this

EDCAF becomes the owner of that TXOP. The traffic category that gains access to the

medium is known as primary AC and other ACs become the secondary ACs. The internal

competition for TXOP can be resolved by sharing the TXOP with the secondary ACs. If

the primary AC transmits multiple packets towards one direction over the period of TXOP

duration, this TXOP is known as EDCA TXOP. The introduction of DL-MU-MIMO in

IEEE 802.11ac protocol enables the transmission of multiple packets from primary AC to

multiple directions or multiple packets from both the primary AC and the secondary ACs

to multiple directions using different antennas simultaneously. This TXOP is known as

MU-TXOP. Point to multipoint communication is achieved through MU-TXOP sharing.

The protocol defines the following conditions for sharing TXOP by the primary AC.

TXOP sharing is possible only when sufficient resources are available in the AP and there

are packets waiting for transmission in the queue of the AP. The primary AC decides which

secondary ACs to share the TXOP with. When the primary AC has enough data to send

to multiple destinations, it should send its own data before sharing the TXOP with the

secondary ACs. If two or more secondary ACs compete for the same destination during
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TXOP sharing, the higher priority AC gets the opportunity and the lower priority AC needs

to backoff. The duration of TXOP time is determined by the TXOP limit of the primary

AC and it cannot be affected by the frame sizes of secondary ACs. Finally, MU-TXOP is

released as soon as the primary AC finishes its transmission even though there are frames

in the queues of secondary ACs.

Since MU-MIMO is not available in the uplink direction, the AP uses poll-based tech-

nique to receive ACK or BA by sending block acknowledgement request (BAR) sequen-

tially in order to avoid collision.

Contention that occurs when two or more STAs try to gain access to the channel is re-

solved through a backoff process invoked by an EDCAF [59]. Duration of the backoff pro-

cess determines the extent of priority differentiation among traffic classes, as a secondary

AC freezes its backoff countdown timer when it starts to share the TXOP with primary AC

and resumes the countdown when the channel becomes idle after the end of the TXOP. This

effectively shortens the duration of backoff for lower traffic classes and alleviates priority

differentiation [5].

In this chapter we evaluate the impact of DL-MU-TXOP sharing on the performance of

all traffic categories under uniform spatial distribution of STAs. To the best of our knowl-

edge, this is the first work that evaluates MU-TXOP sharing probabilities for different traf-

fic categories under varying load conditions (packet arrival rate, λk). Due to MU-TXOP

sharing, the backoff process of a traffic category is quite different from the previous amend-

ments. Our analysis provides an accurate estimation of backoff duration for different traffic

categories. To this end, we have developed a detailed analytical model of IEEE 802.11ac

protocol based on discrete Markov chain model and E-limited M/G/1 queuing model. The

53



Chapter 3: Performance analysis of MU- TXOP sharing in IEEE 802.11ac

model allows accurate evaluation of the throughput enhancement obtained through TXOP

sharing; it allows performance evaluation under non-saturated load and in non-ideal chan-

nel condition; it allows estimation of backoff duration for each access category separately

whereas earlier models have assumed a fixed average backoff time for all access categories;

and it allows the definition of the stability condition of IEEE 802.11ac networks that has

not been addressed in existing literature.

The rest of the chapter is organized as follows: Modeling of backoff process is discussed

in Section 3.3. The queuing model and the Markov chain model is discussed in Sections 3.4

and 3.5, respectively. The results are discussed in Section 3.6. Finally, we summarize the

chapter in Section 3.7.

3.2 Modeling of MU-TXOP

In this chapter we are focusing on modeling downlink multi-user TXOP sharing with

uniform spatial distribution of STAs. We use queuing model of each node and Markov

chain model to model the backoff process. A probabilistic model is used to address as-

sembling the TXOP and activities on the medium. We model a single AP which has four

different priority traffic classes, conveniently labeled Background, Best Effort, Video, and

Voice, which we denote as ACk where, {k = 0, 1, 2, 3} respectively. We assume that the

primary AC can share the TXOP time with the secondary ACs depending on the avail-

ability of resources at the AP, even though the backoff counters of secondary ACs are not

zero.

ACk transmits as secondary AC only if another ACh6=k becomes primary AC for cur-

rent TXOP transmission. Let fsk denote the probability that ACk gets an opportunity to
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transmit packets due to MU-TXOP sharing; we will find its value in Section 3.5.2 using a

queuing model. During MU-TXOP, a burst of maximum four frames can be sent to four

different destinations at a time. The number of bursts to be transmitted during the MU-

TXOP period is determined by the TXOP duration limit of the primary AC; we map this

parameter to a maximum Mk bursts that can be transmitted during the MU-TXOP sharing.

RTSs are sent to the intended destinations at the beginning of the TXOP and scheduling of

the packet transmission is done upon successful reception of CTSs.

Packet arrival of traffic class k to the AP follows Poisson process with arrival rate λk.

We assume a time slot of ω = 9µs and an MPDU duration of ld slots including MAC and

PHY header. Durations of RTS, CTS, BA and BAR are expressed in number of slots and

are denoted by [rts, cts, ba, bar] respectively. Duration of AIFSk and SIFS periods are

denoted by aifsk and sifs respectively. Duration of EIFS is expressed as sifsk + ack+ 1

in slots. Channel error is expressed by Bit Error Rate (BER) and denoted as ber. Probability

that there will be no RTS error due to noise in the channel is given as

δr = (1− ber)rtsb (3.1)

and the probability that there will be no CTS error due to noise in the channel is given as

δc = (1− ber)ctsb (3.2)

where, rtsb and ctsb are number of bits in RTS and CTS respectively. The probability that
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Figure 3.1: EDCA channel prioritized access (adopted from [10])

RTS or CTS will not be corrupt due to channel noise is given as

δ = (1− ber)rtsb+ctsb (3.3)

and the probability that data or BA will not experience any corruption due to channel noise

is given as

σ = (1− ber)ldb+bab . (3.4)

The behaviour of different ACs during backoff period is shown in Figure 3.1. In this

model we have used notations from [10] where the backoff process is divided into two

phases: the freezing countdown and backoff countdown. Before ACk can start backoff

countdown, the medium must be idle for a period of AIFSk without interruption. AIFSk
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can be expressed as

AIFSk = SIFS + AIFSNkω

where, AIFSNk is arbitration inter frame spacing number for traffic category k as shown

in Fig.3.1. A freezing counter counts down the AIFSk period for ACk. If the medium

gets busy due to transmission of a higher priority AC which we denote as primary AC,

the secondary ACs can be considered for sharing the TXOP even though the secondary

ACs are either in freezing countdown or in backoff countdown state. However, for the

simplicity of our analysis, we assume that the secondary ACs can only be considered for

MU-TXOP sharing when they are in backoff countdown process. This means: 1) if the

medium gets busy during freezing countdown process, freezing counter is restarted, 2) if

medium gets busy during backoff countdown process and the AC is not considered for MU-

TXOP sharing, freezing counter is restarted before the backoff counter resumes , and 3) If

the medium gets busy during backoff process and the AC is considered for TXOP sharing,

the backoff counter is kept frozen and resumes the countdown as soon as the medium

becomes free.

We begin our analysis from the point immediately after finishing a TXOP period. We

assume that the queues of all ACs are non-empty and none of the ACs are in either freezing

or backoff state. As soon as the previous transmission ends, all ACs will compete for

access to the medium. According to Fig. 3.1, no transmission is possible during the period

AIFS3. The initial values of the freezing counters are set to be
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Bk = AIFSNk − AIFSN3 k = 0 . . . 3

Duration of period where traffic class k and higher can access the medium is denoted

as Ak and their maximum durations are

Ak,max =

AIFSNk−1 − AIFSNk, k = 1 . . 3

W0,max, k = 0

(3.5)

where, W0,max is the maximum number of backoff states for AC0.

It is important to note that after the end of MU-TXOP time, if the queue of either the

primary AC or the secondary AC becomes empty, the AC starts proactive zeroth backoff.

If the queue of the primary AC is not empty at the end of MU-TXOP time, it starts regular

backoff and if the queue of the secondary AC is not empty after TXOP sharing, it resumes

the backoff countdown from the state where it was considered for TXOP sharing. At the end

of the proactive zeroth backoff if the queue is empty, ACk goes to idle state. As soon as a

packet arrives,ACk exits the idle state and senses the medium for a period ofAIFSk. If the

medium is idle for a period ofAIFSk,ACk can start transmission without going for further

backoff countdown. However, if the medium becomes busy duringAIFSk period or buffer

is not empty at the end of previous transmission, ACk enters regular backoff procedure. At

the end of the proactive zeroth backoff if the queue is not empty, the following events take

place: 1) transmission is successful and buffer becomes empty; in this case ACk starts

proactive backoff again, 2) transmission is successful and the buffer is not empty; in this

case ACk starts regular backoff, and 3) transmission is not successful in which case ACk
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goes to backoff phase 1 with increased contention window.

Backoff counter value is uniformly distributed over the interval [0, CWk,i], where

CWk,i is the contention window for ACk during backoff phase i. During the backoff pro-

cess the backoff counter is decremented if the medium is idle at the end of the time slot.

When the backoff counter value goes to zero, ACk gets the right to transmit data. If the

transmission fails due to collision, ACk goes to the next backoff phase with increased con-

tention window size until maximum contention window size CWk,max is reached. There

are mk +1 (0 . . .mk ) number of backoff phases with different contention windows. Let R

be the maximum retry limit such that R− (mk + 1) backoff phases will have same backoff

window size of CWmax. Since the backoff counter can take any value within the range [0,

CWk,i], the maximum number of backoff states in backoff phase i can be Wk,i = CWk,i+

1. For backoff phase 0, the value of the backoff counter Wk,0 is set to be

Wk,0 = CWk,min + 1.

We can express Wk,i in terms of Wk,0 as follows:

Wk,i =

 2iWk,0 0 ≤ i ≤ mk

2mkWk,0 = Wk,max mk < i ≤ R

(3.6)

The probability fk that a timeslot will be idle during the interval Ak,max can be related to

the channel access probability τk as :
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f3 = Probability of no AC3 transmission during a slot of A3,max

= 1− τ3.

Similarly,

f2 = Probability of no AC3 transmission during a slot of A2,max and

no AC2 transmission during a slot of A2,max

= (1− τ3)(1− τ2).

In general, the idle probability of each slot during Ak,max period can be expressed as

fk =
3∏
l=k

(1− τl) (3.7)

For AC0, the decrement of backoff counter takes place only during A0,max if the time

slot during this period is idle, so the corresponding backoff counter decrement probability

is f0
1−τ0 . The denominator takes into account the fact that, when AC0 is in backoff state,

other ACs are not transmitting. AC1 can decrement the backoff counter during the periods

A0,max and A1,max if the medium is idle during those periods. Since AC1 is in backoff

state, the probability that a time slot during the period A1,max will be idle is f1
1−τ1 , while the

probability that a time slot during the period A0,max will be idle is f0
1−τ1 . The normalized

probability that the backoff counter of AC1 is decreased during these two periods is ob-

tained by combining the two probabilities with the total probability of period A1,max being
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idle. Similarly we can derive the probability of decrementing the backoff counter for all

ACs as

g0 =
f0

1− τ0

,

g1 = (1− f1
A1,max)

f1

1− τ1

+ f1
A1,max

f0

1− τ1

,

g2 = (1− f2
A2,max)

f2

1− τ2

+ f2
A2,max

[
(1− f1

A1,max)
f1

1− τ2

+ f1
A1,max

f0

1− τ2

]
,

g3 = (1− f3
A3,max)

f3

1− τ3

+ f3
A3,max

{
(1− f2

A2,max)
f2

1− τ3

+f2
A2,max

[
(1− f1

A1,max)
f1

1− τ3

+ f1
A1,max

f0

1− τ3

]}
. (3.8)

gk is also the probabilty that only one ACk (primary) gains access to the medium during a

slot. So, the probability γk that a transmission of ACk does not collide is give as

γk = gk.

3.3 Modeling the backoff process

The backoff process is modeled by using a Discrete Time Markov Chain (DTMC)

where each state of the chain for an AC in a particular backoff phase is represented by

two counters: the freezing counter, Bk, and the backoff counter, j. Fig. 3.2 shows the basic

building block of the Markov chain model showing the behaviour of freezing countdown

process of an AC during backoff phase i with backoff counter value j. In IEEE 802.11ac

amendment the value of AIFSNk is kept same as in IEEE 802.11e so that the number of

states in the freezing counter is not changed in the amendment. However, the condition for
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changing the state is now different. In IEEE 802.11ac amendment, the secondary AC can

participate in packet transmission even during backoff countdown process. Each block has

two external inputs: Pink,i[1], which is the vertical input coming from the previous back-

off phase i − 1 , and Pink,i[2] which is the lateral input coming from the previous backoff

state j − 1 within the same backoff phase i. For backoff counter value of j = Wk,i − 1,

lateral input probability Pink,i[2] is zero. A freezing counter counts down the AIFSk pe-

riod for ACk. For simplicity, we assume that the secondary ACs can only be considered

for MU-TXOP sharing when they are in the backoff countdown process. As a result, if the

medium gets busy during the freezing countdown process, freezing counter is restarted. For

non-zero backoff counter (j 6= 0), if the freezing counter becomes zero and the medium is

sensed idle, the backoff counter is decremented and the state of the Markov chain is moved

to next basic block with probability gk as shown in Figure 3.2. If the medium is not idle

after freezing counter reaches zero (Bk = 0; j 6= 0), any of the following three events can

take place:

• If ACk is not considered for MU-TXOP sharing by the primary AC, the freezing

counter is restarted with probability (1− gk)(1− fsk),

• if ACk is considered for MU-TXOP sharing and queue does not become empty due

to transmission as secondary AC, the freezing counter will not be restarted and the

backoff counter remains at the same state with probability fsk(1 − gk)(1 − πk,0)

where, πk,0 denotes the probability that the queue ofACk is empty after transmission,

and

• If ACk is considered for MU-TXOP sharing and queue becomes empty, ACk starts

proactive zeroth backoff with probability fsk(1 − gk)πk,0. ACk, which acts as sec-
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ondary AC, resumes backoff countdown at the end of transmission if the queue is not

empty after transmission.

When the backoff counter reaches zero (j = 0), we assume that ACk can not be consid-

ered for MU-TXOP sharing any more and there will be no loop back from bottom to the

top of the basic block.

3.3.1 Sum of the probabilities of the freezing block states:

Now let us derive the sum of the state probabilities in the freezing block for any non

zero value of backoff counter.

AC3 :

For AC3 the basic block reduces to only one state because there is no freezing counter

(B3 = 0) for AC3. We can write the state transition equation:

b3,i,j,0 = Pink,i[1] + Pink,i[2] + b3,i,j,0(1− g3)(1− fsk) + b3,i,j,0(1− g3)fsk(1− π3,0)

(3.9)

which after rearranging we get,

b3,i,j,0 =
Pink,i[1] + Pink,i[2]

1− (1− g3)(1− fskπ3,0)
j 6= 0 (3.10)

Here, πk,0 is the probability that queue of theACk is empty after the departure of an MPDU.

Let us now define a parameter Fnl[3] = 1
1−(1−g3)(1−π3,0)

. For j = 0, there will be no loopback
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Figure 3.2: Basic block of the Markov chain model
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for the bottom state and the state probability is given as

b3,i,0,0 = Pink,i[1] + Pink,i[2] j = 0

and Fl[3] = 1 .

AC2 :

For AC2, the maximum value of freezing counter is A3,max = B2. We can write the

state transition equation as

b2,i,j,B2 =

A3,max∑
n=1

b2,i,j,n(1− f3) + b2,i,j,0(1− g2)(1− fsk) + Pink,i[1]

We can express other freezing block states as

b2,i,j,B2−1 = f3b2,i,j,B2

b2,i,j,B2−2 = f3b2,i,j,B2−1

= f 2
3 b2,i,j,B2

...

b2,i,j,1 = f
A3,max−1
3 b2,i,j,B2

b2,i,j,0 = f3b2,i,j,1 + (1− g2)fsk(1− π2,0)b2,i,j,0 + Pink,i[2] (3.11)
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which after re-arranging and substituting we get,

b2,i,j,0 =
(f3)A3,maxb2,i,j,B2 + Pink,i[2]

1− fsk(1− g2)(1− π2,0)

=
Pink,i[2]

1− fsk(1− g2)(1− π2,0)
+

(f3)A3,max

1− fsk(1− g2)(1− π2,0)
b2,i,j,B2 (3.12)

Substituting equation (3.12) in equation (3.11) and simplifying we get

b2,i,j,B2 =
Pink,i[1] + r2Pink,i[2]

[1− r2] fA3,max
3

(3.13)

where,

r2 =
(1− g2)(1− fsk)

1− fsk(1− g2)(1− π2,0)
(3.14)

Now substituting (3.13) in (3.12) we get the value of state b2,i,j,0 in terms of Pink,i[1] and

Pink,i[2] as

b2,i,j,0 =
Pink,i[2]

1− fsk(1− g2)(1− π2,0)

+
(f3)A3,max

1− fsk(1− g2)(1− π2,0)

[
Pink,i[1] + r2Pink,i[2]

[1− r2] fA3,max
3

]
=

Pink,i[1] + Pink,i[2]

{1− fsk(1− g2)(1− π2,0)} (1− r2)
(3.15)

Eqn. (3.15) is also the general form of bk,i,j,0. The sum of the state probabilities of the

freezing block for j 6= 0 is given as
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A3,max∑
n=0

b2,i,j,n = b2,i,j,0 + b2,i,j,1 + . . .+ b2,i,j,B2

=
Pink,i[2]

1− fsk(1− g2)(1− π2,0)

+
(f3)A3,max

1− fsk(1− g2)(1− π2,0)

[
Pink,i[1] + r2Pink,i[2]

[1− r2] fA3,max
3

]
+ b2,i,j,B2

[
1 + f3 + f 2

3 + . . .+ f
A3,max−1
3

]
(3.16)

which, after simplification can be expressed as

A3,max∑
n=0

b2,i,j,n =
Pink,i[2]

1− fsk(1− g2)(1− π2,0)
+ [Pink,i[1] + r2Pink,i[2]]Fl[2] (3.17)

where,

Fl[2] =
1

(1− r2) [1− fsk(1− g2)(1− π2,0)]
+

∑A3,max−1
n=0 fn3

(1− r2)f
A3,max

3

. (3.18)

∑A3,max

n=0 b2,i,j,n is the probability that the freezing counter has a duration of n timeslots

for AC2 for non zero value of backoff counter (j 6= 0).

Now we derive the probability for the duration of freezing countdown for backoff

counter value j = 0. In this case there will be no loopback from bottom (b2,i,0,0) to the

top (b2,i,0,B2) of the freezing countdown block. We can write the state transition equations
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as follows:

b2,i,0,B2 = Pink,i[1] + (1− f3)

A3,max∑
n=1

b2,i,0,n

b2,i,0,B2−1 = f3b2,i,0,B2

b2,i,0,B2−2 = f3b2,i,0,B2−1

= f 2
3 b2,i,0,B2

...

b2,i,0,1 = f
A3,max−1
3 b2,i,0,B2

b2,i,0,0 = f3b2,i,0,1 + Pink,i[2]

= (f3)A3,maxb2,i,0,B2 + Pink,i[2]

(3.19)

b2,i,0,B2 can be re-written using (3.19) as

b2,i,0,B2 = Pink,i[1] + (1− f3)
[
b2,i,0,B2 + b2,i,0,B2−1 + . . .+ b2,i,0,1

]
=
Pink,i[1]

f
A3,max

3

(3.20)

Substituting equation (3.20) in equation (3.19) we get,

b2,i,0,0 = Pink,i[1] + Pink,i[2] (3.21)

Eqn. (3.21) is also the general form of bk,i,0,0. The sum of the state probabilities for the
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freezing block for j = 0 is given by:

A3,max−1∑
n=0

b2,i,0,n = Pink,i[1] + Pink,i[2] +
[
b2,i,0,B2 + b2,i,0,B2−1 + . . .+ b2,i,0,1

]
= Pink,i[2] + Pink,i[1]Fnl[2] (3.22)

where,Fnl[2] is given by,

Fnl[2] = 1 +

∑A3,max−1
n=0 fn3

f
A3,max

3

(3.23)

Similarly we can derive the sum of the probabilities of freezing block forAC1 andAC0.

In general the sum of the state probabilities in the freezing block for ACk<3 when there is

loopback from the bottom state is given as

Bk∑
n=0

bk,i,j,n =
Pink,i[2]

1− fsk(1− gk)(1− πk,0)
+
[
Pink,i[1] + rkPink,i[2]

]
Fl[k] k < 3

(3.24)

where,

Fl[k] =
1[

1− fsk(1− gk)(1− πk,0)
] +

3∑
i=k+1

Ai,max−1∑
n=0

fni

3∏
l=i+1

f
Al,max
l

(1− rk)
3∏

i=k+1

f
Ai,max
i

(3.25)

The sum of the state probabilities in the freezing block for ACk<3 when there is no
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loopback from the bottom state is given as

Bk∑
n=0

bk,i,j,n = Pink,i[2] + Pink,i[1]Fnl[k], k < 3 (3.26)

where,

Fnl[k] = 1 +

3∑
i=k+1

Ai,max−1∑
n=0

fni

3∏
l=i+1

f
Al,max
l

3∏
i=k+1

f
Ai,max
i

. (3.27)

3.3.2 PGF for the duration of TXOP allocation

We denote the MPDU of primary AC as priority MPDU and MPDUs of secondary

ACs as non priority MPDUs. The MPDU burst transmitted in a single TXOP allocation

must contain at least one priority MPDU. The rest could be either priority MPDUs or

non priority MPDUs. For our analysis we consider four queues each associated with one

antenna covering 90 degree surface angle. Each queue contains both the priority and non

priority MPDUs. The priority MPDUs are transmitted first and if there is no priority MPDU

in a particular queue, non-priority MPDU is considered for transmission. The number of

bursts transmitted during MU-TXOP depends on TXOP duration. To obtain the PGF for

TXOP duration, we first need to derive the PGF for the number of MPDUs in each burst

and then we derive the PGF for the number of bursts during TXOP duration. We assume

equal packet arrival probability in all our directional queues. Let us define πk,0 be the

probability that the queue of ACk is empty after the departure of an MPDU and πk,0,d be

the probability that there is no MPDU of ACk in the direction of d ={1,2,3,4}. We define
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Table 3.1: Transmission matrix for packets in two directions
Direction 1 Direction 2 Direction 3 Direction 4

P P E E
P S E E
S P E E
P E P E
P E S E
S E P E
P E E P
P E E S
S E E P
E P P E
E P S E
E S P E
E P E P
E P E S
E S E P
E E P P
E E P S
E E S P

θk,d to be the probability that the burst contains MPDU for d directions. Note that the burst

contains MPDU in only one direction when there is no TXOP sharing. We also assume that

if primary AC has MPDUs for all directions, these MPDUs get priority over the MPDUs

from secondary ACs. We can write the probability θk,1 as

θk,1 = (1− fsk)
[
(1− πk,0,1) + (1− πk,0,2) + (1− πk,0,3) + (1− πk,0,4)

]
(3.28)

where πk,0,d is the probability that there is no priority MPDU in the queue for the direction

d. The transmission matrix for MPDUs in two directions is shown in Table: 3.1 where, P, S

and E denote primary, secondary and empty respectively. From Table: 3.1 we can derive
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the probability considering the fact that packet transmission in two different directions take

place only during MU-TXOP sharing.

θk,2 = fsk [πk,0,3πk,0,4(1− πk,0,1)(1− πk,0,2) + πk,0,3πk,0,4(1− πk,0,1)

πk,0,2
∑
h6=k

(1− πh,0,2) + πk,0,3πk,0,4(1− πk,0,2)πk,0,1
∑
h6=k

(1− πh,0,1)

+πk,0,2πk,0,4(1− πk,0,1)(1− πk,0,3) + πk,0,2πk,0,4(1− πk,0,1)πk,0,3
∑
h6=k

(1− πh,0,3)

+πk,0,2πk,0,4(1− πk,0,3)πk,0,1
∑
h6=k

(1− πh,0,1) + πk,0,2πk,0,3(1− πk,0,1)(1− πk,0,4)

+πk,0,2πk,0,3(1− πk,0,1)πk,0,4
∑
h6=k

(1− πh,0,4) + πk,0,2πk,0,3(1− πk,0,4)

πk,0,1
∑
h6=k

(1− πh,0,1) + πk,0,1πk,0,4(1− πk,0,2)(1− πk,0,3) + πk,0,1πk,0,4(1− πk,0,2)

πk,0,3
∑
h6=k

(1− πh,0,3) + πk,0,1πk,0,4(1− πk,0,3)πk,0,2
∑
h6=k

(1− πh,0,2)

+πk,0,1πk,0,3(1− πk,0,2)(1− πk,0,4) + πk,0,1πk,0,3(1− πk,0,2)πk,0,4
∑
h6=k

(1− πh,0,4)

+πk,0,1πk,0,3(1− πk,0,4)πk,0,2
∑
h6=k

(1− πh,0,2) + πk,0,1πk,0,2(1− πk,0,3)(1− πk,0,4)

+πk,0,1πk,0,2(1− πk,0,3)πk,0,4
∑
h6=k

(1− πh,0,4) + πk,0,1πk,0,2(1− πk,0,4)

πk,0,3
∑
h6=k

(1− πh,0,3)

]
.

(3.29)

where, h = {0, 1, 2, 3}. If we assume identical Poisson arrival process for queues in all
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four directions, we can write πk,0,1 = πk,0,2 = πk,0,3 = πk,0,4 = πk,0/4. The probability

that queue of any direction is not empty, is given by (1 − πk,0)/4. Then equations ( 3.28)

and (3.29) reduce to

θk,1 = 4(1− fsk)
1− πk,0

4

and

θk,2 = 6
1

44
fsk

[
π2
k,0(1− πk,0)2 + 2π3

k,0(1− πk,0)
∑
h6=k

1− πh,0
4

]

respectively. Similarly we get,

θk,3 = 4
1

44
fsk

[
πk,0(1− πk,0)3 + 3π2

k,0(1− πk,0)2
∑
h6=k

1− πh,0
4

+ 3π3
k,0(1− πk,0)

{∑
h6=k

1− πh,0
4

}2 ]

and

θk,4 =
1

44
fsk

[
(1− πk,0)4 + 4πk,0(1− πk,0)3

∑
h6=k

1− πh,0
4

+ 6π2
k,0(1− πk,0)2

{∑
h6=k

1− πh,0
4

}2

+ 4π3
k,0(1− πk,0)

{∑
h6=k

1− πh,0
4

}3 ]
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In general θd can be expressed as

θk,d =



(1− fsk) 4!
d!(4−d!)

1−πk,0
4

, d=1

fsk
44

(
4
d

)∑d
j=1

(
d
j

)
(1− πk,0)j(πk,0)4−j{∑

h6=k
1−πh,0

4

}d−j
. d>1

The PGF for the number of packets in the burst Θk(z) is given by,

Θk(z) =
4∑
d=1

θk,dz
d (3.30)

and the average number of packets in a burst is given by Mbk = Θ′k(1). Let Mk be the

maximum number of bursts that can be transmitted during TXOP period and ψk,µ be the

probability that µ number of bursts are transmitted during TXOP period. Φ(z), the PGF for

the number of packets transmitted during TXOP period is given by,

Φk(z) =

Mk∑
µ=1

ψk,µΘk(z)µ (3.31)

PGF for the duration of a single burst Sbk(z)is given by,

Sbk(z) =
4∑
d=1

θk,dz
{ld+d(ba+sifs)}

= z{ld+Mbk(ba+sifs)} (3.32)

where ld and ba are length of data and block acknowledgement respectively. The PGF for
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total TXOP duration is given by,

Stk(z) = zrts+Mbk(sifs+cts)

Mk∑
µ=1

ψk,µSbk(z)µ (3.33)

3.3.3 PGF for the duration of access to the medium

The medium becomes busy either by unsuccessful reservation of bandwidth or by suc-

cessful transmission of packets from ACk. We will derive the PGF for both the durations

separately.

3.3.4 PGF for the duration of unsuccessful bandwidth reservation

During bandwidth reservation RTS can collide due to multiple transmissions or RTS can

be corrupt due to error in the channel. Since there is no collision for CTS, the only source

of error for CTS is the channel error. The PGF for the duration for which the medium

is busy due to collision or corruption of RTS is given as zrts+Mbk(sifs+cts). For error in

CTS, other ACs hear the NAV and update accordingly. The PGF for the duration for which

the medium is busy due to error in CTS is given as zrts+Mbk(sifs+cts)+ld+Mbk(sifs+ba). We

combine the two PGFs by the probability of no RTS collision γk and obtain the PGF for

unsuccessful bandwidth reservation Ctk(z) as

Ctk(z) = γkδr(1− δc)zrts+Mbk(sifs+cts)+ld+Mbk(sifs+ba)

+ [1− γkδr(1− δc)] zrts+Mbk(sifs+cts) (3.34)
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3.3.5 PGF for the duration of successful access to the medium during

Ar period

During A3,max period, only AC3 can access the medium with probability τ3. The PGF

for the duration of access for AC3 is given by

Sw3(z) =
τ3St3(z)

τ3

(3.35)

Here τ3 in the denominator is the normalization factor for A3,max period. During A2,max

period both AC3 and AC2 can access the medium. So, we can write the PGF for the

duration of successful access to the medium by all possible ACs during A2,max is given as

Sw2(z) =
τ3St3(z) + τ2St2(z)

τ3 + τ2

(3.36)

In general, the PGF for the duration of successful access to the medium by all ACs during

Ar, {r = 0 . . . 3} period can be written as

Swr(z) =

∑3
i=r τiSti(z)∑3

i=r τi
(3.37)

3.3.6 PGF for time spent in the freezing countdown process of ACk in

no loop condition

Time spent in the freezing countdown process to traverse AIFSk, is the basic compo-

nent of the total time required in the backoff process of any ACk. When AC3 gains the

76



Chapter 3: Performance analysis of MU- TXOP sharing in IEEE 802.11ac

access to the medium during A3,max period, the freezing counter values of ACk k={0,1,2}

are reset to AIFSk, k={0,1,2} values respectively and kept frozen until the medium be-

comes idle. During this period the probability that a successful transmission takes place

is given by τ3. This is the probability Pfa3 that the freezing counters of ACk k={0,1,2}

restart due to a successful transmission during A3,max period. We can write,

Pfa3 = τ3 (3.38)

During A2,max period, either AC2 gains access to the medium and AC3 is idle or AC3

gains the access to the medium and AC2 is idle. The freezing counters of AC1 and AC0

are reset and kept frozen until the medium becomes idle again. The probability that the

medium becomes busy due to successful transmission during period A2,max is given by

τ2(1−τ3)+τ3(1−τ2) and the probability Pfa2 that the freezing counters of AC1 and AC0

will be restarted is given by

Pfa2 = τ2(1− τ3) + τ3(1− τ2) (3.39)

In general, the probability Pfal that the freezing counters of ACk<l will be restarted due

to a successful transmission during Al, l = {0, 1, 2, 3} period is given by

Pfal =
3∑
i=l

τi
∏3

j=l(1− τj)
1− τi

(3.40)

Since fl is the probability that the medium is idle during the period Al, 1− fl is the proba-

bility that the medium is busy due to successful transmission or a collision. The probability
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Pfcl that the freezing counter is restarted for ACk<l due to a collision during Al is given

by:

Pfcl = 1− fl − Pfal (3.41)

For AC3 there will be no restart of the freezing counter and AC3 needs to traverse

AIFSN3 slots before it can start transmission. If we consider no loopback from bottom to

the top of freezing countdown block as shown in Figure 3.2, we can write the PGF for time

spent in freezing countdown of AC3 as

Bfnl3(z) = zAIFSN3 (3.42)

Let Bfnl2(z) be the PGF for the time spent in the freezing countdown of AC2 for every

slot boundary within the period of B2. When B2 has a duration of 1 slot two events can

take place at the slot boundary : 1) 1 − f3 is the probability that the medium becomes

busy due to transmission from higher priority AC. In this case the freezing counter of AC2

is kept frozen for the duration the medium remains busy and the freezing counter is reset

to the value of AIFSN2, 2) f3 is the probability that the medium is idle and the freezing

countdown ends. In this case Bfnl2(z) has a value of 1 timeslot. We can write Bfnl2(z)

for the case when B2 has a duration of 1 timeslot as

Bfnl2(z) = (1− f3)zBfnl2(z)
Pfa3Sw3(z) + Pfc3Ct(z)

1− f3

+ f3z (3.43)
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The first part of the right hand side of the equation (3.43) has 3 factors: (1 − f3)z is for

the slot required to determine that the medium is busy with probability 1-f3, Bfnl2(z) is

the time required to countdown the value of AIFSN2 again and Pfa3Sw3(z)+Pfc3Ct(z)
1−f3 is

the time for which the freezing countdown is kept frozen. When B2 has a duration of 2

timeslots, from similar argument, we can write the PGF as

Bfnl2(z) = (1− f3)zBfnl2(z)
Pfa3Sw3(z) + Pfc3Ct(z)

1− f3

+ f3z(1− f3)zBfnl2(z)
Pfa3Sw3(z) + Pfc3Ct(z)

1− f3

+ (f3z)(f3z)

For B2 = A3,max we can write,

Bfnl2(z) = Bfnl2(z)
Pfa3Sw3(z) + Pfc3Ct(z)

1− f3

(1− f3)z

A3,max−1∑
l=0

(f3z)l + (f3z)A3,max

(3.44)

which after simplification we get,

Bfnl2(z) =
(f3z)A3,max

1− Pfa3Sw3(z)+Pfc3Ct(z)
1−f3 (1− f3)z

∑A3,max−1
l=0 (f3z)l

(3.45)

Similarly we can drive Bfnl1(z) and Bfnl0(z). Equations (3.42) and (3.45) are the PGFs

for time required for the freezing countdown process. The generalized form of the PGF for

freezing countdown time for ACk k={0, 1, 2} can be expressed as
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Bfnlk(z) =
zAIFSNk

∏3
i=k+1(fiz)Ai,max

1−
∑3

i=k+1
PfaiSwi(z)+PfciCt(z)

1−fi

∑Ai,max−1
n=0 (zfi)n(1− fi)z

∏3
l=i+1(zfl)Al,max

3.3.7 Backoff counter suppression probability of ACk due to medium

busy

The decrement of the backoff counter starts when the freezing counter reaches zero and

the medium is idle. ACk can be in backoff state in the areas Al≤k. Backoff suppression

probability Pbs3,3 for AC3 in area A3 is zero since only AC3 is in backoff state and no

transmission by any other AC is possible. Backoff suppression probability Pbs3,2 for AC3

in area A2 is τ2 since AC3 is in backoff state and only AC2 can transmit during A2 period.

Similarly, during A1 period either AC1 transmits and AC2 is idle or AC2 transmits and

AC1 is idle . We obtain Pbs3,1 as τ1(1 − τ2) + τ2(1 − τ1). We can express the backoff

counter suppression probability as

Pbsk,l =
3∑
i=l

τi
∏3

j=l(1− τj)
(1− τk)(1− τi)

− τk
(1− τk)2

3∏
j=l

(1− τj)

for l ≤ k (3.46)

The probability that the backoff counter will be suppressed due to collision on the medium

is given by

Pbck,l = 1− fl
1− τk

− Pbsk,l l ≤ k (3.47)
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where, fl
1−τk

is the probability that the channel is idle during the period Al.

The time required to conduct a single decrement of a backoff counter is classified into

two groups as done by Misic et. al in [10]. The first group known as vertical transfer PGF is

the time required to traverse the freezing counter either when the counter enters the backoff

phase i from backoff phase i-1 due to unsuccessful transmission or undergoing proactive

zeroth backoff after a successful transmission. The second group known as the lateral

transfer PGF is the time required to decrement the backoff counter within the same backoff

phase i. We can derive the vertical transfer PGF Bflk(z) for non-zero value of backoff

counter by using equation (3.46) and Figure 3.2. Bflk(z) is the PGF for time required

within the basic block and the time accounts for both the freezing countdown time and the

loopback time. Bfnlk(z) is the PGF for time required to traverse freezing counter value

to zero during no loop condition. In the next slot if the medium is idle, backoff counter

is decremented and the counter enters the next basic block which has a transfer PGF of

Bflk(z) again. However, if the medium becomes busy due to transmission from another

AC, two events can take place: 1) if there is no TXOP sharing at this point, the loop back

from the bottom to the top of the basic block starts, and 2) if the packet is considered for

transmission due to MU-TXOP, there will be no loop back to the top. With this argument,

we can write the vertical PGF as

Bflk(z)

=

[
gk + fsk(1− gk)(1− πk,0)

[
Pbsk,kSwk(z) + Pbck,kCt(z)

]]
zBfnlk(z)

1− z(1− fsk)(1− gk)
[
Pbsk,kSwk(z) + Pbck,kCt(z)

] (3.48)

To develop the lateral PGF Bfsk, we consider the time required to decrement the back-
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off counter value. For traffic category k, the backoff counter decrement can occur anywhere

in the periods Al,l≤k. Therefore, since for traffic class k, the backoff countdown may be

suspended due to transmission in the periods Al≤k, we need to average the durations of

medium occupancy over periods where traffic class k can transmit. In our model, as soon

as the backoff counter is decremented by one, the state in the Markov chain moves to the

next basic block. During this backoff counter decrement period if the medium become busy

due to transmission from other AC, the backoff counter decrement of ACk is suspended for

the duration the medium remains busy. From this argument we can derive lateral PGF that

connects backoff and freezing blocks as follows:

Bfs0(z) = g0z + (1− f0

1− τ0

)
Pbs0,0Sw0(z) + Pbc0,0Ct(z)

1− f0
1−τ0

zBfl0(z)

Bfs1(z) = g1z +

[
(1− fA1,max

1 )(1− f1

1− τ1

)
Pbs1,1Sw1(z) + Pbc1,1Ct(z)

1− f1
1−τ1

+ f
A1,max

1 (1− f0

1− τ1

)
Pbs1,0Sw0(z) + Pbc1,0Ct(z)

1− f0
1−τ1

]
zBfl1(z)

Bfs2(z) = g2z +

[
(1− fA2,max

2 ){Pbs2,2Sw2(z) + Pbc2,2Ct(z)}

+ f
A2,max

2

[
(1− fA1,max

1 ){Pbs2,1Sw1(z) + Pbc2,1Ct(z)}
]]
zBfl2(z)

Bfs3(z) = g3z +

[
(1− fA3,max

3 )(Pbs3,3Sw3(z) + Pbc3,3Ct(z))

+ f
A3,max

3

(
(1− fA2,max

2 )(Pbs3,2Sw2(z) + Pbc3,2Ct(z))

+ f
A2,max

2

[
(1− fA1,max

1 )(Pbs3,1Sw1(z) + Pbc3,1Ct(z))

+ f
A1,max

1 (Pbs3,0Sw0(z) + Pbc3,0Ct(z))
])]

zBfl2(z) (3.49)
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In the above equation (3.49), the full derivation for Bfs0(z) and Bfs1(z), and final form

of Bfs2(z) and Bfs3(z) are shown.

Now we are able to write the PGF for the duration of backoff phase i = 0 . . .mk for

traffic class k = 0 . . . 3 as

Bk,i(z) =
Bfnlk(z)

Wk,i

+
Bflk(z)

Wk,i

Wk,i−1∑
l=1

{Bfsk(z)}l (3.50)

The first part of the equation (3.50) takes into account the basic block with backoff counter

value is zero whereas the second part takes into consideration all other basic blocks of

Markov chain with non-zero backoff counter. We will gradually develop the PGF for total

backoff time Bofk(z) using long retry limit R > mk. For only 1 backoff phase i = 0, the

total time required for backoff is Bk,i=0 times the probability that a successful transmission

takes place at the end of 0-th backoff phase. We can express the PGF as

Bofk,i=0(z) = Bk,0(z)δγk

When we write the PGF for the total backoff time for i = 1, we consider the time required

for phase i = 0, time for an unsuccessful transmission at the end of phase i = 0 and time

required for phase i = 1 followed by a successful transmission.

Bofk,i=1(z) = Bk,0(z)(1− δγk)Ct(z)Bk,1(z)δγk

= Bk,0(z)Bk,1(z)(1− δγk)Ct(z)δγk
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Similarly, for i = 2 we get,

Bofk,i=2(z) = Bk,0(z)Bk,1(z)Bk,2(z)(1− δγk)2Ct(z)2δγk

In general the PGF for total backoff time for i = 0 . . .mk can be expressed as

Bofk,i=0...mk(z) =

mk∑
i=0

i∏
j=0

Bk,j(z)(1− δγk)iCt(z)iδγk

If we consider retry limit R > mk then after mk retries, the backoff window is not changed

and hence the backoff time required for each phase after mk retries is same. Therefore,

backoff time from mk + 1 to R phases can be written as

Bofk,i=mk+1...R(z) =
R∑

i=mk+1

mk∏
j=0

Bk,j(z)Bk,mk(z)(i−mk)(1− δγk)iCt(z)iδγk

At the end of R-th retry if the transmission fails, the traffic class starts the backoff process

from phase zero. Time required to start the backoff process from phase zero is given by:

Bofk,i=R+1(z) =

mk∏
j=0

Bk,j(z)Bk,mk(z)(R−mk)(1− δγk)(R+1)Ct(z)(R+1)

Therefore, the PGF for the total backoff time for traffic category k can be written as
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Bofk(z) =Bofk,i=0...mk(z) +Bofk,i=mk+1...R(z) +Bofk,i=R+1(z)

=

mk∑
i=0

i∏
j=0

Bk,j(z)(1− δγk)iCt(z)iδγk

+
R∑

i=mk+1

mk∏
j=0

Bk,j(z)Bk,mk(z)(i−mk)(1− δγk)iCt(z)iδγk

+

mk∏
j=0

Bk,j(z)Bk,mk(z)(R−mk)(1− δγk)(R+1)Ct(z)(R+1) (3.51)

The first two moments of this probability distribution can be found as Bofk =Bof ′k(1) and

Bof
(2)
k = Bof ′′k (1) + Bof ′k(1). If there is a frame arrival during zeroth backoff phase for

which bandwidth reservation is not successful, the PGF for total backoff time Bzofk(z)

includes all backoff phases except the zeroth phase and the PGF can be written as

Bzofk(z) =δγk +

mk∑
i=1

i∏
j=0

Bk,j(z)(1− δγk)iCt(z)iδγk

+
R∑

i=mk+1

mk∏
j=0

Bk,j(z)Bk,mk(z)(i−mk)(1− δγk)iCt(z)iδγk

+

mk∏
j=0

Bk,j(z)Bk,mk(z)(R−mk)(1− δγk)(R+1)Ct(z)(R+1) (3.52)

The first two moments of this probability distribution can be found asBzofk =Bzof ′k(1)

and Bzof (2)
k = Bzof ′′k (1) +Bzof ′k(1).
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3.4 Queuing model of traffic category k

For any traffic class k, the possible outcomes during backoff process, after the backoff

process, after the end of TXOP duration and at the end of idle state is represented by the

Markov chain and a timing diagram as shown in Figs. 3.3 and 3.4, respectively. In Figure

3.4, all the downward arrows denote the arrival of packets and the rectangles denote the

transmission of packets. According to IEEE 802.11ac protocol, the transmission of packet

can take place even during backoff period V0, V1 and V2 when ACk acts as a secondary AC.

During backoff process of ACk if the packet is considered for MU-TXOP sharing by other

higher priority ACs, then there is a probability that the queue of the ACk can be empty due

to transmission during MU-TXOP. During the TXOP period, a maximum of Mk packets

can be transmitted by the primary AC and if the primary AC shares the TXOP duration with

the secondary ACs, we can assume that Mk bursts of packets are transmitted during TXOP

period. Each burst can contain at best four packets in four directions. If any data frame of

the primary AC is not acknowledged, retransmission is initiated within the TXOP period if

enough time is left or after another backoff attempt. We have defined the following time

periods between two successive transmissions:

(a) ACk goes to proactive zeroth backoff at the end of TXOP period. We denote this

proactive zeroth backoff period as V0. The PGF for this time period Bk,0(z) is given

in equation (3.50). The Laplace-Stieltjes Transformation (LST) of this time is given

as B∗k,0(s) = Bk,0(e−s). The mass probability for i frames arrival during this period

is denoted as v0
k,i and the PGF for the number of frame arrival during this period is

Fk,0(z) = B∗k,0(λk − zλk) =
∑∞

i=0 v
0
k,iz

i.

During the backoff process, secondary AC gets free transmission opportunity if re-
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Figure 3.3: Markov Chain for ACk
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source is available. The backoff count down of secondary ACs are suspended during

this TXOP sharing. For ACk, the transmission can take place either at the end of V0

or during the period V0. In our model we assume that if the queue of ACk becomes

empty due to MU-TXOP sharing during the backoff process, ACk starts proactive

zeroth backoff. Otherwise, ACk resumes the decrement of the backoff counter when

the medium becomes idle. We denote the remaining backoff time during V0 period as

V +
0 and the number of packet arrival during the remaining backoff period as F+

k,0(z).

The LST of the elapsed / remaining backoff time during V0 is given by B∗+k,0(s) =

1−B∗k,0(s)

sBk,0
where Bk,0 is the mean value of B∗k,0(s). The PGF for the number of packet

arrival during the residual backoff period is F+
k,0(z) = B∗+k,0(λk − zλk).

(b) When a frame arrives during zeroth backoff phase and the bandwidth reservation is

not successful, ACk goes to the next backoff phase i = 1. So, the rest of the backoff

period after zeroth backoff is denoted by V1 and has a PGF of Bzofk(z). The LST of

this PGF is give by B∗k,1(s) = Bzofk(e
−s). The mass probability that i frames arrive

during V1 period is denoted as v1
k,i. PGF for the number of frame arrival during this

time is Fk,1(z) = B∗k,1(λk − zλk) =
∑∞

i=0 v
1
k,iz

i.

The LST of the elapsed/remaining backoff time during V1 is given by B∗+k,1(s) =

1−B∗k,1(s)

sBk,1
where Bk,1 is the mean value of B∗k,1(s) and the PGF for the number of

packet arrival during the residual backoff period is F+
k,1(z) = B∗+k,1(λk − zλk).

(c) At the end of TXOP sharing if the buffer is not empty, ACk goes through the full

backoff process. Duration for full backoff process is denoted by V2 and the PGF

and LST of this time period are given by Bofk(z) and B∗k,2(s) = Bofk(e
−s). The
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mass probability that i frames arrive during V2 period is denoted as v2
k,i. PGF for the

number of frame arrival during this time is Fk,2(z) = B∗k,2(λk − zλk) =
∑∞

i=0 v
2
k,iz

i.

The LST of the elapsed/remaining backoff time during V2 is given by B∗+k,2(s) =

1−B∗k,2(s)

sBk,2
where Bk,2 is the mean value of B∗k,2(s). The PGF for the number of packet

arrival during the residual backoff period is F+
k,2(z) = B∗+k,2(λk − zλk).

(d) ACk enters idle state if during zeroth backoff there is no packet arrival. As soon as

the first packer arrives, ACk exits the idle state and traverse AIFSk slots.

(e) V3 is the time period taken by ACk to traverse AIFSNk. If the medium is idle

for AIFSNk period, transmission can take place immediately after AIFSk period.

Otherwise, a full backoff procedure is initiated. The PGF for V3 period is given

by V3(z) =
∑AIFSNk−1

i=0 (zf0)i(1 − f0)z + zAIFSNk . LST has a form B∗k,3(s) =∑AIFSNk−1
i=0 e−s(i+1)f i0(1 − f0)e−s + e−sAIFSNk . The mass probability of i frames

arrival during this period is denoted by v3
k,i and the PGF for the number of arrival is

Fk,3(z) = B∗k,3(λk− zλk) =
∑∞

i=0 v
3
k,iz

i. Since V3 is the freezing countdown period,

there will be no TXOP sharing during this period.

The state of the queue ofACk is modeled at the beginning of TXOP and at the departure

of each packet during the TXOP period. The mass probability of having i frames in the

buffer of ACk at the beginning of TXOP is denoted by q+
k,i(k = 0..3, i > 0) and the mass

probability of having i frames in the buffer after the departure of µ-th frame is denoted by

π
(µ)
k,i (µ = 1..Mk).

For simplicity of our queuing model we assume that during MU-TXOP sharing the

burst contains a maximum of four frames, one from each traffic category. Based on timing
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Figure 3.4: Timing diagram of queuing model

diagram in Figure 3.4 and Markov chain model in Figure 3.3 the equation for state of ACk

buffer at the beginning of the TXOP period can be written as

q+
k,i = faifsk0 v0

k,0

Mk∑
µ=1

π
(µ)
k,0v

3
k,i−1 + (1− faifsk0 )(1− fsk)v0

k,0

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=1

v3
k,jv

2
k,i−j

+ fsk(1− faifsk0 )v0
k,0

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=1

v3
k,jv

2+
k,i−j + γkδ

Mk∑
µ=1

π
(µ)
k,0

[
v0
k,i(1− fsk) + fskv

0+
k,i

]
+ (1− γkδ)

Mk∑
µ=1

π
(µ)
k,0

i∑
l=1

[
v0
k,lv

1
k,i−l(1− fsk) + fskv

0
k,lv

1+
k,i−l

]

+
i∑

j=1

π
(Mk)
k,j

[
v2
k,i−j(1− fsk) + fskv

2+
k,i−j

]
+ fskγkδ

Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j v

0+
k,i−j

+ fsk(1− γkδ)
Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j

i−j∑
l=0

v0+
k,l

[
(1− fsk)v1

i−j−l + fskv
1+
i−j−l

]
+ fsk

Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j v

1+
i−j + fsk

Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j v

2+
i−j

(3.53)

The first component of the right hand side of Equation (3.53 ) corresponds to the case

when the ACk enters into idle state after the zeroth backoff without any packet arrival. As
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soon as one packet arrives, ACk exits the idle state and enters into backoff period V3. Dur-

ing this period ACk traverse through AIFSk counter. The queue of ACk is incremented by

the number of packets arrive during the count down ofAIFSk counter. Packet transmission

takes place at the end of V3 period when the counter value reaches zero.

The second component of the Equation (3.53 ) represents the case when the medium

becomes busy due to transmission from ACh6=k. We assume that no MU-TXOP takes place

during the decrement ofAIFSk counter. In this situation,ACk enters full backoff phase for

a duration of V2. ACk starts transmission at the end of V2 period if there is no TXOP sharing

by other ACs within the backoff period V2 or transmission can take place within V2 period

if other ACs share MU-TXOP. The third component of the Equation (3.53 ) represents the

case when the medium becomes busy during V2 period due to transmission from ACh6=k

and MU-TXOP sharing takes place during V2 period.

The fourth term represents the case when there is packet arrival during zeroth backoff

process and transmission is successful at the end of the backoff time V0 or during zeroth

backoff phase if MU-TXOP sharing by other ACh6=k is possible.

The fifth term corresponds to the case when the transmission at the end of zeroth backoff

is not successful. In this scenario ACk starts the next backoff phase (i = 1) for a period of

V1. During V1 period if other ACh6=k gets transmission opportunity and MU-TXOP sharing

is possible, ACk can start transmission. If no TXOP sharing is possible or medium is idle

for V1 period, ACk starts transmission at the end of backoff period V1

The sixth component of the equation corresponds to the case when the buffer is not

empty at the end of previous TXOP period and ACk executes full backoff process for the

duration of V2. Transmission can take place either at the end of the backoff duration V2 or
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during V2.

The last four components of the equation represents the cases when MU-TXOP sharing

has taken place during backoff period and the queue of ACk is not empty at the end of

TXOP sharing. For simplicity of our calculation we assume that an average number ofMsh

frames are transmitted by the secondary ACs during TXOP sharing. The value of Msh is

defined as

Msh = (1/4)
3∑

k=0

∑
h6=k τhMh∑
h6=k τh

(3.54)

where, h = {0, 1, 2, 3}.

We can derive the generating function Q+
k (z) for the number of packets in the buffer of

ACk immediately before the start of TXOP and the generating function Πk,µ(z) for number

of packets in the queue after the transmission of each packet. We define the PGFs as

Q+
k (z) =

∞∑
i=1

q+
k,iz

i

Πk,µ(z) =
∞∑
i=0

π
(µ)
k,i z

i µ = 1..Mk.
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The value of Q+
k (z) can be obtained as

Q+
k (z) =

∞∑
i=1

zifaifsk0 v0
k,0

Mk∑
µ=1

π
(µ)
k,0v

3
k,i−1

+
∞∑
i=1

zi(1− faifsk0 )(1− fsk)v0
k,0

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=1

v3
k,jv

2
k,i−j

+
∞∑
i=1

zifsk(1− faifsk0 )v0
k,0

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=1

v3
k,jv

2+
k,i−j

+
∞∑
i=1

ziγkδ

Mk∑
µ=1

π
(µ)
k,0

[
v0
k,i(1− fsk) + fskv

0+
k,i

]
+
∞∑
i=1

zi(1− γkδ)
Mk∑
µ=1

π
(µ)
k,0

i∑
l=1

[
v0
k,lv

1
k,i−l(1− fsk) + fskv

0
k,lv

1+
k,i−l

]
+
∞∑
i=1

zi
i∑

j=1

π
(Mk)
k,j

[
v2
k,i−j(1− fsk) + fskv

2+
k,i−j

]
+
∞∑
i=1

zifskγkδ

Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j v

0+
k,i−j

+
∞∑
i=1

zifsk(1− γkδ)
Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j

i−j∑
l=0

v0+
k,l

[
(1− fsk)v1

i−j−l

+fskv
1+
i−j−l

]
+
∞∑
i=1

zifsk

Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j v

1+
i−j

+
∞∑
i=1

zifsk

Mh 6=k∑
µ=1

i∑
j=1

π
(µ)
k,j v

2+
i−j.

(3.55)

We assume that during AIFSk countdown, the secondary ACs are not eligible for

TXOP sharing. For a low load condition, we also assume that the queue of the secondary

ACs will be empty after MU-TXOP sharing and secondary ACs go to proactive zeroth
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backoff process after MU-TXOP sharing. After summation, changing of summation order

and simplification Equation (3.55) becomes,

Q+
k (z) = zfaifsk0 v0

k,0Fk,3(z)

Mk∑
µ=1

π
(µ)
k,0

+ z(1− faifsk0 )(1− fsk)v0
k,0Fk,2(z)Fk,3(z)

Mk∑
µ=1

π
(µ)
k,0

+ z(1− faifsk0 )fskv
0
k,0F

+
k,2(z)Fk,3(z)

Mk∑
µ=1

π
(µ)
k,0

+ γkδ(1− fsk)
[
Fk,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0 + γkδfsk

[
F+
k,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ (1− fsk)(1− γkδ)Fk,1(z)
[
Fk,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ fsk(1− γkδ)F+
k,1(z)

[
Fk,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ (1− fsk)Fk,2
[
ΠMk

(z)− π(Mk)
k,0

]
+ fskF

+
k,2

[
ΠMk

(z)− π(Mk)
k,0

]
(3.56)

We can develop the equations for the number of frames left in the queue after the de-

parture of µ-th frame. The Laplace-Stieltjes Transform (LST) of the service time of a single

burst can be obtained by replacing z by e−s in equation (3.32). Sb∗k(s) = e−s{ld+Mbk(sifs+ba)}.

Let us define the PGF for the number of frames arrive in the queue during the service of a
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single burst as Ak(z) and can be obtained by replacing s by λk − λkz in Sb∗k(s).

Ak(z) = e(λk(z−1))(ld+Mbk(sifs+ba))

=
∞∑
i=0

ak,iz
i (3.57)

where, ak,i denotes the mass probability of i frames arrival during a frame service time. We

can write the equations for the number of frames in the buffer after the departure of first

frame during the MU-TXOP service period as

π
(1)
k,0 = q+

k,1σak,0

π
(1)
k,1 = σ

[
q+
k,2ak,0 + q+

k,1ak,1
]

+ (1− σ)q+
k,1ak,0

...

π
(1)
k,i =

i+1∑
j=1

q+
k,jσak,i−j+1 +

i∑
j=1

q+
k,j(1− σ)ak,i−j i > 0

(3.58)

In the above equation (3.58), we have considered a noisy channel condition. For i > 0,

the first term in the right hand side accounts for the case when the frame transmission is

successful and the frame leaves the queue at the end of service time. The second term

models the case when the transmission is not successful and the frame is still in the queue.

The generating function for the number of frames in the queue after the departure of first
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frame can be obtained as

Πk,1(z) =
∞∑
i=0

zi
i+1∑
j=1

q+
k,jσak,i−j+1 +

∞∑
i=1

zi
i∑

j=1

q+
k,j(1− σ)ak,i−j

=
σAk(z)

z
Q+
k (z) + (1− σ)Ak(z)Q+

k (z)

= Q+
k (z)

Ak(z)(σ + (1− σ)z)

z
(3.59)

We introduce Ωk(z), the PGF for the number of frame increase in the queue in a noisy

channel condition during the service time of a frame as Ωk(z) = Ak(z)(σ+(1−σ)z)
z

. Equation

(3.59) then reduces to Πk,1(z) = Q+
k (z)Ωk(z). We can develop the equations for the num-

ber of frames in the queue after the departure of second frame during TXOP service period

as

π
(2)
k,0 = π

(1)
k,1σak,0

...

π
(µ)
k,0 = π

(µ−1)
k,1 σak,0 µ = 2 . . .Mk

π
(2)
k,1 = σ

[
π

(1)
k,2ak,0 + π

(1)
k,1ak,1

]
+ (1− σ)

[
π

(1)
k,1ak,0

]
...

π
(µ)
k,i =

i+1∑
j=1

π
(µ−1)
k,j σak,i−j+1 +

i∑
j=1

π
(µ−1)
k,j (1− σ)ak,i−j i > 0, µ = 2 . . .Mk

(3.60)

Upon sequential summation, the PGF for the number of frames in the queue after the de-
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parture of π-th frame can be obtained as,

Πk,µ(z) =
[
Πk,µ−1(z)− π(µ−1)

k,0

]
Ωk(z) (3.61)

We need to express all PGFs of Πk,µ(z) as a function of Q+
k (z):

Πk,2(z) = Πk,1(z)Ωk(z)− π(1)
k,0Ωk(z)

= Q+
k (z) {Ωk(z)}2 − π(1)

k,0Ωk(z)

Πk,3(z) = Q+
k (z) {Ωk(z)}3 − π(1)

k,0 {Ωk(z)}2 − π(2)
k,0Ωk(z)

...

Πk,µ(z) = Q+
k (z) {Ωk(z)}µ −

µ−1∑
j=1

π
(j)
k,0 {Ωk(z)}µ−j

which yields,

Πk,µ(z)− π(µ)
k,0 = Q+

k (z) {Ωk(z)}µ −
µ∑
j=1

π
(j)
k,0 {Ωk(z)}µ−j (3.62)

Substituting equation (3.62) in equation (3.56) we obtain the numerator and denomina-

tor of Q+
k (z) as
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numQ+
k (z) =zfaifsk0 v0

k,0Fk,3(z)

Mk∑
µ=1

π
(µ)
k,0

+ z(1− faifsk0 )(1− fsk)v0
k,0Fk,2(z)Fk,3(z)

Mk∑
µ=1

π
(µ)
k,0

+ z(1− faifsk0 )fskv
0
k,0F

+
k,2(z)Fk,3(z)

Mk∑
µ=1

π
(µ)
k,0

+ γkδ(1− fsk)
[
Fk,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ γkδfsk

[
F+
k,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ (1− fsk)(1− γkδ)Fk,1(z)
[
Fk,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ fsk(1− γkδ)F+
k,1(z)

[
Fk,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

−
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

] Mk∑
µ=1

π
(µ)
k,0ΩK(z)Mk−µ (3.63)

denQ+
k (z) = 1−

[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{ΩK(z)}Mk (3.64)

After multiplying the numerator and denominator by zMk , we get
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Q+
k (z) =

zMk+1faifsk0 v0
k,0Fk,3(z)

∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

+
zMk+1(1− faifsk0 )(1− fsk)v0

k,0Fk,2(z)Fk,3(z)
∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

+
zMk+1(1− faifsk0 )fskv

0
k,0F

+
k,2(z)Fk,3(z)

∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

+
zMkγkδ(1− fsk)

[
Fk,0(z)− v0

k,0

]∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

+
zMkγkδfsk

[
F+
k,0(z)− v0

k,0

]∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

+
zMk(1− fsk)(1− γkδ)Fk,1(z)

[
Fk,0(z)− v0

k,0

]∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

+
zMkfsk(1− γkδ)F+

k,1(z)
[
Fk,0(z)− v0

k,0

]∑Mk

µ=1 π
(µ)
k,0

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

−
zMk

[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]∑Mk

µ=1 π
(µ)
k,0ΩK(z)Mk−µ

zMk −
[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
{zΩK(z)}Mk

(3.65)

We further derive the sum of the generating functions for the queue length after the

departure of all frames within the TXOP service period:
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Πk,tot(z) =

Mk∑
µ=1

Πk,µ(z)

=

Mk∑
µ=1

Q+
k (z) {Ωk(z)}µ −

Mk∑
µ=1

µ−1∑
j=1

π
(j)
k,0 {Ωk(z)}µ−j

=
Ωk(z)

1− Ωk(z)

[
Q+
k (z)

(
1− Ωk(z)Mk

)
−

Mk−1∑
j=1

π
(j)
k,0 +

Mk−1∑
j=1

π
(j)
k,0Ωk(z)Mk−j

]

(3.66)

Equation (3.65) and equation (3.66) couples the queuing model of the traffic category

ACk and activity on the wireless medium from all other ACs. With the help of this model

we will set the equations related to the variable πµk,0, µ = 1 . . .Mk which is the probability

that the buffer is empty at the end of TXOP period.

The function Q+
k (z) in equation (3.65) has to be analytical in the range |z| < 1 and

therefore, thenumber of zeros of the polynomials in the numerator and denominator must

be equal. Obviously z = 1 is one of the Mk roots of the denominator and the remaining

Mk − 1 number of roots can be obtained by using Lagrange’s theorem as

zk,j

=
∞∑
n=1

e2πjn
√
−1/Mk

n!

dn−1

dzn−1

[{
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

}
{zΩK(z)}Mk

]n/Mk

|z=0

(3.67)

where j = 1 . . .Mk is the index of the root. After substituting the Mk − 1 solutions in the

numerator of equation (3.63) we get Mk − 1 equations for the particular traffic category k

as follows:

100



Chapter 3: Performance analysis of MU- TXOP sharing in IEEE 802.11ac

0 =zk,jf
aifsk
0 v0

k,0Fk,3(zk,j)

Mk∑
µ=1

π
(µ)
k,0

+ zk,j(1− faifsk0 )(1− fsk)v0
k,0Fk,2(zk,j)Fk,3(zk,j)

Mk∑
µ=1

π
(µ)
k,0

+ zk,j(1− faifsk0 )fskv
0
k,0F

+
k,2(zk,j)Fk,3(zk,j)

Mk∑
µ=1

π
(µ)
k,0

+ γkδ(1− fsk)
[
Fk,0(zk,j)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ γkδfsk
[
F+
k,0(zk,j)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ (1− fsk)(1− γkδ)Fk,1(zk,j)
[
Fk,0(zk,j)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

+ fsk(1− γkδ)F+
k,1(zk,j)

[
Fk,0(zk,j)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0

−
[
(1− fsk)Fk,2(zk,j) + fskF

+
k,2(zk,j)

] Mk∑
µ=1

π
(µ)
k,0ΩK(zk,j)

Mk−µ (3.68)

Since Q+
k (1) 6= 1 and Πk,µ(1) 6= 1, they are not proper probability generating functions

rather they are just generating functions that contain mass probabilities for the queue length

for a particular observation point. The sum of the probabilities of the system states before

the beginning of TXOP and after the transmission of each packet within TXOP period has

to be equal to one and therefore,

Q+
k (1) +

Mk∑
µ=1

Πk,µ(1) = 1 (3.69)

The Mk-th equation is obtained from total probability condition in equation (3.69). In
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order to find Q+
k (1) and Πk,tot(1) we need to apply l’Hopital’s rule. For simplification of

calculation we define a parameter Coffk(z) as

Coffk(z) = (1− fsk)Fk,2(z) + fskF
+
k,2(z)

(3.70)

which gives,

Coff
′

k(1) = (1− fsk)F
′

k,2(1) + fskF
+′

k,2(1) (3.71)

Taking the derivative of the denominator of equation (3.65) and setting z = 1 yields,

denQ+′

k (1) = Mk − Coff
′

k(1)−Mk

[
A
′

k(1) + (1− σ)
]

= Mk − Coff
′

k(1)−Mk [ρk + (1− σ)]

= Mk(1− ρ
′

k)− Coff
′

k(1) (3.72)

A
′

k(1) is the mean arrival rate during service period which is the offered load ρk and ρ′k =

ρk + (1 − σ) is the scaled offered load which takes into consideration the transmission

failure.

Similarly, taking the derivative of the numerator of equation (3.65) and setting z = 1

yields,
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numQ+′

k (1) =v0
k,0

[
faifsk0

{
Mk + 1 + F

′

k,3(1)
}

+(1− fsk)(1− faifsk0 )
{
Mk + 1 + F

′

k,3(1) + F
′

k,2(1)
}

+fsk(1− faifsk0 )
{
Mk + 1 + F

′

k,3(1) + F+′

k,2(1)
}] Mk∑

µ=1

π
(µ)
k,0

+
[
(1− fsk)

{
Mk(1− v0

k,0) + F
′

k,0(1)

+(1− v0
k,0)(1− γkδ)F

′

k,1(1)
}

+ fsk
{
Mk(1− v0

k,0)

+F
′

k,0(1)− γkδ
{
F
′

k,0(1)− F+′

k,0(1)
}

+ (1− γkδ)F+′

k,1(1)
}] Mk∑

µ=1

π
(µ)
k,0

+ (1− ρ′k)
Mk∑
µ=1

(Mk − µ)π
(µ)
k,0 − (Mk + Coff

′

k(1))

Mk∑
µ=1

π
(µ)
k,0 (3.73)

We re-write the equation (3.66) for Πk,tot(z) as

Πk,tot(z) =
Ωk(z)

1− Ωk(z)

[
Q+
k (z)

(
1− Ωk(z)Mk

)
−

Mk−1∑
j=1

π
(j)
k,0 +

Mk−1∑
j=1

π
(j)
k,0Ωk(z)Mk−j

]

= Q+
k (z)Ωk(z)

1− Ωk(z)Mk

1− Ωk(z)
− Ωk(z)

Mk−1∑
µ=1

1− Ωk(z)Mk−µ

1− Ωk(z)
π

(µ)
k,0 (3.74)

In order to get Πk,tot(1), we apply l’Hopital’s rule and substitute z = 1 in equation (3.74)

and get,

Πk,tot(1) = MkQ
+
k (1)−

Mk−1∑
µ=1

π
(µ)
k,0 (Mk − µ) (3.75)
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Now we develop the Mk-th equation from the condition of total probability in equation

(3.69) as :

1 = Q+
k (1) +

Mk∑
µ=1

Πk,µ(1)

= Q+
k (1) +MkQ

+
k (1)−

Mk−1∑
µ=1

π
(µ)
k,0 (Mk − µ)

= (Mk + 1)Q+
k (1)−

Mk−1∑
µ=1

π
(µ)
k,0 (Mk − µ) (3.76)

Combining equations (3.72), (3.73) and (3.76) we get:

Mk(1− ρ
′

k)− Coff
′

k(1) = (Mk + 1)v0
k,0

[
(1− faifsk0 )(Mk + 1) + faifsk0 (Mk + 1)

+(1− faifsk0 )F
′

k,3(1) + faifsk0 F
′

k,3(1)

+(1− faifsk0 )
{

(1− fsk)F
′

k,2(1) + fskF
+′

k,2(1)
}] Mk∑

µ=1

π
(µ)
k,0

+ (Mk + 1)
[
Mk(1− v0

k,0)(1− fsk) + fskMk(1− v0
k,0)

+(1− fsk)F
′

k,0(1) + fskF
+′

k,0(1)

+(1− v0
k,0)(1− γkδ)

{
(1− fsk)F

′

k,1(1) + fskF
+′

k,1(1)
}

−γkδ
{
F
′

k,0(1)− F+′

k,0(1)
}] Mk∑

µ=1

π
(µ)
k,0

+
{

(1− ρ′k) + Coff
′

k(1)
}Mk−1∑

µ=1

π
(µ)
k,0 (Mk − µ)

−
[
Mk(Mk + 1) + (Mk + 1)Coff

′

k(1)
] Mk∑
µ=1

π
(µ)
k,0 (3.77)
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which after simplification gives,

Mk(1− ρ
′

k)− Coff
′

k(1) =
{

(1− ρ′k) + Coff
′

k(1)
}Mk−1∑

µ=1

π
(µ)
k,0 (Mk − µ)

+ (Mk + 1)
[
v0
k,0

{
1 + F

′

k,3(1) + (1− faifsk0 ){
(1− fsk)F

′

k,2(1) + fskF
+′

k,2(1)
}}

+F
′

k,0(1)− Coff ′k(1)− γkδ
{
F
′

k,0(1)
}] Mk∑

µ=1

π
(µ)
k,0

(3.78)

By solving Mk equations consisting of equations (3.67) and (3.78), we can solve for the

values of unknown variables π(µ)
k,0 .

The PGF for the number of bursts transmitted during TXOP service period can be

calculated as

Ψk(z) =
1

Πk,tot(1)

[
Mk−1∑
µ=1

π
(µ)
k,0z

µ + zMk

(
Πk,tot(1)−

Mk−1∑
µ=1

π
(µ)
k,0

)]
(3.79)

The average number of bursts that can be transmitted during TXOP period is obtained

as

Ψ
′

k(1) =
1

Πk,tot(1)

[
Mk−1∑
µ=1

µπ
(µ)
k,0 +Mk

(
Πk,tot(1)−

Mk−1∑
µ=1

π
(µ)
k,0

)]
(3.80)

The average number of frames transmitted during MU-TXOP service period can be ob-

tained as the product of the average number of bursts transmitted during TXOP service
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period and average number of frames transmitted in a burst.

Φk(z) = Ψ
′

k(1)Θ
′

k(1) (3.81)

The PGF for the number of slots involved during TXOP service period can be obtained

by substituting z in Ψk(z) with the PGF for the number of slots involved during one burst

transmission, zld+Mbk(sifs+ba), Lψ(z) = Ψk(z
ld+Mbk(sifs+ba)) and the PGF for the number

of correctly transmitted frames can be obtained by substituting z in Φk(z) by the PGF of a

successful frame transmission, σz + (1− σ), Φ
(n)
k (z) = Φk

(
σz + (1− σ)

)
.

3.5 Markov chain model

The Markov chain model of an access category is shown in Fig. 3.3. Each state of the

Markov chain is represented by the stationary distribution bk,i,j,n where k = 0 . . . 3 denotes

traffic class, i = 0 . . .mk denotes the index of the backoff phase, j = 0 . . .Wk,i−1 denotes

the backoff counter within a backoff phase i and n = 0 . . . Bk denotes the freezing counter

values.

After the end of MU-TXOP time, if the queue of either the primary AC or the secondary

AC becomes empty, the AC starts proactive zeroth backoff. From all basic blocks in Fig-

ure 3.3, we have added the probability of going to proactive zeroth backoff phase when

the queue becomes empty after MU-TXOP sharing. If the queue of the primary AC is not

empty at the end of MU-TXOP sharing, it starts regular backoff. If the queue of the sec-

ondary AC is not empty after MU-TXOP sharing, it resumes the backoff countdown from
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the state where it was considered for MU-TXOP sharing. If the queue of ACk is empty at

the end of the proactive zeroth backoff, ACk goes to idle state. As soon as a packet arrives,

ACk exits the idle state and senses the medium for a period of AIFSk. If the medium is

idle for a period of AIFSk, ACk can start transmission without going for further backoff

countdown. However, if the medium becomes busy during AIFSk period or buffer is not

empty at the end of previous transmission, ACk enters the regular backoff procedure. At

the end of the proactive zeroth backoff if the queue is not empty, transmission is attempted.

If the transmission is successful and buffer becomes empty, ACk starts another proactive

backoff, or a regular backoff if the buffer is not empty. If the transmission is not successful,

ACk goes to backoff phase one with increased contention window. In Fig. 3.3 the dupli-

cation of zeroth backoff aims at explicitly detailing the transition to the idle state. The

probability that the vertical zeroth backoff stage is entered is τkγkδ

∑Mk

µ=1 π
(µ)
k,0

Πk,tot(1)
. For brevity

we will use the notation

π∗k,0 =

∑Mk

µ=1 π
(µ)
k,0

Πk,tot(1)
(3.82)

The input probability to the idle state is v0
k,0τkγkδπ

∗
k,0.

In order to determine the total idle state probability first we need to find the distance

between two successive accesses to the medium by ACk. The distance in the form of LST

is given as (in slots):
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D∗k(s) = Stk(exp(−s))

[
v0
k,0f

aifsk
0 π∗k,0

λk
λk + s

B∗k,0(s)

+ (1− faifsk0 )v0
k,0π

∗
k,0

λk
λk + s

B∗k,0(s)
{

(1− fsk)B∗k,2(s)

+ fskB
∗+
k,2(s)

}
+ (1− v0

k,0)γkδπ
∗
k,0

{
(1− fsk)B∗k,0(s)

+ fskB
∗+
k,0(s)

}
+ (1− v0

k,0)(1− γkδ)π∗k,0B∗k,0(s){
(1− fsk)B∗k,1(s) + fskB

∗+
k,1(s)

}
+ (1− π∗k,0)

{
(1− fsk)B∗k,2(s) + fskB

∗+
k,2(s)

}]
(3.83)

Here,
{
B∗k,0(s), B∗k,1(s), B∗k,2(s)

}
are LSTs of proactive zero-th backoff time, backoff

time excluding zero-th backoff and full backoff time respectively as defined at the begin-

ning of section (3.4).
{
B∗+k,0(s), B∗+k,1(s), B∗+k,2(s)

}
are the LSTs of corresponding residual

backoff times and λk
λk+s

is the frame inter-arrival time. The LST for the total active time

between two successive access is given by:

Da∗k(s) = Stk(exp(−s))
[
v0
k,0f

aifsk
0 π∗k,0B

∗
k,0(s)

+(1− faifsk0 )v0
k,0π

∗
k,0B

∗
k,0(s)

{
(1− fsk)B∗k,2(s)

+fskB
∗+
k,2(s)

}
+ (1− v0

k,0)γkδπ
∗
k,0

{
(1− fsk)B∗k,0(s)

+fskB
∗+
k,0(s)

}
+ (1− v0

k,0)(1− γkδ)π∗k,0B∗k,0(s){
(1− fsk)B∗k,1(s) + fskB

∗+
k,1(s)

}
+(1− π∗k,0)

{
(1− fsk)B∗k,2(s) + fskB

∗+
k,2(s)

}]
(3.84)
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The probability that ACk is idle can be calculated as

Pk,idle = 1− Dak

Dk

(3.85)

We have modeled vertical zeroth backoff with states bk,i,j,n where, i = −2 and the states

immediately after the idle state are denoted by b−1,n. Now we can define the access proba-

bility for traffic category k as

τk = bk,−2,0,0 + fsk(1− gk)
Wk,0−1∑
j=1

bk,−2,j,0 + b−1,0

+
R∑
i=0

bk,i,0,0 + fsk(1− gk)
R∑
i=0

Wk,i−1∑
j=1

bk,i,j,0

= τk,ns + τk,s (3.86)

where, τk,ns = bk,−2,0,0 + b−1,0 +
∑R

i=0 bk,i,0,0 is the medium access probability when ACk

is primary AC and τk,s = fsk(1− gk)
∑Wk,0−1

j=1 bk,−2,j,0 + fsk(1− gk)
∑R

i=0

∑Wk,i−1
j=1 bk,i,j,0

is the medium access probability when ACk is secondary AC.

3.5.1 Sum of the probabilities of states in Markov chain

We will define the input to the proactive zeroth backoff states in the Markov chain as

Pink,−2[1] =
τkγkδ

Wk,0

+
bk,R,0,0
Wk,0
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State bk,−2,Wk,0−1,0 has only vertical input Pink,−2[1]. Therefore, we get the probability of

state bk,−2,Wk,0−1,0 by substituting Pink,−2[2] = 0 in equation (3.15) and get,

bk,−2,Wk,0−1,0 =
Pink,−2[1]

(1− rk) {1− fsk(1− gk)(1− πk,0)}

=
Pink,−2[1]

y

where, y = (1− rk) {1− fsk(1− gk)(1− πk,0)}. From equation (3.15), we get,

bk,−2,Wk,0−2,0 =
Pink,−2[1]

y
+
Pink,−2[2]

y

=
Pink,−2[1]

y
+

1

y
gkbk,−2,Wk,0−1,0

= Pink,−2[1]

[
1

y
+
gk
y2

]
(3.87)

Similarly we get,

bk,−2,Wk,0−3,0 = Pink,−2[1]

[
1

y
+
gk
y2

+
g2
k

y3

]
...

bk,−2,1,0 = Pink,−2[1]

Wk,0−1∑
j=1

gj−1
k

yj
(3.88)
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Now from equation (3.21) we get,

bk,−2,0,0 = Pink,−2[1] + Pink,−2[2]

= Pink,−2[1] + gkbk,−2,1,0

=

[
τkγkδ

Wk,0

+
bk,R,0,0
Wk,0

]1 +

Wk,0−1∑
j=1

gjk
yj

 (3.89)

We get the sum of the freezing state probabilities for backoff state bk,0,Wk,0−1,0 from

equation (3.24) by substituting Pink,0[2] = 0 as

Bk∑
n=0

bk,−2,Wk,0−1,n = Pink,−2[1]Flk

Bk∑
n=0

bk,−2,Wk,0−2,n =
Pink,0[2]

1− fsk(1− gk)(1− πk,0)
+
[
Pink,−2[1] + rkPink,−2[2]

]
Flk

=
Pink,−2[2]

x
+ [Pink,−2[1] + rkPink,−2[2]]Flk

=
gkbk,0,Wk,0−1,0

x
+
[
Pink,−2[1] + rkgkbk,0,Wk,0−1,0

]
Flk

=
gkPink,−2[1]

xy
+
[
Pink,−2[1] +

rkPink,−2[1]gk
y

]
Flk

...

Bk∑
n=0

bk,0,1,n =
Pink,−2[1]

x

Wk,0−2∑
n=1

(
gk
y

)n + Pink,−2Flk

+ rkPink,−2[1]Flk

Wk,0−2∑
n=1

(
gk
y

)n (3.90)

where, x = 1− fsk(1− gk)(1− πk,0). From equation (3.22) we get,
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Bk∑
n=0

bk,−2,0,n = Pink,−2[1]Fnlk + Pink,−2[2]

= Pink,−2[1]Fnlk + gkbk,−2,1,0

= Pink,−2[1]Fnlk + gkPink,−2[1]

Wk,0−1∑
j=1

gj−1
k

yj

= Pink,−2[1]Fnlk + Pink,−2[1]

Wk,0−1∑
j=1

(
gk
y

)j. (3.91)

The sum of the probabilities of all states in proactive zeroth backoff is denoted by Sk,−2

and can be obtained as

Sk,−2 =

Wk,0−1∑
j=0

Bk∑
n=0

bk,−2,j,n

= Pink,−2[1]Fnlk + Pink,−2[1]

Wk,0−1∑
j=1

(
gk
y

)j + Pink,−2[1]Flk [Wk,0 − 1]

+ rkPink,−2[1]Flk

Wk,0−2∑
n=1

(
gk
y

)n +
Pink,−2[1]

x

Wk,0−2∑
n=1

(
gk
y

)n (3.92)

Equation (3.92) is also the general form of the sum of probabilities of all states in a partic-

ular backoff phase. The sum of the probabilities in the freezing block after the idle state is

denoted by Sk,−1 and given by

Sk,−1 = τkγkδπ
∗
k,0v

0
k,0

aifsnk∑
i=0

f i0 (3.93)
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The transmission probability at the end of the freezing block after the idle state is given by

bk,−1,0,0 = τkγkδπ
∗
k,0v

0
k,0f

aifsnk
0 (3.94)

The input probability to the horizontal zeroth backoff phase Pink,0[1] can be defined

from the Markov chain in Figure (3.3) as

Pink,0[1] =

{
τkγkδπ

∗
k,0

[
v0
k,0(1− faifsnk0

f0

1− τk
δ)

+ γkδ(1− v0
k,0)(1− π∗k,0)

]
+ τk,ns(1− π∗k,0) + bk,R,0,0(1− γkδ)

}
1

Wk,0

(3.95)

Input probability to backoff stage 1 can be obtained from the Figure (3.3) as

Pink,1[1] =
bk,0,0,0(1− γkδ)

Wk,1

+
τkγkδπ

∗
k,0(1− γkδ)(1− v0

k,0)

Wk,1

=
Pink,0[1](1− γkδ)

Wk,1

1 +

Wk,0−1∑
j=1

(
gk
y

)j

+
τkγkδπ

∗
k,0(1− γkδ)(1− v0

k,0)

Wk,1

(3.96)

State probability at the end of backoff countdown in backoff phase 1 is given as

bk,1,0,0 = Pink,1[1]

1 +

Wk,1−1∑
j=1

(
gk
y

)j


=
Pink,0[1](1− γkδ)

Wk,1

1 +

Wk,0−1∑
j=1

(
gk
y

)j

1 +

Wk,1−1∑
j=1

(
gk
y

)j


+
τkγkδπ

∗
k,0(1− γkδ)(1− v0

k,0)

Wk,1

1 +

Wk,1−1∑
j=1

(
gk
y

)j

 (3.97)
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and vertical input probability to backoff phase 2 is given as

Pink,2[1] =
bk,1,0,0(1− γkδ)

Wk,2

=
Pink,0[1](1− γkδ)2

Wk,1Wk,2

1 +

Wk,0−1∑
j=1

(
gk
y

)j

1 +

Wk,1−1∑
j=1

(
gk
y

)j


+
τkγkδπ

∗
k,0(1− γkδ)2(1− v0

k,0)

Wk,1Wk,2

1 +

Wk,1−1∑
j=1

(
gk
y

)j

 (3.98)

Similarly we can derive the input probability to the i-th backoff stage as

Pink,i[1] =
Pink,0[1](1− γkδ)i∏i

j=1 Wk,j

i−1∏
l=0

1 +

Wk,l−1∑
j=1

(
gk
y

)j


+
τkγkδπ

∗
k,0(1− γkδ)i(1− v0

k,0)∏i
j=1Wk,j

i−1∏
l=1

1 +

Wk,l−1∑
j=1

(
gk
y

)j

 (3.99)

and state probability at the end of backoff countdown in backoff phase i is given as

bk,i,0,0 = Pink,i[1]

1 +

Wk,i−1∑
j=1

(
gk
y

)j


=
Pink,0[1](1− γkδ)i∏i

j=1Wk,j

i∏
l=0

1 +

Wk,l−1∑
j=1

(
gk
y

)j


+
τkγkδπ

∗
k,0(1− γkδ)i(1− v0

k,0)∏i
j=1Wk,j

i∏
l=1

1 +

Wk,l−1∑
j=1

(
gk
y

)j

 (3.100)

Combining equations (3.89), (3.94), (3.100) and using equation (3.88) we can obtain the

value of transmission probability τk as
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τk =

[
τkγkδ

Wk,0

+
bk,R,0,0
Wk,0

]1 +

Wk,0−1∑
j=1

gjk
yj

+ τkγkδπ
∗
k,0v

0
k,0f

aifsnk
0

+
R∑
i=0

Pink,0[1](1− γkδ)i∏i
j=1Wk,j

i∏
l=0

1 +

Wk,l−1∑
j=1

(
gk
y

)j


+
τkγkδπ

∗
k,0(1− γkδ)i(1− v0

k,0)∏i
j=1Wk,j

i∏
l=1

1 +

Wk,l−1∑
j=1

(
gk
y

)j


+ fsk(1− gk)

R∑
i=0

Wk,i−1∑
j=1

j∑
n=1

gn−1
k

yn
+ fsk(1− gk)

Wk,0−1∑
j=1

j∑
n=1

gn−1
k

yn

(3.101)

The general form of the sum of the probabilities of all states in a backoff phase can be

written as

Sk,i = Pink,i[1]Fnlk + Pink,i[1]

Wk,i−1∑
j=1

(
gk
y

)j + Pink,i[1]Flk [Wk,i − 1]

+ rkPink,i[1]Flk

Wk,i−2∑
n=1

n∑
j=1

(
gk
y

)n +
Pink,i[1]

x

Wk,i−2∑
n=1

n∑
j=1

(
gk
y

)n (3.102)

Finally, the normalized condition that the sum of the probabilities of all states including
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the idle state will be 1 and can be expressed as

1 = Sk,−2 + Pk,idle + Sk,−1 + Fnlk

R∑
i=0

Pink,i[1] +
R∑
i=0

Wk,i−1∑
j=1

(
gk
y

)jPink,i[1]

+
R∑
i=0

Pink,i[1]Flk [Wk,i − 1] + rkFlk

R∑
i=0

Wk,i−2∑
n=1

n∑
j=1

(
gk
y

)nPink,i[1]

+
1

x

R∑
i=0

Wk,i−2∑
n=1

n∑
j=1

(
gk
y

)nPink,i[1] (3.103)

3.5.2 Stability condition, throughput and waiting time

The system is stable if the number of frame arrival between two successive access to the

medium by a particular traffic category is less than the number of frames served during the

TXOP service period. For a practical system, equation (3.56) is a positive number such that

the value of the equation (3.72) must be greater than zero. This gives the stability condition

as

0 < Mk(1− ρ
′

k)− Coff
′

k(1)

< Mk(1− ρ
′

k)− (1− fsk)Fk,2(z)− fskF+
k,2(z)

< Mk −Mk

[
A
′

k(1) + (1− σ)
]
− (1− fsk)Fk,2(z)− fskF+

k,2(z)

Mkσ > (1− fsk)Fk,2(z) + fskF
+
k,2(z) +MkA

′

k(1)

1 >
(1− fsk)Fk,2(z) + fskF

+
k,2(z) +MkA

′

k(1)

Mkσ
(3.104)

In calculating the normalized throughput we have assumed that during MU-TXOP shar-

ing all the transmitted frames add up to the throughput of the primary access category and
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the throughput can be obtained as

Thk =
ΘkΦkldσ

Dk

(3.105)

Finally, we can express MU-TXOP sharing probability of access category ACk to the nor-

malized throughput from (3.105) as

fsk = 1− Thk
3∑

m=0

Thm

(3.106)

The number of frames left in the buffer after the departure of a frame is equal to the

frames arrived when the frame was waiting for the service and the number of frames that

arrived during the service of the frame. If W ∗
k (s) be the LST of the waiting time then we

can write,

Πk,tot(z)

Πk,tot(1)
= W ∗

k (λk − zλk)Ak(z)(σ + z(1− σ)) (3.107)

Substituting s = λk − zλk in equation (3.107) and after re-arranging we get,

W ∗
k (s) =

Πk,tot(1− s
λk

)

Πk,tot(1)Ak(1− s
λk

)(σ + (1− s
λk

)(1− σ)
(3.108)

In order to find the average waiting time Wk = − d
ds
W ∗
k (s), we take derivative of the

equation (3.74) wrt z and substitute z = 1 to obtain
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Π
′

k,tot(1) = MkQ
′

k(1)− (1− ρ′k)Q
′

k(1)

Mk∑
µ=1

µ+ (1− ρ′k)
Mk∑
µ=2

µ−1∑
j=1

π
(j)
k,0(µ− j) (3.109)

and,

W ∗′
k (0) = − 1

λk

Π
′

k,tot(1)

Πk,tot(1)
+

1

λk

[
1− σ + A

′

k(1)
]

Wk =
1

λk

[
Π
′

k,tot(1)

Πk,tot(1)
− ρ′k

]
(3.110)

3.6 Results and Discussion

We have solved system of equations using an iterative approach in which the results

from each iteration are used as the seed for the next iteration. In this section we present

performance figures for MU-TXOP sharing in the downlink of an access point (AP) with

four traffic categories ACk, k = 0 . . . 3. We have not considered the uplink activity in the

network. We assume that each traffic category has same Poisson packet arrival rate λ. PHY,

MAC and OFDM parameters for our analytical model are shown in Table 3.2.

In this chapter we have analyzed MU-TXOP sharing in the downlink and assumed that

we have only one AP in the network. We have represented four different traffic categories

in an AP as four individual STAs with a single traffic category. The uplink activities of

other nodes in the network are not taken into consideration. However, we can extend our

analysis to a network with multiple APs and activities of the peripheral STAs. In this case,

the number of STAs will be increased and all the STAs will contend for the medium using
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Table 3.2: Parameters for analytical model of IEEE 802.11ac protocol
Parameters Numerical values
Bit error rate, BER 2X10−6 bits/s
Duration of Time slot, σ 9 µs
Minimum PHY header 40 µs
Maximum PHY header 52 µs
Data rate per spatial stream 390 Mbps
MAC service data unit length, MSDU 11426 octets
Short Inter-frame space duration, SIFS 16µs
MAC header length 36 bytes
Request to send, RTS 20 bytes
Clear to send, CTS 14 bytes
Block acknowledgement, BA 32 bytes
Maximum retry limit , R 7
Number of spatial streams, A 4
Modulation and Coding scheme, MCS 9
Bandwidth 80MHz
OFDM symbol duration 4 µs
Number of bits in OFDM symbol 1560
Multi user TXOP sharing probability 0.75
Maximum backoff stages [5, 5, 1, 1]
Arbitration inter frame space, AIFS [7, 5, 3, 2]
Minimum contention window size CWmin [32, 32, 16, 8]
TXOP duration limit [0, 0, 3264, 3264]µs

EDCA rule. Multiple STAs with different traffic categories can easily be accommodated

with little complexity in our analysis. We can vary both the number of STAs and the packet

arrival rate for each STA in our model. Our results clearly show the formation of two

distinct priority traffic groups: AC0 and AC1 form low priority traffic group (LPG) and

AC2 and AC3 form high priority traffic group (HPG).

Fig. 3.5a shows the plot of the stability criteria of our system as a function of packet

arrival rate. In Section 3.5, we have derived the stability criteria for our model and the

value must be less than 1 in order for the system to be stable. From the plot we see that as

the packet arrival rate increases, the value of the stability criteria for AC0 and AC1 rapidly
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(a) Stability criteria for the system. (b) Probability of TXOP sharing (fsk).

Figure 3.5: Stability criteria and TXOP sharing probability.

increases and at an arrival rate of λ = 190 packets per second, AC0 drives the system to

unstable region. This is due to the fact that AC0 has longest backoff period during which

it has more packet arrivals than other access categories. However, at the end of the backoff

period of AC0, only one packet is transmitted. This leads to a large queue length and AC0

class enters unstable region. At this point the average queue size before the start of the

transmission for AC0 and AC1 classes are 27 and 6 packets respectively. The change of

the values of stability criteria for AC2 and AC3 classes are relatively small as the backoff

duration of these categories are relatively small and multiple packets are served at the end

of backoff period.

The plot of TXOP sharing probabilities in Fig. 3.5b clearly shows that low priority

traffic categories are the beneficiaries of MU-TXOP sharing. Most of the time the higher

priority traffic categories gain access to the medium and have uninterrupted transmission

opportunity for multiple packets for a duration of TXOP period. If the queue of the sec-

ondary traffic category is not empty and resource is available in AP, secondary AC gets

opportunity to transmit packets during the TXOP period of primary AC. This implies that
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(a) Probability of an AC being idle. (b) Average backoff time in ms

Figure 3.6: Idle probability and backoff time

the lower priority traffic categories are benefited most from MU-TXOP sharing. As the

load increases, low priority traffic categories have less opportunity to act as primary AC.

As a result, TXOP sharing probabilities of high priority traffic categories gradually decrease

with the increase in load. However, since high priority categories get more transmission

opportunities at higher load, the TXOP sharing probabilities of lower priority categories

gradually increase.

Figure 3.6a shows the probability that an access category becomes idle after finishing

the service of the arrived packets. At low packet arrival rate, the system remains idle

for most of the time. The probability of an AC being idle, gradually decreases as the

packet arrival rate increases. Since multiple (M=4) packets are served for AC2 and AC3

during TXOP period, the idle probability decreases gradually with the increase of packet

arrival rate. However, since a single packet is served for AC0 and AC1, the idle probability

decreases at a faster rate with the increase of packet arrival rate. At an arrival rate of

λ = 190 packets per second (pps), AC0 has zero idle time which leads the system to an

unstable condition.
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(a) Standard deviation of backoff time

Skewness of backoff time (ms)
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(b) Skewness of backoff time

Figure 3.7: Standard Deviation and skewness of backoff time

Figure 3.6b shows the average backoff time for different traffic categories. The backoff

time for higher priority traffic is low because of the use of smaller AIFS and contention

window CWmin. In our model the number of backoff stages for high priority traffic class is

two so that the contention window size does not grow bigger in case of transmission error

or collision. This ensures the faster access to the medium for priority traffic. At low packet

arrival rate, the difference between the backoff times of high priority and low priority traffic

is small. As the packet arrival rate increases, AC3 and AC2 occupy the medium for longer

period of time due to multiple packet transmissions. As a result, access categories AC0

and AC1 need to wait for a longer period of time to get access to the medium. For high

packet arrival rate of λ = 180 packets per second, most of the time the medium is occupied

serving AC2 and AC3 traffic keeping other traffic categories to wait for a longer period of

time to access the medium. The standard deviation and skewness of backoff time are shown

in Figure 3.7a and Figure 3.7b respectively. There is no significant change of backoff time

for high priority traffic with the increase in load condition. But for the low priority traffic,

the backoff time varies significantly in high load condition.
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(a) Average waiting time in the queue in ms
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(b) Average medium access time in ms

Figure 3.8: Waiting time and medium access time

At low load condition, the average waiting time for each packet in the queue is very

low and in the range of few hundred nano-seconds. For high priority traffic, the waiting

time remains almost unchanged with the increase in packet arrival rate. However, at high

load condition (λk = 190 pps), low priority packets start suffering significant amount of

delay due to build-up of queue size before the start of TXOP duration. Figure 3.8a shows

the average waiting time for a packet in the queue in ms.

The average medium access time for different ACs are shown in Figure 3.8b. This

medium access time is the sum of packet waiting time and packet service time. At low

packet arrival rate, the access time is in the range of 100ns and gradually increases with

the increase of packet arrival rate due to the fact that with the arrival of more packets in the

queue, the waiting time of a packet increases. At an arrival rate of λk = 190 packets per

second, the medium access time for AC3 is only 2µs whereas the medium access time for

AC0 is 136µs.

The probability of successful transmission of an MPDU shown in Figure 3.9b is a func-

tion of the probability that RTS and CTS will not be corrupt due to channel error δk, and
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Figure 3.9: Probability that buffer is empty after zero-th backoff

probability that there will be no collision due to multiple transmissions γk. At a low packet

arrival rate smaller number of bits are in error resulting in a larger probability that RTS and

CTS will not be corrupt due to channel noise. As the packet arrival rate increases, more bits

are in error and δk gradually decreases. Again, at low packet arrival rate the queues of the

secondary ACs are almost empty which leads to less collision probability and higher value

of γk. As packet arrival rate increases, more ACs are in backoff process and has the chance

of gaining access to the medium at the same time causing collision. Since both γk and δk

decrease with the increase of the packet arrival rate, the probability that a transmission will

be successful during service period decreases.

γk is the probability that at an instance of time only one AC, which we denote as primary

AC, gains access to the transmission medium. As the packet arrival rate increases for

different access categories, there is more likely that more than one ACs will be in backoff

process and there is a chance that more than one AC gain access to the medium at the same

time causing a collision. This will lead to a lower probability that the transmission will

be successful. As a result, probability γk decreases with the increase of packet arrival rate
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Figure 3.10: Successful transmission and medium access probability

which is shown in Figure 3.10a.

Figure 3.10b shows the plot of the medium access probability τk for different access

categories. With the increase in packet arrival rate, each AC tries to access the medium

more often and thereby the medium access probability gradually increases with the increase

of load.

In our model we have assumed an equal packet arrival rate and packet length for all

ACs. The offered load as defined in the queuing model, is linearly related to the mean

packet arrival rate during service period. Therefore, the offered load linearly increases with

the increase of packet arrival rate. Figure 3.10c shows the offered load for different traffic
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Figure 3.11: Throughput at different load conditions.

classes of our model. Since all ACs have the same packet arrival rate and packet service

time, the offered load for all ACs coincide in one straight line.

The payload throughput for each individual traffic category is shown in Fig. 3.11. Our

model achieves a maximum cummulative payload throughput of 53% (TXOP sharing prob-

ability=1) at an arrival rate of λ = 175 pps. This is 105% higher than the throughput

without MU-TXOP sharing. This high throughput comes from the spatial multiplexing of

MPDUs in multiple directions. We observe that at low load, the lower priority traffic group

benefits most from the MU-TXOP sharing and achieves 150% throughput gain. Because of

the lack of priority packets for multiple directions, low priority packets get more transmis-

sion opportunity during MU-TXOP at low load. As the load increases, this throughput gain

for low priority traffic gradually drops to 45% at saturation load due to lower transmission

opportunity during MU-TXOP sharing. For high priority traffic, however, the throughput

gain always remains high with the increase in load. The enhancement of throughput at

different load is shown in Table 3.3.

At low packet arrival rate, most of the time the system remains idle and the queue of all

access categories are empty. As soon as a packet ofACk arrives,ACk starts backoff process
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Table 3.3: Throughput enhancement due to MU-TXOP.
arrival rate throughput gain (%)
λ (pps) low priority group high priority group

25 147 156
70 130 155
100 114 150
130 87 141
175 45 128
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Figure 3.12: Average queue length and transmitted MPDU in service time

and the queue size of ACk is around 1 before the start of TXOP period as shown in Figure

3.12a. As the packet arrival rate increases, the buffer size for high priority traffic remains

almost unchanged because of smaller backoff period and multiple packet transmission dur-

ing TXOP period. However, the buffer size for the low priority traffic gradually increases

and the probability of the queue becoming empty at the end of TXOP period decreases.

At high packet arrival rate of λ0 = 190 packets/sec, the buffer of AC0 goes very high (26

packets) and makes the system unstable.

Figure 3.12b shows that error in MPDU transmission sharply increases when packet

arrival rate λk is above 40 packets/sec. When the size of MPDU is large, BER plays a
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Figure 3.13: Probability that buffer is empty after TXOP and packet drop probability

significant role. Noisy channel condition adversely affects the performance of the system.

In our model the packets arrive according to Poisson process and the packet inter-arrival

time is same for all traffic categories. Because of the small backoff time for high priority

traffic categories and multiple MPDU transmissions during TXOP period, it is highly likely

that the buffer of high priority traffic categories will be empty at the end of the TXOP du-

ration. However, for low priority traffic a larger backoff time and a single MPDU transmis-

sion during TXOP period results in lower probability that the queue will be empty at the

end of the TXOP period. Figure 3.13a shows the probability that the buffer is empty at the

end of TXOP duration.

Figure 3.13b shows packet drop probability for different traffic classes. Packet is

dropped when the maximum transmission retry limit (R) is reached but the transmission

is not successful. At high packet arrival rate packet drop increases sharply specifically for

AC0 and AC1 because of the unsuccessful bandwidth reservation for the mentioned traffic

classes.
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3.7 Chapter Summary

In this chapter, we have developed analytical model of DL-MU-MIMO in IEEE 802.11ac

protocol and evaluate TXOP sharing probabilities for different traffic categories. The back-

off time for different priority traffic categories are evaluated in detail in non ideal channel

condition. The Markov chain model is used to evaluate transmission probability and queu-

ing model is used to determine the state of the queue of a node. A group of equations

are solved using iterative approach. We have evaluated performance enhancement of IEEE

802.11ac network due to DL-MU-MIMO. Our results show 105% enhanced normalized

payload throughput which is due to MU-TXOP sharing. We observe that low priority

traffic categories benefit most from TXOP sharing due to sharing of TXOP period with

secondary ACs.
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Chapter 4

Uplink Access Protocol in IEEE

802.11ac

IEEE 802.11ac amendment enhances WLAN throughput by exploiting spatial diver-

sity of antennas in MU-MIMO downlink transmission. Still, network resources remain

under-utilized in uplink transmission due to single user communication. In this chapter,

we propose an Access Point controlled MAC protocol (A-MAC) that enables simultaneous

transmissions from multiple STAs in uplink. The protocol uses EDCA channel access tech-

nique to initiate multi-user transmission and OFDMA method to transmit multiple RTSs

simultaneously. It also introduces explicit channel sounding technique by using dedicated

OFDM subcarrier blocks for each user. Performance measurement shows that network

throughput of the A-MAC is 150% higher than that of a single uplink transmission, thanks

to the availability of concurrent multiple RTS transmissions in the uplink. The proposed

protocol provides a green solution by shortening the backoff time by 50% for all traffic

categories due to concurrent multiple transmissions and thus enhancing the battery life of
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the nodes. We observe that although the smaller backoff window of high priority traf-

fic category enhances network throughput, higher intensity of high priority traffic drives

the network faster to saturation. Furthermore, better network stability and fairness among

different traffic categories can be achieved when the dominant traffic has low priority.

4.1 Introduction

IEEE 802.11 protocol is continuously evolving to keep pace with the growing need for

high speed broadband multimedia communication. IEEE 802.11ac is the latest amendment

that allows point to multipoint communication in the downlink using pioneering MIMO

technique. DL-MIMO increases the network throughput by allowing transmission to max-

imum four STAs simultaneously using spatial multiplexing. However, for uplink trans-

mission, the protocol uses one to one communication which keeps the abundant resources

in AP under-utilized. In fact, the throughput of WLANs scales linearly with the multi

packet reception (MPR) capability of the channel [60]. The technical challenges of mul-

tiple concurrent uplink transmissions require the AP receiver to perform per-user channel

estimation, and carrier frequency offset estimation due to RF mismatches between STAs

and AP [61]. Without precise channel state information (CSI), space diversity through

beamforming technique can not be utilized in uplink due to overlapping of multiple trans-

mitting signals at AP.

Fortunately, due to development of numerous Multiuser Detection (MUD) Techniques

like Zero Forcing (ZF) or Minimum Mean Squared Error (MMSE) for high speed data [62]

[63] and blind detection algorithms, such as Constant Modulus (CM) or Finite Alphabet

(FA) for low rate data [64] [65], concurrent transmissions of multiple STAs in uplink can
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successfully be decoded by the AP when CSI between STA and AP is known and the num-

ber of receiver antennas are larger than the number of transmissions. The benefits of this

physical layer techniques can fully be exploited by designing a suitable MAC protocol for

uplink multi-user transmission. To be able to successfully decode all transmissions, MIMO

receiver must first acquire knowledge of all channels between any transmitting/receiving

antenna pairs. In IEEE 802.11ac protocol channel state information is obtained by the

training bits in the preamble. To determine the channel state effectively the preamble trans-

mission must be in a clear channel state. However, during multiple uplink transmission,

interference-free preamble detection cannot be guaranteed. Therefore, explicit channel

sounding technique is required for uplink MU-MIMO transmission.

Task Group AX (TGax) is working towards developing IEEE 802.11ax protocol by

2019 that will provide enhanced throughput and power efficiency in dense WiFi deploy-

ment environment [66] [67]. The new specification addresses the spectral inefficiency in

existing protocol by including schedule based MU-MIMO and MU-OFDMA techniques

to perform multi-user uplink transmission for high efficiency (HE) devices. However, the

complete adoption of HE WLAN protocol is likely to take place over a period of time to off-

set the deployment cost. To ensure the coexistence of non-HE devices during the transition

period, EDCA based single user transmission will remain the basic access technique and

single point of spectral inefficiency for non-HE devices in uplink. In this chapter we discuss

an EDCA based uplink transmission technique for non-HE devices that allows multi-user

transmission to improve spectral efficiency in coexistent WLAN network. We propose

an Access Point controlled contention based MAC protocol (A-MAC) and explicit chan-

nel sounding technique that allow multi-user concurrent uplink transmission within IEEE
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802.11ac framework keeping compatibility with the downlink MU-MIMO technique. The

proposed protocol is a technique towards implementing the intended throughput enhance-

ment using concurrent multiple uplink transmissions and MIMO-OFDMA techniques. The

major contributions of this chapter are:

• To the best of our knowledge, this is the first uplink protocol using MU-MIMO and

OFDMA techniques and takes into consideration different priority traffic categories.

• We have introduced explicit channel sounding technique by using dedicated subcar-

rier blocks.

• We have developed an analytical model using queuing model and Markov chain

model to evaluate the performance of the proposed A-MAC.

• We have evaluated the performance metrics of proposed A-MAC protocol for both

uniformly and non-uniformly varying packet arrival rates for different priority cate-

gories.

• We have developed the stable operating criterion for the network for varying traffic

conditions.

• The proposed protocol provides a green solution by reducing the backoff time and

thereby increasing the efficiency of the network.

The rest of the chapter is organized as follows: In Section 4.2 we discuss the proposed

A-MAC protocol. The analytical model is discussed in Section 4.3. The numerical results

are discussed in Section 4.4. In Section 4.5 we discuss the way of bridging the gap between
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Figure 4.2: Multi-STA transmission in A-MAC enabled network

IEEE 802.11ac and IEEE 802.11ax protocols. The way of improving resource utilization

in IEEE 802.11ax is discussed in Section 4.6 followed by conclusion in Section 4.7.

4.2 Proposed A-MAC Protocol

We assume that our network has only one AP and a number of peripheral STAs in an

isolated basic service subsystem (BSS) such that there will be no interference from the
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Figure 4.3: Single STA transmission

nearby BSS. For simplicity of analysis we assume that each STA has only one antenna

and the AP has four antennas. To maintain compatibility with the downlink MU-MIMO,

we assume that AP can receive four data packets simultaneously from four different STAs.

The traffic in AP or STA can be categorized in four priority categories (k = 0, 1, 2, 3) in

ascending priorities and each category of traffic contend for medium using its own EDCA

function. During association with AP, each STA is assigned a block of orthogonal subcar-

riers for a specified duration. After the expiry of the association duration, the subcarrier

block is released and STA initiates reassociation process with the AP during which another

block is reassigned to the STA. The size of the subcarrier block is a configuration parameter

depending on the density of STAs in the network. For 160 MHz UNII-1 and UNII-2 bands

we allocate 5MHz block for each STA so that the network can support a maximum of 32

STAs.

In single user transmission a STA sends an RTS at the end of backoff process. Similarly

in a downlink MU transmission, one group RTS is transmitted by the AP to the desired

destinations as AP has the knowledge of the destination of packets in its queue. However,

in MU uplink transmission AP has no knowledge of the length of the queues of sender

nodes. Therefore, during design of A-MAC protocol we have introduced two rounds of
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RTS transmission. In first round, only the STA that wins the access to the medium through

EDCA contention, is allowed to transmit RTS. We denote this STA as the primary STA

and the corresponding RTS is named as primary RTS. The primary RTS is duplicated in

all 20 MHz channels to ensure backward compatibility with legacy devices. The rest of

the nodes in the network are denoted as secondary STAs. The secondary STAs that are

in backoff process get opportunities to transmit RTSs to send indications to AP of their

intention to transmit packets. These RTSs are denoted as secondary RTSs. Secondary RTS

transmission starts after DIFS period of the primary RTS when AP allows MU transmission.

The purpose of 5MHz subcarrier allocation during association is to facilitate the channel

sounding and transmission of multiple secondary RTSs in OFDMA fashion.

The successful decoding of concurrent multiple uplink transmissions depends on CSI

report from STAs. The channel sounding technique in the proposed model is shown in

Fig. 4.1. AP periodically performs channel sounding by sending null data packet (NDP)

and in response, STAs transmit the reports using OFDMA technique using the subcarrier

blocks assigned during association. The secondary STAs transmit RTSs simultaneously

in the second round using previously assigned OFDM subcarrier blocks. These STAs are

defined as secondary STAs. Due to unavailability of subcarrier blocks, if the AP is unable

to allocate a subcarrier block to a STA, the usual operation is not impacted but the STA can

not participate in the second RTS transmission.

The frame exchange sequence of the proposed protocol is shown in Fig. 4.2. As soon as

the medium becomes idle, all STAs start backoff process. When STA1 wins the contention,

STA1 sends RTS. Since the network does not have any hidden terminals and all STAs

hear each other, the AP and STAs have the knowledge about the collision of first round

136



Chapter 4: Uplink Access Protocol in IEEE 802.11ac

RTS. If the collision happens, the primary STA initiates next backoff phase. On hearing

RTS, secondary STAs suppress the backoff counting and update the NAV according to the

duration information in RTS. Receiving STAs (including AP) decode RTS signal to find the

intended destination address. If the RTS is intended for AP and AP decides to allow multi-

user transmission, AP defers the transmission of G-CTS up to DIFS period. If AP cannot

allow multiple transmission simultaneously, it sends CTS after SIFS period as shown in Fig

4.3. If primary STA listens CTS after SIFS period, the primary STA starts data transmission

after SIFS period and other STAs keep the backoff countdown suppressed until the medium

is idle again. However, if no CTS is transmitted by AP to primary STA after SIFS period,

other STAs are allowed to transmit concurrent RTSs using previously allocated OFDM

subcarrier blocks. It is fair to assume that AP is connected to the infrastructure and has

no capability constrain in monitoring each subcarrier block to retrieve all secondary RTSs.

Depending on the number of STAs, it is possible that AP receives larger number of RTSs

than the number of antennas Mant in AP.

Based on the CSI report, AP selects a group of maximum four STAs including primary

STA that are most feasible to transmit data packets simultaneously. AP sends G-CTS to

selected STAs using group address. All other STAs update the NAV according to the dura-

tion of transmission advertised in G-CTS. The selection algorithm may also vary according

to the performance goal such as throughput maximization or fairness consideration. STAs

transmit data simultaneously over the whole spectrum for a duration controlled by TXOP

duration of STA1. Secondary STAs can transmit up to the duration advertised by AP and

in no way can stress the TXOP period of STA1. The STAs can transmit aggregated packets

and piggyback the information about the next packet duration. AP can successfully decode
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all the data using zero forcing (ZF) or minimum mean square error (MMSE) technique

extensively used for MPR in WLAN. When the STAs finish transmission or TXOP period

expires, AP sends G-ACK to the STAs from which AP receives data successfully.

The frame format for G-CTS and G-ACK in our proposed protocol remains same as

CTS and ACK in IEEE 802.11ac protocol. We assume that any combination of STAs in the

network can somehow be represented by a group ID so that the destination address in CTS

and ACK frames can be replaced by group ID during multiple concurrent transmissions.

The duration in G-CTS is set to be the transmission duration of primary STA. The algorithm

of the proposed protocol is shown in Algorithm 1.

4.3 Analytical Model

We assume that the transmission opportunity of different priority traffic categories in a

STA is first resolved through internal contention using their own EDCA functions. There-

fore, each STA contending for medium can be represented by a single priority traffic

category. The four different priority STAs in our model are represented by STAk where

k = 0, 1, 2, 3 denote priorities in ascending order for Background, Best Effort, Video, and

Voice traffic respectively. In normal working environment both AP and STAs contend for

the channel at the same time. When AP gains access to the medium, downlink MU-MIMO

transmission is initiated and when a STA gains access to the medium, an uplink MU-MIMO

transmission is initiated. We have evaluated the performance of DL-MU-MIMO in Chapter

3. In this chapter, we restrict our analysis only for the uplink traffic in order to reduce the

complexity of our analytical model. However, we would expect even better network per-

formance in the presence of both uplink and downlink traffic due to the absence of addition
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Algorithm 1: A-MAC protocol
1 Initialization: Packet arrive in STAs, t = 0
2 if medium == idle then
3 if BO counter != 0 then
4 STAs decrease BO counter
5 else
6 STAk Sends RTS, t← t+ waittime+BO
7 STAh6=k stop BO decrement

8 else
9 wait for medium

10 if empty (queue of STAh6=k ) then
11 AP sends CTS, t← t+ SIFS
12 STAh6=k update NAV
13 STAk transmits data, t← t+ SIFS

14 else
15 AP defers G-CTS
16 STAh6=k transmit RTS, t← t+DIFS

17 AP sends G-CTS, t← t+DIFS + SIFS
18 STAk sends data, t← t+ SIFS
19 if STAh6=k in group ID then
20 STAh6=k send data, t← t+ SIFS
21 else
22 STAh6=k update NAV
23 STAh6=k wait for medium

24 AP sends G-ACK, t← t+ SIFS
25 STAk, STAh6=k receive G-ACK

control signals in DL-MU-MIMO transmission. Section 4.3 is divided in four sub-sections.

In sub-section 4.3.1 we first find the total backoff duration for each traffic category. Sub-

section 4.3.6 deals with the queuing model in order to find the state of the queue before and

after each transmission. In sub-section 4.3.7 we discuss the Markov chain which models

states of STA. Finally, in sub-section 4.3.8 we calculate different performance metrics of

the network.
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4.3.1 Backoff Model

This sub-section has three parts: part 4.3.2 determines the probability of transmitting

multiple RTSs, part 4.3.3 calculates the transmission duration and part 4.3.4 calculates the

total bandwidth reservation time for both successful and unsuccessful transmission.

4.3.2 TXOP Sharing probability

We consider a uniform Poisson packet arrival rate λk packets/s for each traffic category.

In our analysis the time is slotted and the activity of any node takes place at the edge of

a 9µ sec time slot. The duration of A-MPDU, RTS, G-CTS and G-ACK are represented

by ld, rts, cts and ack time slots respectively. The duration of AIFSk, SIFS and DIFS

periods are denoted by aifsk, sifs and difs respectively. We assume a non-ideal channel

with bit error rate ber so that there is a probability that the primary RTS and data packets

can be corrupt during transmission.

We assume that in our network nk STAs of class k contend for the medium. The total

number of contending STAs in the network N∑ =
∑3

k=0 nk. Each STA has a transmission

probability τk. Let us assume that AP receives data packets from Dup (1 ≤ Dup ≤ 4) STAs

simultaneously during MU transmission in uplink. When the number of secondary RTSs

are larger than Dup − 1, AP chooses Dup − 1 secondary STAs based on selection criteria.

In other words, all secondary STAs that send RTSs, may not get the chance to participate

in the MU transmission. We first determine the probability of successful transmission of a

primary RTS by a particular traffic category k. If only one STAk is to win the contention

and send primary RTS, nk− 1 STAks as well as all STAh6=k must be idle. The probability

that a STAk wins the contention is given by:
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prts[k, 1] = τknk(1− τk)nk−1

∏3
h=0(1− τh)nh
(1− τk)nk

(4.1)

where, prts[k, 1] is the probability that the primary RTS is sent by k category traffic node.

The total probability of transmitting only one primary RTS by all categories is the sum of

probabilities of each individual category and is given as

prts[1] =
3∑

k=0

prts[k, 1]. (4.2)

The secondary RTSs can be transmitted by all traffic categories depending on the length

of the queues of the nodes. If category k has transmitted the primary RTS, then one sec-

ondary RTS can be generated either from nk− 1 nodes or from any of the nh6=k nodes. The

probability of transmitting secondary RTS is conditioned on successful transmission of pri-

mary RTS. At this point, we define πk,0 be the probability that the queue of STAk is empty

at the end of TXOP period. The detail expression for πk,0 will be derived in the subsection

(4.3.6). When a STAk transmits primary RTS, one or more secondary RTS/RTSs can be

transmitted by any other node/nodes from any other category. However, the transmission

of secondary RTS is conditioned on the transmission of primary RTS prts[k, 1]. The prob-

ability prts[t] of transmitting t (2 ≤ t ≤ N∑) RTSs (one primary RTS and t-1 secondary
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RTSs) t can be written as follows:

prts[2] =
3∑

k=0

[
prts[k, 1]

(
nk − 1

1

)
(1− πk,0)(πk,0)nk−2

∏
h⊂k,h6=k

πnhh,0

]

prts[3] =
3∑

k=0

[
prts[k, 1]

(
nk − 1

2

)
(1− πk,0)2(πk,0)nk−3

∏
h⊂k,h6=k

πnhh,0

]

+
1

2

3∑
k=0

[
prts[k, 1]

(
nk − 1

1

)
(1− πk,0)(πk,0)nk−2

∑
h⊂k,h6=k

{(
nh − 1

1

)
(1− πh,0)(πh,0)nh−1

∏
l⊂h,l 6=h

πnll,0

}]
...

prts[N∑ ] =
3∑

k=0

[
prts[k, 1]

(
nk − 1

nk − 1

)
(1− πk,0)nk−1

∏
h⊂k,h6=k

(
nh
nh

)
(1− πh,0)nh

]
(4.3)

where, prts[n] is the probability that a total of n RTSs (primary and secondary) will be

transmitted before the start of MU-TXOP. In equation (4.2) we see that the transmission of

primary RTS from a STA is related to the transmission probability of the particular STA

whereas in equation (4.3), the transmission of secondary RTSs are related to the state of

queues of secondary STAs. The Probability Generating Function (PGF) for the number of

transmitted RTSs can be written as Frts(z) =
∑N∑

t=0 prts[t]z
t where, prts[0] is the probability

that no node is in the state of transmitting RTS during a time slot. prts[0] can be expressed

as

prts[0] =
3∏

k=0

(1− τk)nk . (4.4)
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When number of transmitted RTS is less than or equal to four, all participating STAs

receive G-CTS from the AP. If the number of transmitted RTS is greater than four, only

four STAs receive G-CTS. We define pcts[i] be the probability that i STAs receive G-CTS

can be expressed as

pcts[i] =

prts[i], i = 0 . . Dup − 1∑N∑
t=0 prts[t]−

∑Dup−1
t=0 prts[t], i = Dup.

(4.5)

Now the probability fm[t] that a particular secondary STA will be chosen to receive

G-CTS from t RTSs can be expressed by the following equation:

fm[t] =


1
N∑ (N∑−1

t

)
prts[t+ 1], 1 ≤ t ≤ Dup − 1

1
N∑ (N∑−1

t

)
1
t

(
t−1

Dup−2

)
prts[t+ 1], Dup ≤ t ≤ N∑ .

(4.6)

The mean probability of receiving G-CTS by a particular secondary STA is given by:

fsk =

N∑∑
t=1

fm[t]. (4.7)

Equation (4.7) gives the probability that STAk will be considered for MU transmission

even when the STA is in backoff process. For simplicity of our analysis we assume average

value of fm[t] for all STAk.

EDCA channel access technique for a STA is shown in Chapter 3 Fig. 3.1. The proba-

bility fk that a time slot will be idle during the interval Ak,max can be related to the channel
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Figure 4.4: Timing diagram of queuing model

access probability τk as

fk =
3∏
i=k

(1− τi)ni . (4.8)

4.3.3 TXOP Duration

During data transmission phase the number of concurrent transmissions depend on the

STAs that receive G-CTS from AP. Let θ[i] be the probability that i data packets are trans-

mitted concurrently in a burst during MU uplink transmission. The PGF for the number of

data packets in the burst can be obtained as

Θ(z) =

Dup∑
i=1

θ[i]zi (4.9)

and the average number of packets in a burst is given by Mbk = Θ′k(1). If ψk,µ denotes the

probability that µ bursts are transmitted during TXOP period of primary STA, the PGF for

the number of packets transmitted during TXOP is given by Φk(z) =

Mk∑
µ=1

ψk,µΘk(z)µ. The
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PGF for the duration of a single burst Tburstk(z) is obtained from Fig. 4.2 as

Tburstk(z) = zld+ack+2sifs (4.10)

and the average duration (slots) of the burst is Tburst′k(1). The PGF for total TXOP dura-

tion is given by

Ttxopk(z) = z2rts+difs+2sifs+cts+aifsk
∑Mk

µ=1 ψk,µTburstk(z)µ (4.11)

with an average duration of Ttxop′k(1).

4.3.4 Duration of bandwidth reservation

Successful medium access probability of primary STA during Al period, as shown in

Chapter 3 Fig. 3.1, is given by

psl =
3∑
i=l

niτi
∏3

j=l(1− τj)nj

1− τi
. (4.12)

If secondary STAs are allowed to transmit at a probability fsk during the successful access

to the medium by primary STA, the freezing counter restart probability of STAk (k < l)

due to successful transmission is given as

psfl = psl(1− fsk) (4.13)

and freezing counter restart probability of STAk (k < l) due to unsuccessful reservation

of bandwidth is given by pffl = 1 − fl − psl. However, the backoff counter suppression

145



Chapter 4: Uplink Access Protocol in IEEE 802.11ac

probability of a STA due to successful or unsuccessful bandwidth reservation during MU-

UL transmission remains same as derived in Chapter 3.

The PGF for the duration of unsuccessful bandwidth reservation Tck(z) due to collision

of multiple primary RTSs or the corruption of G-CTS can be obtained as

Tck(z) = γkδr(1− δc)z2rts+difs+2sifs+cts+Tburst′k(1)

+ [1− γkδr(1− δc)] z2rts+difs+2sifs+cts (4.14)

where, γk is the probability of successful packet transmission, δr is the probability that

there will be no RTS error due to noise in the channel and δc is the probability that there

will be no G-CTS error.

The PGF for the duration of successful access to the medium by all ACs during Ar,

{r = 0, 1, 2, 3} period can be written as

Tsr(z) =

3∑
i=r

τiniTtxopr(z)

3∑
i=r

niτi

. (4.15)

Finally, the PGFs for backoff time for STAk during i backoff phase Tbik,i(z), total backoff

time Tbk(z) and proactive zeroth backoff time Tb0k(z) can be derived in a similar fashion

as discussed in Chapter 3.

4.3.5 Impact of hidden nodes

In our network we assume that AP is located at the centre of the BSS and the trans-

mission range of all the nodes are equal. From AP point of view there will be no hidden
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node since all the nodes within the BSS are associated with the AP and are within the

transmission range of AP. Therefore, as soon as AP transmits CTS/G-CTS, all the nodes

will update the NAV accordingly so that there will be no collision for data and ACK/G-

ACK message. However, when a node (specifically at the periphery of the BSS) transmits

RTS, some nodes within the BSS which are outside the transmission range of RTS trans-

mitting node, act as hidden nodes and create collisions. The vulnerable period during

which a collision at AP can take place for single user transmission is given as Tv−su =

2.(RTS tx time + SIFS + CTS tx time). Similarly, the vulnerable period for MU

transmission is given as Tv−mu = 2.(2.RTS tx time+DIFS+SIFS+CTS tx time).

Let Nk,h be the number of hidden nodes of traffic category k for a transmitting node. The

probability fh that a hidden node will not transmit in a time slot during vulnerable period

Tv−mu can be written as

fh =
3∑

k=0

(1− τk)Nk,h
τkNk,h

(4.16)

The probability fncoll that there will be no collision from the hidden nodes during the entire

vulnerable period is given as

fncoll = f
(1−fsk)Tv−su+fskTv−mu
h (4.17)

where, fsk is the MU transmission probability defined in equation (4.7). Now, the suc-

cessful transmission probability in presence of hidden nodes γk,h can be evaluated as

γk,h = γkfncoll where γk is the successful transmission probability without hidden node

as evaluated in Chapter 3.
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4.3.6 Queuing model

The state of the queue of STAk before the start of TXOP period and after the transmis-

sion of a packet is represented by the timing diagram shown in Fig. 4.4 and the Markov

chain model shown in Chapter 3 Fig. 3.3. Now we will develop the equation for the prob-

ability for i packets in the queue of a STA. Let STAk has just finished the transmission and

π
(µ)
k,0 be the probability that queue of STAk is empty after the transmission of µ packets.

STAk will go through proactive zeroth backoff process. During proactive zeroth backoff

process let v0
k,0 be the probability that zero packet arrive during v0 period. If there is no

packet arrival at the end of proactive zeroth backoff state, STAk goes to idle state and re-

mains idle until a packet arrives. STAk will sense the medium and if the medium is idle

for a period of AIFSk which we denote by v3, STAk will start transmission at the end of v3

period. The probability that the medium will be idle for a period of AIFSk is faifsk0 . Now

in order to have i packets in the queue before the the start of transmission we need i − 1

packet arrival during v3 period. When all the above conditions are met, the first term of

the equation can be written as faifsk0 v0
k,0

∑Mk

µ=1 π
(µ)
k,0v

3
k,i−1. During v3 period STAk will not

participate in MU transmission as secondary STA. (1 − faifsk0 ) is the probability that the

medium will be busy during v3 period. The STAk will start full backoff process and the

duration of full backoff process is denoted by v2. During v2 backoff period STAk can par-

ticipate in transmission as secondary STA or start transmission as primary STA at the end

of v2 period. The second and third terms can be written based on these conditions. Simi-

larly we can include all the transmission scenarios and the probabilities are summed up to

find the total probability of having i packets in the queue before the start of transmission.

The complete equation is written as follows:
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q+
k,i = faifsk0 v0

k,0

Mk∑
µ=1

π
(µ)
k,0v

3
k,i−1 + (1− faifsk0 )(1− fsk)2v0

k,0

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=0

v3
k,jv

2
k,i−j

+ fsk(1− faifsk0 )(1− fsk)v0
k,0

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=0

v3
k,jv

2+
k,i−j

+ (1− faifsk0 )fsk(1− fsk)v0
k,0

Ma∑
µ=1

π
(µ)
k,0

i−1∑
j=0

v3
k,jv

2
k,i−j

+ (1− faifsk0 )fs2
kv

0
k,0

Ma∑
µ=1

π
(µ)
k,0

i−1∑
j=0

v3
k,jv

2+
k,i−j + fsk(1− fsk)

Mk∑
µ=1

π
(µ)
k,0v

0+
k,i

+ fs2
k

Ma∑
µ=1

π
(µ)
k,0v

0+
k,i + (1− fsk)

Mk∑
µ=1

π
(µ)
k,0v

0
k,iγkδ

+ (1− fsk)3(1− γkδ)
Mk∑
µ=1

π
(µ)
k,0

i∑
j=1

v0
k,iv

1
k,i−j

+ fsk(1− fsk)2(1− γkδ)
Mk∑
µ=1

π
(µ)
k,0

i∑
j=1

v0
k,iv

1+
k,i−j

+ fsk(1− fsk)2(1− γkδ)
Ma∑
µ=1

π
(µ)
k,0

i∑
j=1

v0
k,iv

1
k,i−j

+ fs2
k(1− fsk)(1− γkδ)

Ma∑
µ=1

π
(µ)
k,0

i∑
j=1

v0
k,iv

1+
k,i−j

+ (1− fsk)
i∑

j=1

πMk
k,j

[
(1− fsk)v2

k,i−j + fskv
2+
k,i−j

]
+ fskγkδ

i∑
j=1

πMa
k,j v

0+
k,i−j

+ fsk(1− fsk)(1− γkδ)
i∑

j=1

πMa
k,j

i−j∑
l=0

v0+
k,l v

1
k,i−j−l

+ fs2
k(1− γkδ)

i∑
j=1

πMa
k,j

i−j∑
l=0

v0+
k,l v

1+
k,i−j−l.

(4.18)
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fsk is the probability that STAk will participate in transmission of MU uplink as sec-

ondary STA which we have defined in equation(4.7). Mk and Ma⊂k are the number of

packets transmitted by STAk as primary STA and secondary STA respectively. v0, v1, v2

and v3 are the probabilities for the duration of zeroth backoff, full backoff without zeroth

backoff, full backoff and idle period respectively as shown in Fig. 4.4. v0+, v1+ and v2+ are

the probabilities of residual backoff time for the corresponding region. The terms associ-

ated with (1− fsk) are the state of queue when the STA participates in the transmission as

primary STA and the terms associated with fsk are the state of queue when STA participate

in MU transmission as secondary STA. The product γkδ is the probability that the trans-

mission is successful. To find a closed form solution of the equation we assume Ma = Mk

which means STAk transmits Mk packets in both primary and secondary transmissions.

When STAk transmits packet as secondary STA, Ma depends on the traffic category of pri-

mary STA. So our assumption leads to a specific case when both the primary STA and the

secondary STA are of same priority category. After summation and simplification we find

the PGF for the queue length Q+
k (z) =

∑∞
i=1 q

+
k,i where, the numerator and denominator
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are given by:

num(Q+
k (z)) = zMk+1faifsk0 v0

k,0Fk,3(z)
∑Mk

µ=1 π
(µ)
k,0

+zMk+1(1− faifsk0 )v0
k,0Fk,3(z)

∑Mk

µ=1 π
(µ)
k,0

[
(1− fsk)Fk,2(z) + fskF

+
k,2(z)

]
+ [fsk + (1− fsk)γkδ]

[
F+
k,0(z)− v0

k,0

] Mk∑
µ=1

π
(µ)
k,0 + (1− fsk)2(1− γkδ)

[
F+
k,0 − v

0
k,0

]
Fk,1(z)

∑Mk

µ=1 π
(µ)
k,0 + fsk(1− fsk)(1− γkδ)

[
F+
k,0 − v

0
k,0

]
F+
k,1(z)

Mk∑
µ=1

π
(µ)
k,0

−(1− fsk)2Fk,2(z)

Mk∑
µ=1

π
(µ)
k,0ΩK(z)Mk−µ − fsk(1− fsk)F+

k,2(z)

Mk∑
µ=1

π
(µ)
k,0ΩK(z)Mk−µ

−fskγkδF+
k,0(z)

Mk∑
µ=1

π
(µ)
k,0ΩK(z)Mk−µ − fsk(1− fsk)(1− γkδ)F+

k,0(z)Fk,1(z)

∑Mk

µ=1 π
(µ)
k,0ΩK(z)Mk−µ − fs2

k(1− γkδ)F+
k,0(z)F+

k,1(z)

Mk∑
µ=1

π
(µ)
k,0ΩK(z)Mk−µ

(4.19)

and

den(Q+
k (z)) = zMk −

[
(1− fsk)Fk,2(z) + fskF

+
k,2(z) + fskγkδF

+
k,0(z)

+ fsk(1− fsk)(1− γkδ)F+
k,0(z)Fk,1(z) + fs2

k(1− γkδ)F+
k,0(z)F+

k,1(z)
]

(zΩK(z))Mk

(4.20)

respectively.

The PGF for the number of frames in the queue after the departure of π-th frame can

be written as Πk,µ(z) and is obtained from Chapter 3.

Since function Q+
k (z) is analytical in the range |z| < 1, the zeros of the polynomials in

the numerator and denominator must be identical. Obviously z = 1 is one of the Mk roots

of the denominator and the remaining Mk − 1 roots can be obtained by using Lagrange’s

theorem [68]. The sum of the probabilities of the system states before the beginning of
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TXOP and after the transmission of each packet within TXOP period must be equal to one

and therefore, the last equation is obtained from the condition of total probability as

(Mk + 1)Q+
k (1)−

Mk−1∑
µ=1

π
(µ)
k,0 (Mk − µ) = 1 (4.21)

which can be expanded and rearranged to read

Mk(1−ρ
′

k)− Fac
′

k(1) = (Mk + 1)num(Q+
k (1))− den(Q+

k (1))

Mk∑
µ=1

π
(µ)
k,0 (Mk − µ)

(4.22)

where,

Fac
′

k(1) = (1− fsk)2F
′

k,2(1) + fsk(1− fsk)F+′

k,2(1) + fskγkδF
+′

k,0(1)

+fsk(1− fsk)(1− γkδ)
[
F+′

k,0(1) + F
′

k,1(1)
]

+ fs2
k(1− γkδ)

[
F+′

k,0(1) + F+′

k,1(1)
]
.

The mean arrival rate during service period is the offered load ρk, and ρ′k = ρk + (1 − σ)

is the scaled offered load which takes into consideration the transmission failure. Now Mk

equations from (4.19), (4.20) and (4.22) can be solved to obtain the values of Mk unknown

variables π(Mk)
k,0 .

4.3.7 Markov Chain Model

The states of Markov chain model is shown in Fig. 3.3 (Chapter 3) where each rectangle

represents a basic block as shown in Fig. 3.2. The bottom three rows of Fig. 3.3 are the

regular backoff phases of a STA and the remaining top portion of the figure represents the

proactive zeroth backoff phase. A freezing countdown state which is not shown here due
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to limitation of space, is associated with each backoff state . Each state in Markov chain

is represented as bk,i,j,l where, i (0 ≤ i ≤ R) is the backoff phase, j (0 ≤ j ≤ Wk,i − 1)

is the backoff counter value and l (0 ≤ l ≤ Bk) is the freezing counter value. After

successful transmission of packet, STAk goes to proactive zeroth backoff state when the

queue becomes empty. If no packet arrives during proactive zeroth phase, STA goes to

idle state. Any packet arrival during proactive zeroth backoff phase initiates a transmission

attempt at the end of proactive zeroth backoff phase. After successful transmission of

packets if the queue is not empty, STA starts regular backoff process. During backoff

process a STA may participate in MU transmission as secondary STA. The input probability

to the vertical zeroth backoff stage of the Markov chain model is given as

Pink,−2[1] =
τkγkδ

Wk,0

π∗k,0 (4.23)

where, π∗k,0 = 1
Πk,tot(1)

∑Mk

µ=1 π
(µ)
k,0 . Equation (4.23), τk has two components: the first com-

ponent accounts for the situation when STAk transmits packet as primary STA. The second

component is the impact of UL- MU transmission when STAk gets the opportunity to trans-

mit packet as secondary STA.

The sum of the probabilities of all states in the proactive zeroth backoff phase can

written as

Sk,−2 = Pink,−2[1]Fnlk + Pink,−2[1]
∑Wk,0−1

j=1

(
gk
y

)j
+ Pink,−2[1]Flk [Wk,0 − 1]

+rkPink,−2[1]Flk
∑Wk,0−2

n=1 (Wk,0 − 1− n)
(
gk
y

)n
+
Pink,−2[1]

x

∑Wk,0−2
n=1 (Wk,0 − 1− n)

(
gk
y

)n
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where, rk = (1−gk)(1−fsk)
1−fsk(1−gk)(1−πk,0)

, x = 1− fsk(1− gk)(1− πk,0) and

y = (1− rk) {1− fsk(1− gk)(1− πk,0)}. Flk and Fnlk in equation (4.24) are the factors

for loopback and no loopback respectively from the bottom state of basic block of Markov

chain during freezing countdown process as defined in Chapter 3.

The input probability to the idle state of the Markov chain can be defined as

Pink,−1[1] = v0
k,0Pink,−2[1]Wk,0 (4.24)

and the sum of all probabilities in the idle states of Markov chain can be obtained as

Sk,−1 = Pink,−1[1]

aifsk∑
i=0

f i0. (4.25)

The input probability to the horizontal zero-th backoff state is given as

Pink,0[1] =
[
Pink,−1[1](1− faifsk0 ) +Pink,−2[1](1− v0

k,0)(1− π∗k,0)Wk,0

+(1− fsk)τkγkδ(1− π∗k,0)
]

1
Wk,0

.

(4.26)

The first component of equation (4.26) accounts for the case when the medium is sensed

busy by STAk during freezing countdown after exiting the idle state. The second term

considers the case when STAk starts transmission at the end of proactive zeroth backoff but

the queue is not empty after the TXOP period. At the end of regular backoff process, STAk

starts TXOP period and if the queue of the primary STA is not empty at the end of TXOP

period, Primary STA goes to full backoff process whereas the secondary STA resumes

backoff countdown from the point where it was considered for UL- MU transmission. This

situation is accounted for in the third term of equation (4.26). The input probability to the
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i-th state of the Markov chain model is given as

Pink,i[1] =
Pink,0[1]∏i
j=1Wk,j

(1− γkδ)i
∏i−1

j=0

∑Wk,j−1

l=0 (gk
y

)l

+
Pink,−2[1]Wk,0(1−γkδ)i(1−v0k,0)∏i

j=1Wk,j

∏i−1
j=1

∑Wk,j−1

l=0 (gk
y

)l.

(4.27)

Finally, the sum of the probabilities of all states in backoff phase i can be expressed as

Sk,i =
[
Fnlk +

∑Wk,i−1
n=1 (gk

y
)n + (Wk,i − 1)Flk

+(rkFlk + 1
x
)
∑Wk,i−2

n=1 (Wk,i − 1− n)(gk
y

)n
]
Pink,i[1].

(4.28)

Since the probabilities of all states of Markov chain are known, the transmission prob-

ability of STAk can be obtained as

τk = bk,−2,0,0 + bk,−1,0,0 +
∑R

i=0 bk,i,0,0

+fsk(1− gk)
[∑Wk,0−1

j=1 bk,−2,j,0 +
∑Wk,i−1

j=1 bk,i,j,0

] (4.29)

Where, the first two terms in equation (4.29) results from the proactive zeroth backoff

phase, the third term is the transmission probability when STAk transmits as primary STA at

the end of regular backoff phase and the last term is the increase in transmission probability

due to MU-UL transmission when STAk acts as secondary STA.

4.3.8 Throughput Calculation

Laplace-Stieltjes transform (LST) of the time between two consecutive access to the

network by STAk can be obtained from the timing diagram shown in Fig.4.4 as
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Tcon∗k(s) =
[
v0
k,0f

aifsk
0 π∗k,0

λk
λk+s

B∗k,0(s)B∗k,3(s)

+v0
k,0(1− faifsk0 )π∗k,0

λk
λk+s

B∗k,0(s)B∗k,3(s)
{

(1− fsk)B∗k,2(s)

+fskB
+∗
k,2(s)

}
+(1− v0

k,0)π∗k,0
{
fskB

+∗
k,0(s) + (1− fsk)

{
γkδB

∗
k,0(s)

+(1− γkδ)B∗k,0(s)
{

(1− fsk)B∗k,1(s) + fskB
+∗
k,1(s)

}}}
+(1− π∗k,0)

{
(1− fsk)B∗k,2(s) + fskB

+∗
k,2(s)

}]
Ttxopk(e

−s)

(4.30)

where B∗k,0(s), B∗k,1(s), and B∗k,2(s) are the LSTs of proactive zeroth backoff time, backoff

time excluding zeroth backoff, and full backoff time, respectively. B∗+k,0(s), B∗+k,1(s), and

B∗+k,2(s) are the LSTs of the corresponding residual backoff times, and λk
λk+s

is the LST

of residual frame inter-arrival time. If there is no packet arrival during proactive zeroth

backoff, STAk enters into idle state and waits for the elapsed inter arrival time λk
λk+s

. From

equation (4.30), we obtain active duration Tactk between two consecutive access by simply

taking away elapsed inter arrival time.

The PGF for the number of bursts transmitted during TXOP service period can be

calculated as

Ψk(z) =

Mk−1∑
µ=1

π
(µ)
k,0z

µ+Mk

(
Πk,tot(1)−

Mk−1∑
µ=1

π
(µ)
k,0

)
Πk,tot(1)

(4.31)

where, Πk,tot(z) =
∑Mk

µ=0 Πk,µ(z).

Finally, the average throughput of a STAk can be calculated as

Thk =
1

nk

MbkLdΨk(z)

Tconk
(4.32)
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where, Tconk is the mean time between two successive access to the medium. The cumu-

lative network throughput Thnet is given as

Thnet =
3∑

k=0

nkThk. (4.33)

We define capacity of the network Cnet as the traffic intensity at onset of saturation:

Cnet =
3∑

k=0

nkλk (4.34)

where, we have defined the onset of saturation as an aggregate packet arrival rate when the

average queue size of the lowest priority traffic category becomes two before start of TXOP

period. We also define network efficiency η as the ratio of network throughput and traffic

intensity as

η =
Thnet

Ld
∑3

k=0 nkλk
(4.35)

where, Ld is the length of data packet.

4.4 Numerical Results and Discussion

We have used MapleSoft computing software to solve equations (1-20) through itera-

tive approach. The equations in Markov chain model is then evaluated using the obtained

solution to generate seeds for next iteration. After three iterations, we obtain a stable solu-

tion for τ , f , γ and ψ. Using these parameters, we calculate the network metrics. Since all

packets are destined to AP, we assume that packet aggregation takes place before placing
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(a) Backoff time of low priority traffic group (b) Backoff time of high priority traffic group

Figure 4.5: Comparison of backoff time between A-MAC and IEEE 802.11ac in uniform
traffic condition.

the MSDU in the queue for scheduling so that we can associate only one queue to each

STA. We assume that our VHT PPDU has one MPDU which contains an A-MSDU from

LLC layer.

While evaluating performance metrics for varying number of nodes and packet arrival

rates, we first vary number of nodes uniformly and then keeping the number of nodes fixed,

we vary packet arrival rates uniformly for all nodes. However, when we evaluate the impact

of non uniform packet arrival rate for the nodes, we keep the number of nodes constant for

all categories (N∑ = 24) and then non-uniformly vary the packet arrival rates for different

priority categories. We observe that the patterns of the performance metrics are similar for

AC0 and AC1 and so we have grouped them as low priority traffic group (LPG). Similarly,

AC2 and AC3 are grouped as high priority traffic group (HPG). The parameters for the

model are shown in Table 4.1.

The analytical model is scalable for up to 32 nodes and any packet arrival rate. The

limitation of the number of nodes is imposed by available 5MHz subcarrier blocks. The

degree of freedom of polynomials in the model linearly increases with the increase of the
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Table 4.1: Parameters used for performance evaluation of A-MAC.
Parameters Numerical values
Bit error rate, BER 2X10−6 bits/s
Duration of Time slot, σ 9 µs
Minimum PHY header 40 µs
Maximum PHY header 52 µs
DCF Inter-frame space duration, DIFS 34µs
MPDU length 11454
Short Inter-frame space duration, SIFS 16µs
MAC header length 36 bytes
Request to send, RTS 20 bytes
Clear to send, G-CTS 14 bytes
Acknowledgement, G-ACK 32 bytes
Maximum retry limit , R 7
Max. number of antennas in AP, Mant 4
Number of antennas in STA 1
Bandwidth 80 MHz
OFDM symbol duration 4 µs
Number of bits per OFDM symbol duration 1560
Modulation and Coding scheme, MCS 9
Maximum backoff stages [5, 5, 1, 1]
Arbitration inter frame space, AIFS [7, 5, 3, 2]
Minimum contention window size CWmin [32, 32, 16, 8]
TXOP duration limit [0, 0, 1504, 1504]µs

number of nodes. This puts extra burden on computing software and memory resources.

A feasible solution of the analytical model for a given number of nodes is achieved for

a range of packet arrival rates beyond which the system becomes unstable and no real

solution is possible. In Figs. (4.6-4.8) the notations k0, k1, k2 and k3 denote traffic priority

categories in ascending order, while notations H, E and L correspond to higher intensity

of high priority traffic, equal intensity traffic and higher intensity of low priority traffic,

respectively.

The average backoff time for different priority groups under uniformly varying load

conditions for A-MAC (MU) and IEEE 802.11ac (SU) protocol are shown in blue and
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Figure 4.6: Backoff time of A-MAC in varying traffic conditions (N∑ = 24).

red, respectively, in Fig. 4.5. We observe that the average backoff times for all traffic

categories are reduced by almost 50% due to concurrent transmission opportunities for

STAs. We also observe that MU transmission can sustain higher packet arrival rates than

the SU transmission. When number of nodes in each traffic category nk = 6, the system is

at onset of saturation at packet arrival rate of λk = 50 packets/s for MU transmission. For

SU transmission, the system is at onset of saturation at a much lower packet arrival rate of

λk = 25. Fig. 4.5 shows that with the increase of the number of nodes or packet arrival rate,

the backoff time of the STA increases as a STA needs to wait for a longer period to gain

access to the medium. It is obvious from Fig. 4.5 that the low priority traffic group drives

the system to saturation point. The average backoff time for low priority traffic group goes

to ten ms at onset of saturation. On the other hand, the backoff time for high priority traffic

group remains around tenths of a ms even at high load condition due to smaller AIFS times

and smaller contention window size.

For non-uniformly varying packet arrival, Fig. 4.6a shows that when the intensity of

higher priority traffic is high, backoff time for lower priority traffic becomes very high (10

ms) at onset of saturation since the network is always busy in serving higher priority traffic

and the lower priority traffic has lower opportunity to transmit packets. The backoff time
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Figure 4.7: Medium access probability of a STA (τk)(N∑ = 24).

of lower priority traffic decreases to about 4ms as a balance between the higher and lower

priority traffic is achieved as shown in Fig. 4.6b. The backoff time improves even further to

about 2.5ms when the intensity of lower priority traffic exceeds that of the higher priority

traffic, Fig. 4.6c.

Fig. 4.7 shows the medium access probability τk for different priority STAs. As the load

increases, the STAs access the medium more frequently. As a result, the medium access

probability gradually increases with the increase in packet arrival rate of the STA. When

the intensity of higher priority traffic is higher than the intensity of lower priority traffic,

low priority traffic has less opportunity to access the medium as shown in Fig. 4.7a. As the

packet arrival rates among different priority categories become balanced, medium access

probabilities uniformly increase and when the low priority traffic categories dominate in

the network, all categories achieve almost same medium access probability at onset of

saturation as shown in Fig. 4.7c. Therefore, to ensure fairness among traffic categories, it

is desirable to have higher intensity of low priority traffic in the network.

Figs. 4.8a-4.8c show the payload throughput for different traffic categories under non-

uniformly varying traffic conditions. In all scenarios, the throughput of high priority traffic

group increases almost linearly with the increase in traffic intensity. However, the through-
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Figure 4.8: Network throughput and efficiency of A-MAC protocol.

put of low priority group starts declining at higher traffic intensity due to lower transmission

opportunity.

From Fig. 4.8d we observe that the network throughput increases with the increase

of the number of nodes and packet arrival rates, with the latter having more pronounced

impact. At uniformly varying packet arrival rates for all traffic categories, the network

throughput steadily increases with the increase of traffic intensity up to the onset of sat-

uration as shown in Fig. 4.8d. However, the throughput of low priority traffic decreases

drastically at higher traffic intensity and the throughput gain of high priority group is off-

set by the throughput reduction of low priority traffic group. As a result, overall network

throughput decreases. Fig. 4.8e shows a comparison of analytical network throughput

between IEEE 802.11ac protocol and A-MAC protocol under non-uniformly varying load
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conditions. We observe that A-MAC throughput is 150% higher than the corresponding

IEEE 802.11ac throughput. The highest throughput, up to around 5000 packets/s at the

onset of saturation, is achieved when the high priority traffic has higher intensity than the

low priority one. As the intensity of the low priority traffic increases, throughput falls and

we observe a 12.5% drop in throughput when the network has higher intensity of low prior-

ity traffic. However, the packet handling capacity of the network at the onset of saturation

increases by 40%. Fig. 4.8f shows a comparison of network efficiency which decreases

with the increase in traffic intensity due to increasing RTS collisions, retransmission and

increased backoff time. Fig. 4.8f also demonstrates that during A-MAC transmission, net-

work efficiency goes as high as 93% due to enhanced network throughput for concurrent

multiple uplink transmissions. The efficiency of IEEE 802.11ac protocol is lower than

A-MAC protocol and it decreases sharply with the increase of offered load.

To verify the proposed analytical model, we have developed an event-based simulator

in Matlab environment to simulate the MAC layer of IEEE 802.11ac protocol as well as our

proposed protocol. In our simulation we have randomly placed 24 nodes with uniformly

varying load intensity for all traffic categories in a 10m×10m space, with the AP placed at

the center. Each simulation is run for 20 seconds and the performance metrics are averaged

over 10 runs.

The comparison of simulation results of some important network metrics are shown in

Fig. 4.9, with analytical results labeled as (ana) and shown with lines, and simulation re-

sults labeled as (sim) and shown with symbols. Fig. 4.9a shows the backoff time for equal

traffic intensity for all priority categories. As can be seen, the match between analytical

and simulation results is quite good, with slight differences due to truncation of polyno-
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Figure 4.9: Comparison of analytical model with simulation results for A-MAC.

mials in the analytical model, namely in equations (4.19), (4.20) and (4.22), which was

done to conserve memory space and prevent the Maple solver from crashing due to heavy

computational load. For example, at an offered load of 4200 packets/sec, the analytical

model yields a network throughput of 290MB at an efficiency of 73% while the throughput

obtained by simulation is about 7% higher at 310MB, with the corresponding efficiency of

75%, as shown in Fig. 4.9c and Fig. 4.9d.

Performance comparison between A-MAC and IEEE 802.11ac is shown in Fig. 4.10,

with A-MAC clearly outperforming IEEE 802.11ac in all cases. The analytical model of

SU backoff time shown in Fig. 4.5 matches closely the SU simulation backoff time shown

in Fig. 4.10a. In both cases we see that at an arrival rate of 25 packets/category/node, the
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Figure 4.10: Comparison of simulation results of A-MAC with IEEE 802.11ac protocol.

SU transmission reaches saturation condition and the backoff time for lower priority traffic

reaches about 8ms. The backoff time for A-MAC remains within few milliseconds even

at a higher packet arrival rate. Network throughput and efficiency of SU analytical model,

shown in Figs. 4.8e and Fig. 4.8f respectively, are in complete agreement with the simu-

lation results shown in Fig. 4.10b and Fig. 4.10c respectively. Fig. 4.10d shows the MAC

overhead as the ratio of the amount of control message against the amount of data. At lower

traffic intensity, overhead is high for both IEEE 802.11ac and A-MAC transmission. For

SU transmission, more packets are transmitted during TXOP period of SU as the offered

load increases which reduces MAC overhead; the lowest MAC overhead achieved in the

network is 51%. For MU transmission, more packets are transmitted as secondary packets

as the offered load increases; furthermore, multiple packets are transmitted during a TXOP
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Figure 4.11: Collision probability and network throughput in presence of hidden node.

period which further reduces MAC overhead to 38%.

IEEE 802.11ac protocol allows only SU uplink transmission whereas A-MAC supports

MU transmission in uplink direction. As packet arrival rate increases, more packets are

queued for SU transmission and makes network unstable. However, for A-MAC protocol

queue build-up takes place at much higher packet arrival rate. During performance eval-

uation, we have considered only stable operating region up to onset of saturation. Onset

of saturation is defined as a point where the idle probability of a STA is zero. In Fig.

4.8e we observe that IEEE 802.11ac network goes to saturation at an arrival rate of around

2000 packets/sec. If we further increase packet arrival rate, network becomes unstable and

analytical model does not render real solution. This saturation point is also verified by sim-

ulation as shown in Fig. 4.10b where the simulator can handle around 2000 packets/sec for

IEEE 802.11ac protocol at onset of saturation.

Collision probability due to hidden node is shown in Fig.4.11a. At low packet arrival

rate the collision probability is very low because of longer packet interarrival time and sin-

gle packet transmission. The vulnerable time for collision probability due to hidden node

is shorter for SU transmission and packet interarrival time is long enough to complete the
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Figure 4.12: Average queue length before the start of TXOP in non-uniform load condition
(N∑ = 24).

transmission of RTS/CTS signaling. As the packet arrival rate increases, the packet interar-

rival time decreases and more MU transmissions are initiated. If a MU RTS/CTS collides

with a transmission from a hidden node, multiple packets are affected and retransmission

of all the affected packets are initiated which generates further collisions. Even at higher

packet arrival rate, the hidden nodes form separate MU transmission group that generates

collision with another MU transmission and, consequently, the collision probability be-

comes very high. Fig. 4.11b shows the impact of hidden nodes on network throughput,

obtained through simulation; as can be seen, hidden nodes affect the network throughput

rather severely at very high packet arrival rate.

Fig. 4.12 shows the average queue size of a STA before the start of TXOP period. When

the system operates in non-saturated condition, the average queue size before the start of

TXOP is around one packet since as soon as a packet arrives, the STA starts the backoff

process. When a high priority STA is the owner of TXOP, it is allowed to transmit multiple

packets during TXOP period whereas, a low priority STA is allowed to transmit only one

packet. During the TXOP period of high priority STA, low priority STAs also get the

opportunity to transmit packets due to multi-user transmission in the uplink. As a result, the
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queue of all STAs are more likely to be empty after the TXOP period at low load condition.

This prevents the building up of queues even for the lower priority STAs. Fig.4.12a shows

that when the high priority traffic is dominant, the queues of low priority traffic categories

gradually build up at a faster rate than the queues of high priority traffic categories since

high priority STAs occupy medium more frequently than the low priority STAs. At onset

of saturation, the low priority traffic queue length becomes very high compared to the high

priority queue length and the network becomes unstable. As the intensity of lower priority

traffic increases, the queue length of all priority categories remain around one even at higher

packet arrival rates and network demonstrates more stability as shown in Figs. 4.12b and

4.12c.

Figs. 4.13a and 4.13b show the variation of throughput at onset of saturation and cor-

responding packet arrival rate per STA for varying number of nodes and uniformly varying

packet arrival rates across all traffic classes. We observe that the highest network through-

put is achieved when the network has minimum number of contending nodes and through-

put drops gradually as the number of nodes increases. Fig 4.13c shows that the network

capacity remains nearly constant for any number of nodes and sets the upper limit of net-
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work capacity for stable operating condition of the network under uniform packet arrival

rate across all traffic classes.

Fig. 4.14 shows the probabilities of the number of total RTSs, number of secondary

RTSs and MU-TXOP sharing probability of a STA at a packet arrival rate of λk = 40 pack-

ets/sec and number of nodes Nsum = 40. Since most of the time the queues of STAs are

empty after the transmission of packets, the probability of transmitting RTSs is very low

as shown in Fig. 4.14a. The mass probability function (mpf) for the number of secondary

RTSs in Fig 4.14b shows the highest probability for 5 secondary RTSs for the particular

load condition. The mpf for MU-TXOP sharing in Fig. 4.14c depends on the probability

of the number of RTSs and follows the pattern of Fig. 4.14b until RTS is equal to the max-

imum number of allowed STAs (four) in uplink transmission. When the number of RTSs

are larger than four, 3 STAs are chosen from the number of secondary STAs. Therefore,

the right hand side of the bell-curve of Fig. 4.14c sharply decreases with the increase of

the number of secondary RTSs.
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4.5 Bridging the gap between IEEE 802.11ac and IEEE

802.11ax

The new amendment has increased focus on coexistence of non-HE with HE devices.

Although the dominance of HE devices in the network will increase per STA throughput

by many folds, there will be a chance of degradation of performance of legacy devices.

Again, excessive focus on legacy devices will stand against harvesting the benefits of the

new standard. To ensure access fairness and backward compatibility, it is presumed that the

new standard will rely on EDCA channel access technique on top of which OFMDA will

be implemented. This means, both AP and STAs will compete for channel through EDCA

channel access technique and once AP gains access, it will work as a central controller for

soliciting CSI report, buffer state information from peripheral STAs, allocating resources

for MU transmission in both uplink and downlink, and initiating OFDMA random access

procedure for STAs. However, when a STA wins the contention, a single user transmission

will take place. Clearly in this operating condition we have a number of major implications:

• The protocol is drifting towards point coordination function where AP needs to be

highly functional central coordinator for the network.

• Single user transmission in the UL direction will add inefficiency in the HE WLAN.

• To ensure access fairness in a dense deployment, the EDCA parameters like con-

tention window size (CW), AIFSN and TXOP duration for AP needs to be redefined

to ensure privileged access to the medium.

• Excessive access priority for the AP will degrade the QoS requirements for legacy
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devices.

The protocol introduces MU-MIMO and MU-OFDMA for both downlink and uplink

transmission. Co-ordination, resource unit allocation and implementation of DL MU trans-

mission is comparatively easier for AP. However, UL MU transmission is more challenging.

Some of the challenges are:

• Uplink MU access technique,

• Dynamic resource unit allocation for uplink transmission, and

• Explicit channel sounding technique for non-reciprocal channel condition.

The trigger based uplink transmission requires AP to have the buffer state information

for the STAs that are willing to transmit packets in uplink. AP can either solicit buffer state

information by transmitting a trigger frame or STAs can inform AP of their buffer states.

The specification does not clearly define how STAs will inform AP about the packets that

are waiting in the buffer for transmission. Even if the STA wishes to transmit buffer state

information to AP, we assume that STA must access the medium through EDCA procedure.

Since AP will periodically perform channel sounding, one possible option can be piggy-

backing the buffer state information in CSI report. Another option could be piggybacking

the buffer state information in the ACK frame transmitted by STAs as a response to DL

MU transmission.

It is obvious that OFDMA will be suitable for smaller packet transmission. However,

for larger data transmission and high per STA throughput, full bandwidth SU transmission

or MU-MIMO transmission will be desirable.
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Figure 4.15: Trigger enabled Multi-STA transmission in coexistant network

Since AP acts as a central coordinator for resource allocation and data transmission for

HE devices, the question arises whether the HE devices need to perform EDCA channel

access procedure anymore in HE WLAN. If an HE STA performs EDCA procedure to

access channel, it will initiate single user transmission in uplink. Similarly, the legacy

STAs will also perform EDCA procedure and initiate single user transmission in uplink. In

both cases, SU transmission reduces the resource utilization and efficiency of the network

as

• BW is under-utilized when STA transmits smaller packet,

• Antennas remain underutilized in AP, and

• Increases the backoff time of other STAs.
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4.6 Improving resource utilization

In our A-MAC model, resource unit allocation is not demand based as we allocated

a resource block for each STA associated with the AP throughout the association period.

Since the resource block allocation is only for transmitting the control signals (MU-RTS)

and not for the data packets, this static allocation is reasonable. However, in IEEE 802.11ax

specification, resource unit is allocated to STAs for data as well as control signal transmis-

sion in both MIMO and OFDMA fashion. The allocation of the resource units must be

dynamic and demand based. Dynamic resource allocation by AP requires the knowledge

of buffer states of STAs that are willing to transmit data packets in uplink. In order to elim-

inate the transmission inefficiency due to single user uplink transmission, we can modify

our A-MAC model to enable AP to dynamically allocate resource units for HE nodes to

initiate MU uplink transmission. We make the modification in accordance with the specifi-

cation framework by using the trigger frame as discussed in [14]. The modified MU uplink

transmission protocol in IEEE 802.11ax network is shown in Fig. 4.15.

When a STA (primary) gains access to the medium, it sends an RTS in the uplink.

When AP receives RTS, it transmits the trigger frame which allocates resource units for

the primary STA as well as a pool of resource units for random OFDMA access by other

STAs (secondary) that have packets in the buffer. We assume that a single trigger frame can

allocate resources to an individual STA and a pool of resources for other STAs simultane-

ously. In order to support this operation, the trigger type subfield in the trigger frame can

be modified to define another variant of the trigger frame. The optional type specific per

user information can be used to send CTS response to the primary STA within the trigger

frame. A STA is allowed to transmit when its random OFDMA backoff time (OBO) value
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becomes zero. However in our proposal, we suggest that instead of going through OBO

process, the secondary STAs immediately choose RUs randomly from the resource pool.

This can reduce the inefficiency due to OBO process. The beauty of the proposed scheme

is that it does not require to define any control signal. The existing legacy RTS and the

newly defined trigger signal are used to implement the protocol. The protocol reduces the

aggressive medium access requirement for AP in the following manner: In the proposed

specification, AP needs to contend for the medium to send trigger frames for OFDMA ran-

dom access in uplink. Instead of contending for the medium to transmit trigger frame, AP

can utilize the access time of non-HE STA to transmit trigger when it receives RTS from a

non-HE STA.

The implication of this immediate random access in the uplink is that it can induce

collision for the secondary STAs if two STAs pick the same resource units at the same

time. However, this collision takes place for data transmission of the secondary STAs and

does not affect the data of the primary STA. The only provision that needs to be made in

the trigger frame is to enable trigger to carry CTS, a single user resource allocation for

primary STA and a pool of RUs for random OFDMA access within the same trigger frame.

The collision probability can be mitigated by providing larger number of RUs for random

access and reducing the service area of BSS. The additional delay introduced to the regular

EDCA process is the length of trigger time which will be in the range of few µs and the

QoS requirement of non-HE STA will not affect significantly.
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4.7 Chapter Summary

In this chapter we have proposed A-MAC protocol that allows multi-user communi-

cation in UL and we have developed a detail analytical model of the proposed A-MAC

protocol using M/G/1 queuing model and Markov chain model. The protocol achieves

a network throughput which is 150% higher than the throughput of conventional IEEE

802.11ac transmission for the same PHY layer capabilities. Although we have achieved

enhanced network throughput by increasing the intensity of higher priority traffic, we have

observed that network becomes unstable very quickly as the low priority traffic gets less

opportunity to transmit. The proper selection of contention window and AIFS number

(AIFSN) can ensure better network stability and fairness among all traffic categories. The

proposed concurrent RTS transmission and channel sounding technique using dedicated

OFDM subcarrier blocks and multiple UL transmission using MU-MIMO technique can be

an important contribution for future amendment of IEEE 802.11 protocol towards 5G. Our

results also show that the network metrics for all four traffic categories could effectively be

represented by two distinct priority groups which advocates in favour of the prioritization

of network traffic in only two categories in the future amendment.
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Impact of hidden nodes on uplink

transmission in IEEE 802.11ax

heterogeneous network

Performance improvement has been the centre of focus in all previous amendments

of IEEE 802.11 protocol. In addition, the draft high efficiency (HE) amendment IEEE

802.11ax, proposed by TGax, aims at increasing spectral and power efficiency of the net-

work. However, the performance degradation due to hidden terminal problem had always

been a concern especially in uplink transmission. Although the trigger based uplink trans-

mission in IEEE 802.11ax is successful to some extent, the hidden node problem still per-

sists in coexisting network. Through extensive simulation we see that uplink throughput

drastically reduces with the increase of packet arrival rate in presence of hidden node. The

simulation result also shows that by increasing carrier sensing threshold (CSTH) of STAs

during association with HE access point (AP), collision probability in uplink transmission
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can be reduced significantly.

5.1 Introduction

The successive amendments of IEEE 802.11 protocol aim at enhancing network through-

put by enhancing the capabilities of physical (PHY) and medium access control (MAC) lay-

ers. However, the existence of hidden nodes has always been a concern and a major factor

for degraded network throughput and spectrum inefficiency [54]. Although the RTS/CTS

controlled transmission is successful in avoiding hidden terminal problem for downlink

transmission, it cannot completely eliminate the problem in uplink direction. Hidden node

produces collision at AP during uplink transmission of a station (STA). Each collision fur-

ther initiates retransmission or even the packet is dropped which degrades the throughput

of the network. In order to address the spectral inefficiency, Task Group AX (TGax) is

working towards developing IEEE 802.11ax protocol that will provide enhanced spectral

and power efficiency in dense WiFi deployment environment [13] [69]. The development

of the IEEE 802.11ax amendment is guided by the following observations. First, well

known techniques such as exponential backoff, inter-frame spacing, and RTS/CTS reserva-

tion mechanism, originally introduced to reduce collisions but not quite successful, tend to

reduce spectrum efficiency of EDCA. Second, the use of pioneering multi-user multiple-

input multiple-output (MU-MIMO) technology should be extended to both downlink and

uplink directions. The new amendment has increased focus on coexistence of non-HE with

HE devices. The complete adoption of HE WLAN protocol is likely to take place over a

period of time to offset the deployment cost. Although the dominance of HE devices in the

network will increase per STA throughput by many folds, there will be a chance of degrada-
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tion of performance of legacy devices. Again, excessive focus on legacy devices will stand

against harvesting the benefits of the new standard. To ensure access fairness and backward

compatibility, it is presumed that the new standard will rely on EDCA channel access tech-

nique on top of which OFMDA will be implemented. This means, both AP and STAs will

compete for channel through EDCA channel access technique and once AP gains access,

it will work as a central controller for soliciting CSI report, buffer state information from

peripheral STAs, allocating resources for MU transmission in both uplink and downlink,

and initiating OFDMA random access procedure for STAs. However, when a STA wins

the contention, a single user transmission will take place. To eliminate hidden terminal

problem in uplink MU-MIMO transmission, the draft protocol introduces trigger based up-

link transmission[70]. However, the impact of hidden terminals in SU uplink transmission

from legacy devices remains a major concern for network performance. In this chapter we

discuss the impact of hidden node on uplink throughput of a heterogeneous network.

5.2 Uplink transmission in IEEE 802.11ax protocol

Multi user uplink transmission in IEEE 802.11ax will be controlled by AP. The amend-

ment defines a new control frame format that carries information to identify the STAs that

will transmit uplink multi-user PHY layer protocol data units (PPDU). This frame is known

as Trigger frame. The trigger based uplink transmission requires AP to have the buffer state

information for the STAs that are willing to transmit packets in uplink. AP can either so-

licit buffer state information by transmitting a trigger frame or STAs can inform AP of their

buffer states. The specification does not clearly define how STAs will inform AP about the

packets that are waiting in the buffer for transmission. Even if the STA wishes to trans-
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(a) Trigger based UL MU transmission (adopted from [71]).

Figure 5.1: EDCA channel access technique.

mit buffer state information to AP, we assume that STA must access the medium through

EDCA procedure. An UL MU transmission is initiated as an immediate response to a DL

trigger frame sent by the AP as shown in Fig. 5.1a. The trigger frame allocates resources

for the intending STAs. In response to the trigger frame, when the AP receives UL MU

data correctly from at least one STA, the frame exchange initiated by the trigger frame is

considered successful. AP acknowledges the successful receipt of all MPDUs by sending

Multi block acknowledgement (M-BA). The amendment defines a mechanism for multi-

plexing DL acknowledgments sent in response to UL MU transmission. Before responding

to the trigger frame a STA performs physical (ED) as well as virtual (NAV) carrier sensing

if trigger frame indicates to do so before UL MU transmission [28].

5.3 Impact of hidden nodes

EDCA is the basic access technique for IEEE 802.11 protocol and medium access re-

lies on carrier sense multiple access collision avoidance (CSMA/CA) scheme. Every time a

node encounters a collision, it increases the contention window by two folds until the max-
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imum limit of the window size is reached. The aim of this exponential backoff technique

is to reduce collision probability during retransmission attempt. However, the exponential

backoff introduces delay in network and consequently network performance degrades.

In our discussion we assume a heterogeneous network consisting of only one HE AP

and a number of HE STAs and legacy STAs in an isolated basic service subsystem (BSS) as

shown in Fig.5.2a. We assume that there will be no interference from the nearby BSS. The

rational behind this assumption is that two nearby BSSs will operate in different primary

channels. Since all the nodes are associated with AP, we can safely assume that all the

nodes are within the transmission range of AP which implies that from AP point of view

there will be no hidden terminal problem. However, in AP initiated uplink multi-user

communication, the transmission time of trigger frame itself is vulnerable to collision due

to concurrent transmission from other STAs. In other words, except trigger frame, no

transmission initiated by AP suffers collision due to hidden terminal problem. As soon

as the STAs receive trigger frame or MU-RTS, they will update the NAV accordingly so

that there will be no collision for data or CTS or ACK/G-ACK messages transmitted in the

uplink direction. However, due to coexistence of legacy devices, uplink SU transmission

from legacy devices cannot avoid hidden terminal problem. In Fig. 5.2b, when node A

initiates RTS in the uplink, node B and node C act as hidden terminals for node A if we

assume that AP and all nodes have same transmission range. Therefore, any ongoing RTS

transmission between node A and AP is not noticed by node B or node C. If node C initiates

any new transmission during ongoing RTS transmission between node A and AP or within

SIFS period before CTS transmission by AP, the packets will be treated as collisions at

AP. Consequently, both node A and node C will not receive CTS from AP which results in
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Figure 5.2: BSS and hidden node.

increasing contention window and initiating retransmissions for both node A and node C.

5.4 Modeling Hidden Nodes

The traffic in STA can be categorized in four priority categories (k = 0, 1, 2, 3) in

ascending priorities and each category of traffic contends for medium using its own EDCA

function. Packet arrival of traffic class k follows the Poisson process with the arrival rate

of λk. Duration of MPDU, RTS, CTS, BA and Trigger, denoted by ld, rts, cts, ba, and

trig, respectively, are expressed as integer multiples of slots (we assume a time slot of

ω = 9µs). Durations ofAIFSk, k = 0. .3, and SIFS periods are denoted by aifsk and sifs,

respectively (in slots). Channel is modeled through bit error rate ber, so that the probability

that RTS or CTS will not be corrupt due to channel noise is δ = (1 − ber)rtsb+ctsb , while

the probability that data or BA will not experience any corruption due to channel noise is

σ = (1 − ber)ldb+bab . Here rtsb, ctsb, bab and ldb are the number of bits in RTS, CTS, BA

and MPDU respectively
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The behaviour of different ACs during backoff period is shown in Chapter 3 Fig. 3.1.

Before ACk can begin backoff countdown, the medium must be idle for a period of AIFSk

without interruption. AIFSk can be expressed as AIFSk = SIFS + AIFSNkω where

AIFSN is arbitration inter frame spacing number for traffic category k as shown in Chapter

3 Fig. 3.1. Clearly, no transmission is possible during the period AIFS3. The initial values

of the freezing counters are set to be Bk = AIFSNk − AIFSN3, k = 0 . . 3.

Duration of periods where traffic class k and higher can access the medium is denoted

as Ak and their maximum durations are

Ak,max =

(AIFSNk−1 − AIFSNk)ω, k = 1 . . 3

W0,max, k = 0

(5.1)

where, W0,max is the maximum number of backoff states for AC0.

Backoff counter value is uniformly distributed over the interval 0. .CWk,i, whereCWk,i

is the contention window forACk during backoff phase i. The maximum number of backoff

states in backoff phase i is Wk,i = CWk,i + 1. For backoff phase 0, the number of backoff

states Wk,0 is set to Wk,0 = CWk,min + 1. We can express Wk,i in terms of Wk,0 as

Wk,i =

 2iWk,0 0 ≤ i ≤ mk

2mkWk,0 = Wk,max mk < i ≤ R

(5.2)

If Nk,t be the number of nodes within the transmission range of a STA then, the proba-

bility fk that a time slot will be idle during the interval Ak,max can be related to the channel
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access probability τk as

fk =
3∏
l=k

(1− τl)Nk,t (5.3)

The successful transmission probability of a node without considering the impact of

hidden node can be express as:

γ0 =
f0

1− τ0

γ1 = (1−f1
A1,max)

f1

1−τ1

+ f1
A1,max

f0

1− τ1

γ2 = (1−f2
A2,max)

f2

1−τ2

+ f2
A2,max

[
(1−f1

A1,max)
f1

1− τ2

+ f1
A1,max

f0

1− τ2

]
γ3 = (1−f3

A3,max)
f3

1−τ3

+ f3
A3,max

{
(1−f2

A2,max)
f2

1−τ3

+f2
A2,max

[
(1−f1

A1,max)
f1

1−τ3

+ f1
A1,max

f0

1−τ3

]}
(5.4)

The vulnerable period during which a collision at AP can take place for single user

uplink transmission is given as Tv−su = 2(rts + sifs + cts). Similarly, the vulnerable

period for UL MU transmission is given as:Tv−mu = 2trig. Let Nk,h be the number of

hidden nodes of traffic category k for a transmitting node. The probability fh that a hidden

node will not transmit in a time slot during vulnerable period can be written as:

fh =
3∑

k=0

(1− τk)Nk,h
τkNk,h

(5.5)

where, τk is the transmission probability of traffic category k. The probability fk,ncoll that

183



Chapter 5: Impact of hidden nodes on uplink transmission in IEEE 802.11ax
heterogeneous network

there will be no collision from the hidden nodes during the entire vulnerable period is given

as:

fk,ncoll = f
(1−fsk)Tv−su+fskTv−mu
h (5.6)

where, fsk is the trigger transmission probability of AP to initiate multi-user uplink trans-

mission. This probability is same as downlink MU TXOP sharing probability given by:

fsk = 1− Thk∑3
m=0 Thm

(5.7)

as discussed in Chapter 4. Now, the successful transmission probability in presence of hid-

den nodes γk,h can be evaluated as γk,h = γkfk,ncoll where γk is the successful transmission

probability without hidden node.

5.5 Possible approach to eliminate hidden node problem

Rapid growth of diverse and dense deployment environments in corporate office, out-

door hotspot, dense residential apartments and stadiums require IEEE 802.11ax to have in-

creased density of individual stations (STAs) and access points (APs). These environments

are commonly characterized by hidden terminal problems, increased interference from the

nearby WLAN, frequent collisions and lower channel utilization, all of which tend to de-

grade the performance of the protocol. In the IEEE 802.11ax task group, there is a growing

consensus on increasing carrier sensing threshold (CSTH) to improve spatial reuse. The

increase of CSTH allow multiple STAs and/or APs to transmit frames simultaneously, con-

tributing to the increase of areal throughput. However, it may lead to asymmetric hidden
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node problem where legacy STAs are severely deprived of the chances of channel access

and HE STAs mostly occupy the shared wireless channel in a coexisting deployment [72].

However, we argue that the hidden terminal problem can be solved by increasing the car-

rier sensing threshold (CSTH) of all STAs during association with HE AP which reduces

transmission range of AP so that the concentration of AP becomes high at the deployment

environment. In other words, the STAs that are closer to AP can associate with AP. How-

ever, during usual transmission process, the carrier sensing threshold will remain same as

recommended in standard for all STAs. In this way we can ensure that all STAs within

the BSS are also within each others transmission range. We point out two advantages in

this technique: i) the hidden node problem in the uplink transmission can be solved, and

ii) the transmit power of AP can be reduced to make AP more energy efficient. However,

this approach may lead to inter BSS interference issue. If STA has a larger transmission

range, it will create interference to the STA of the nearby BSS and try to set the NAV of the

STAs belonging to other BSS. This interference can easily be eliminated if we make the

adjacent BSSs to operate in different primary channels and restrict the transmission from

a foreign BSS in setting the NAV of a STA. In light of the discussion to eliminate hid-

den node problem in IEEE 802.11ax, we propose the following modifications in the draft

specification:

• The CSTH of all STAs during association with HE AP will be increased while CSTH

of all STAs during normal transmission process will remain same as legacy STAs.

• Two adjacent BSSs will operate in different primary channels.

• The NAV of a STA will be set only by the transmission of another STA within the
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same BSS. If a STA receives transmission from another STA which does not belong

to same BSS as the receiving STA, NAV will not be updated.

5.6 Simulation Result and Discussion

We have developed an event-driven simulator in Matlab environment to simulate the

MAC layer of IEEE 802.11ax protocol. We assume an indoor environment with one AP

and a number of STAs placed randomly on a large single floor. We have used 3GPP indoor

femto pathloss (PL) model which is also recommended for IEEE 802.11ax standard. The

pathloss model is shown in Fig. 5.4a where pathloss exponent is 2, a linear attenuation of

0.5 dB/m is introduced for walls and 4 dB for shadowing effect in indoor environment. We

assume a transmit power level of 23 dBm (200 mW) and initial carrier sensing threshold of

-82 dBm. The concentration of the nodes is controlled in such a way that AP has always 24

nodes associated with it. For each simulation setup when we increase the carrier sensing

threshold of STAs during association process, the transmission range of AP actually gets

reduced. Therefore, we increase the concentration of STA to ensure that we have same

number of STAs associated with AP. We further assume that the CSTH of all STAs during

usual transmission process remains -82 dBm. The simulation is run for 24 nodes with uni-

formly varying load intensity for all traffic categories. Each simulation is run for 1 second

and the performance metrics are averaged over 10 runs. We assume that our VHT PPDU

has one MPDU which contains an A-MSDU from LLC layer. The size of the A-MSDU is

limited by the maximum size of MPDU which is 11454 octets. Therefore, throughout the

evaluation we treat an MPDU as a packet and arrival of packet means arrival of an MPDU

in the queue. Our network has a bandwidth of 80 MHz having 234 usable subcarriers.
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(a) Collision probability due to hidden nodes (b) Network throughput from simulation

Figure 5.3: Simulation result of uplink throughput.

A 256 QAM modulation with 5/6 coding scheme allows 1560 bits to be transmitted per

OFDM symbol duration of 4 µs with long guard interval.

The collision probability due to hidden node for existing CSTH is shown in Fig.5.3a.

At low packet arrival rate the collision probability is very low due to because of longer

inter packet arrival time and SU packet transmission. Due to longer inter packet arrival

time, two transmissions from nodes which are hidden to each other, rarely overlap. The

vulnerable time for collision probability due to hidden node is shorter for SU transmission

and inter packet arrival time is long enough to complete the transmission of RTS/CTS sig-

naling. As the packet arrival rate increases, the inter packet arrival time decreases and more

transmissions overlap causing collision in AP. If a RTS/CTS collides with a transmission

from a hidden node, the affected packets initiate retransmission which generates further

collisions. Even at higher packet arrival rate, the probability of simultaneous transmission

from the hidden nodes group increases and consequently, the collision probability becomes

very high. Fig. 5.3b shows the simulation result of the impact of hidden node on net-

work throughput. Hidden nodes affect the network throughput severely at very high packet

arrival rate.
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(a) Path Loss (proposed 11ax) (b) Transmission distance for different CSTH

Figure 5.4: 3GPP indoor femto pathloss model.

(a) Variation of collision probability (b) Variation of collision probability

Figure 5.5: Impact of CSTH and packet size on collision probability.

Fig. 5.5a shows the variation of collision probability against the carrier sensing thresh-

old (dBm) of STAs during association with AP. We observe that as the CSTH increases,

the collision probability decreases. If CSTH is set at -60dBm, the collision probability

becomes almost zero and from Fig.5.4b we observe that the corresponding transmission

distance of AP is around 15 meters. This phenomenon supports the argument that in a

densely deployed environment, the concentration of APs need to be very high so that all

nodes within the transmission range of an AP can hear each other. This simulation result

also supports our proposal of increasing the CSTH of STAs during association with AP.
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Fig.5.5b shows the variation of collision probability as a function of packet size. As the

packet size decreases, the transmission time required by the packet decreases. As a result,

nodes get frequent transmission opportunity such that the accumulation of the queue is not

significant for the hidden nodes. As a result, the collision probability decreases. However,

this reduction of collision probability due to decreasing packet size is not significant be-

cause data packets do not suffer collision. As soon as AP transmits CTS, the NAV of all

other STAs are updated which eliminates hidden node problem.

5.7 Chapter Summary

We have discussed the impact of hidden node problem in uplink transmission in a het-

erogeneous network. The simulation result shows significant throughput degradation due

to the presence of hidden nodes in coexisting network. We strongly advocate in favour

of increasing carrier sensing threshold of STAs during association with HE AP which not

only increase network capacity but also reduce collision probability due to hidden node.

We have proposed some modifications to the draft recommendation to reduce the inter BSS

interference arising from asymmetrical transmission radius of AP and STAs.
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Chapter 6

Performance Evaluation of

Heterogeneous IoT Nodes with

Differentiated QoS in IEEE 802.11ah

RAW Mechanism

IEEE 802.11ah protocol is specifically designed to provide network connectivity to a

large number of energy efficient heterogeneous QoS internet of things (IoT) devices. Re-

stricted access window (RAW) mechanism of the protocol is an innovative feature which

aims at reducing medium access contention by slotting the beacon interval and allowing

limited number of nodes to contend in a specific slot. In this chapter, we evaluate impor-

tant medium access control (MAC) layer performance metrics of differentiated quality of

service (QoS) IoT nodes in IEEE 802.11ah RAW mechanism. Our analysis evaluates the

feasibility of coexistence of priority and non-priority traffic in IoT devices without degrad-

190



Chapter 6: Performance Evaluation of Heterogeneous IoT Nodes with Differentiated QoS
in IEEE 802.11ah RAW Mechanism

ing network performance.

6.1 Introduction

The world is going to see an exponential growth of internet of things (IoT) devices in

the coming years and IoT devices are expected to reach 20-30 billion by 2020. Providing

basic network connectivity and access layer support to such a huge number of end points

are extremely challenging. From the system perspective, it is obvious that existing cen-

tralized architectures will no longer be able to accommodate the communications among

such a huge number of entities. Due to inherent non-optimality, the existing contention

based IEEE 802.11 MAC protocols are expected to face performance degradation in terms

of throughput [16]. The contention of large number of nodes extend the backoff time of

low priority traffic nodes and deprives the lower priority traffic from accessing the medium.

The delay in accessing channel in such a large network of nodes is not only impractical but

also inefficient for energy constrained nodes. A great number of IoT applications require

low data rate connection between low-power, long distant devices or items. Enabling and

optimizing wireless communications for such scenarios was the motive for developing the

wireless technologies adapted for large number of low data rate devices with a much longer

transmission range for both indoor and outdoor environments [17]. IEEE 802.11ah is the

Sub-1GHz (S1G) version of IEEE 802.11 family of protocols which aims at providing

network connectivity to low power devices and specifically designed for IoT networks of

wide application range. The IEEE 802.11ah amendment, ratified in 2016, makes modifica-

tions to the PHY and MAC layers of the existing WLAN standard to operate in sub 1 GHz

license-exempt band. It is expected to be the most promising technology for IoT connec-
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tivity as it introduces some innovative features such as fast association and authentication,

restricted access window (RAW), traffic indication map (TIM) and target wake-up time

(TWT) that not only provide access service to a large number IoT nodes but also provide

energy efficiency and extended network coverage.

In IEEE 802.11ah RAW access scheme, the contention among the huge number of

nodes is eliminated by grouping the nodes based on TID or spatial location and providing

a specific time slot for the nodes to contend for the medium. In RAW mechanism, the

beacon interval is divided into multiple slots and each slot is known as RAW slot which

is allocated to a group of nodes. In addition to the RAW slots, the beacon interval can

contain common contention window (CCW) where all nodes are allowed to contend for

the medium. During specified RAW slot, a node contend for the medium using EDCA

access technique which provides preferential access to the medium for high priority traffic

categories. In presence of large number of QoS nodes, serious performance degradation

in IEEE 802.11ac protocol takes place and makes network unstable [11]. We also observe

that the backoff time of non-QoS traffic in IEEE 802.11ac network becomes excessively

high and makes network energy inefficient. However, the impact of QoS traffic in IEEE

802.11ah network has not been studied so far. In this chapter we present a Markov chain

and M/G/1 queuing model to evaluate the performance of RAW mechanism in coexisting

non-QoS and QoS IoT network. The major contributions of this chapter are as follows:

• To the best of our knowledge this is the first performance evaluation of RAW scheme

in presence of heterogeneous QoS traffic.

• The model takes into account the non-saturated load and non-ideal channel condition.

• The performance analysis accurately models the EDCA technique during backoff
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Figure 6.1: Restricted Access Window (adopted from [9]).

process.

The rest of the chapter is organized as follows: RAW scheme is discussed in Section 6.2.

The analytical model is discussed in Sections 6.3 and results are discussed in Section 6.4.

Finally, we summarize the chapter and discuss our future work in Section 6.5.

6.2 RAW Scheme of IEEE 802.11ah MAC

In RAW scheme, the beacon interval is divided into RAW slots to restrict the uplink

channel access to a small number of STAs. AP allocates a RAW slot to a group of STAs

and broadcast the allocation using S1G beacon frame. Each RAW slot is further divided

into mini slots which we define as time slots. We assume that AP periodically assigns RAW

to a group of STAs which are allowed to contend for the medium within the specified RAW

slot using EDCA access technique. The duration of the RAW slot depends on the number

of STAs in the network and expected uplink data amount. At the end of the RAW slot,

STAs belonging to the RAW slot can go to doze mode and wake up at the start of the next

beacon transmission time to save energy.

The RAW slots in the RAW are indexed from 0 to Sraw − 1 and a STA determines the

index islot of the RAW slot in which the STA is allowed to start contending for the medium

based on the following mapping function: islot = (x + Noffset)modSraw where, x is the
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Association ID (AID) of the STA, Noffset is offset value in the mapping function and Sraw

is the total number of RAW slots within beacon interval.

During EDCA backoff process, a STA maintains two backoff counters; one backoff

counter is used outside RAW and second backoff is used inside RAW. At the start of the

RAW, each STA suspends the first backoff operation and starts decreasing second backoff

counter. At the end of the RAW slot, second backoff counter is reset and the first backoff

counter is resumed. At the beginning of the allocated RAW slot, the STA sets the contention

window CW of the secondary backoff procedure to CWmin.

Two types of beacon are generated by AP as shown in Fig. 6.1. DTIM is transmitted

at the beginning of beacon interval and TIM is transmitted at the beginning of RAW slots.

Between two consecutive DTIM beacons, there are as many TIM beacons as there are

groups defined. The bitmap of DTIM beacon includes the TIM group to which the STA

belongs and TIM carries the bitmap of STAs within the group that have buffered packet in

AP. At the beginning of each TIM beacon, the STAs belonging to the RAW slot wake up

to start contention. At the expiry of the backoff counter, the STA sends a PS-Poll to obtain

the buffered data in AP. During uplink transmission, contention is performed as in the

downlink transmission. Within RAW slot, the uplink or downlink transmission is initiated

by transmitting PS-Poll from STA. After receiving PS-Poll, AP sends PS-Poll-ACK to STA

and STA is allowed to transmit packets in the uplink direction.

6.3 Analytical Modeling of RAW Scheme

We assume that the network has one access point (AP) and each RAW slot can accom-

modate nraw =
∑3

0 nk nodes where nk(k = 0 . . 3) represent background (BK), best effort
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(BE), video (VI) and voice (VO) traffic nodes respectively. The beacon interval is divided

into Sraw slots. For simplicity of analysis we assume that each RAW slot has equal num-

ber of contending nodes nraw. Each RAW slot is further divided into Traw time slots of

ω = 52µs. The total number of nodes in the network is then NΣ = Srawnraw. The back-

off process of STAk starts at the beginning of RAW slot if the STAk has either buffered

downlink traffic in AP or pending uplink traffic in STAk. Otherwise, the STAk goes to doze

mode and wakes up in the next beacon transmit time. Any downlink packet arrival within

the beacon interval is queued and advertised in the next beacon. Similarly, the backoff

process for any uplink packet arrival starts at the beginning of next RAW slot.

We assume that the packet arrival in a node follows Poisson process with the arrival

rate of λk packets per minute. We model the state probabilities and state of the queue of

each node by using Markov chain model and M/G/1 queuing model. Since both uplink

and downlink transmissions are initiated by STAk, we assume a combined queue for both

types of traffic in the queuing model. Duration of MPDU, PS-Poll, PS-Poll-ACK and BA,

denoted by ld, ppoll, pack and ba, respectively, are expressed as integer multiples of time

slots. Durations of AIFS and SIFS periods are denoted by aifsk and sifs, respectively.

Channel is modeled through bit error rate ber, so that the probability that PS-Poll or PS-

Poll-ACK will not be corrupt due to channel noise is δk = (1 − ber)ppoll+pack, while the

probability that data or BA will not experience any corruption due to channel noise is σk =

(1− ber)ldb+bab . Here, ldb and bab are the number of bits in MPDU and BA, respectively.

When a STAk has a packet for either downlink or uplink transmission, the EDCA back-

off process is initiated at the beginning of the RAW slot. Backoff counter value is uniformly

distributed over the interval 0 upto CWk,i, where CWk,i is the contention window during
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backoff phase i. During the backoff process, the backoff counter is decremented if the

medium is idle at the boundary of the time slot. When the backoff counter value goes to

zero, STAk gets the right to transmit PS-Poll frame. If the transmission fails due to a col-

lision, STAk moves on to the next backoff phase with increased contention window size

until maximum contention window size CWk,max is reached. Let backoff phases are in-

dexed from 0 to mk and R be the maximum retry limit such that R − (mk + 1) backoff

phases will have the same contention window size of CWk,max. Since the backoff counter

can take any value within the range (0 . . CWk,i), the maximum number of backoff states

in backoff phase i is Wk,i = CWk,i + 1. For backoff phase 0, the number of backoff states

Wk,0 is set to Wk,0 = CWk,min + 1. We can express Wk,i in terms of Wk,0 as

Wk,i =

 2iWk,0 0 ≤ i,≤ mk

2mkWk,0 = Wk,max mk < i ≤ R

(6.1)

The behaviour of different ACs during backoff period is shown in Fig. 6.2. The back-

off process is divided into two phases: the freezing countdown and backoff countdown,

as was done in Chapter 3 which deals with IEEE 802.11ac downlink multi-user transmis-

sion. Before ACk can begin backoff countdown, the medium must be idle for a period of

AIFSk without interruption. AIFSk can be expressed as AIFSk = SIFS + AIFSNkω

where AIFSNk is arbitration inter frame spacing number for traffic category k as shown

in Fig.6.2.

The probability fk that a time slot will be idle during the interval Ak,max can be related
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Figure 6.2: Differentiated QoS access (adopted from [11]).

to the channel access probability τk as

fk =
3∏
l=k

(1− τl)nl (6.2)

For AC0, the decrement of backoff counter takes place only during A0,max if the time

slot during this period is idle, so the corresponding backoff counter decrement probability

is f0
1−τ0 . The denominator takes into account the fact that, when AC0 is in backoff state,

other ACs are not transmitting. AC1 can decrement the backoff counter during the periods

A0,max and A1,max if the medium is idle during those periods. Since AC1 is in backoff

state, the probability that a time slot during the period A1,max will be idle is f1
1−τ1 , while the

probability that a time slot during the period A0,max will be idle is f0
1−τ1 . The normalized

probability that the backoff counter of AC1 is decreased during these two periods is ob-

tained by combining the two probabilities with the total probability of period A1,max being

idle. Similarly we can derive the probability of decrementing the backoff counter for all
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ACs as

g0 =
f0

1− τ0

g1 = (1−f1
A1,max)

f1

1−τ1

+ f1
A1,max

f0

1− τ1

g2 = (1−f2
A2,max)

f2

1−τ2

+ f2
A2,max

[
(1−f1

A1,max)
f1

1− τ2

+ f1
A1,max

f0

1− τ2

]
g3 = (1−f3

A3,max)
f3

1−τ3

+ f3
A3,max

{
(1−f2

A2,max)
f2

1−τ3

+f2
A2,max

[
(1−f1

A1,max)
f1

1−τ3

+ f1
A1,max

f0

1−τ3

]}
(6.3)

gk is also the probability that only one ACk gains access to the medium during a slot. So,

the probability γk that a transmission does not collide is γk = gk.

The backoff process of RAW scheme in IEEE 802.11ah is modeled with a Discrete

Time Markov Chain (DTMC) as shown in Fig. 6.3. The state probabilities of the chain

for a STAk in a particular backoff phase i is represented by bk,i,j,t,l where, i = 0 . . R,

j = 0 . . Wk,i − 1, t = 0 . . . Bk and l = 0 . . D̄d. D̄d is the average number of slots

required to transmit one packet. Index t is associated to the state probability during freezing

countdown block and l is associated to state probability only within the delay block. The

value of these two indices are undetermined in other states and usually omitted. As soon

as a packet arrives (either uplink or downlink) the STAk exits from the idle state with the

probability of Pk,idle and enters the synchronization state having a probability of Pk,sync

where the STAk waits for the allocation of RAW slot by AP in the beacon signal. At the

commence of designated RAW slot, STAk randomly chooses a backoff counter value and
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starts the backoff process. During backoff process, Plast is the probability that the STAk

reaches the last time slot of the designated RAW in which case the backoff process stops,

STAk resets the backoff counter and goes to the synchronization state for the next cycle

of RAW slots. If the channel is idle and STAk has not reached the last time slot, the

backoff counter is decremented. However, if the channel becomes busy during the backoff

process, the backoff countdown is suspended until the channel becomes idle. When the

backoff counter value reaches zero, STAk determines whether the remaining time in the

RAW slot is sufficient to transmit all the required signals for transmission of a data packet

(PS-Poll, PS-Poll-ACK, data and block ACK). If the remaining time is not sufficient for

a complete packet transfer, STAk enters into delay state with a probability Pdk,i, waits in

the delay block until the remaining time slots expire, and then enters the synchronization

state for the next cycle of RAW slots. If the remaining time is sufficient, STAk starts the

transmission of PS-Poll. During TXOP period, Mk packets are allowed to transmit in the

uplink or downlink transmission. At the end of a successful TXOP if the queue of STAk

becomes empty, STAk enters idle state. Otherwise, STAk enters synchronization state for

the next cycle of RAW slots. However, if PS-Poll encounters collision, STAk initiates

backoff process with increased contention window. The state transition probabilities can
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be described with the following equations:

bk,0,j,Bk = Pin[k,0,1]
Wk,0

j = 0 . . .Wk,0 − 1

bk,i,j,t−1|k,i,j,t = fk t = 0 . . . Bk

bk,i,j−1|k,i,j = gk(1− Plast) j = 0 . . .Wk,i − 1

bk,i,0,l|k,i,0 =
Pdk,i
D̄d

l = 0 . . . D̄d

bk,i,0,l−1|k,i,0,l = 1 l = 0 . . . D̄d

bk,i,j|k,i−1,0 = (1− γkδk)(1− Pdk,i) j = 0..Wi − 1

(6.4)

where, D̄d is the average number of slots required for the transmission of a packet and

Pdk,i is the probability that the STAk enters delay block at the end of backoff process. We

will derive the expression for Pdk,i in Sub-section 6.3.3. The state transition probabilities

in delay block are shown in Fig. 6.4.

Each backoff state has two external inputs: Pin[k, i, 1], which is the vertical input

coming from the previous backoff phase i − 1 , and Pin[k, i, 2] which is the lateral input

coming from the previous backoff state j − 1 within the same backoff phase i. For backoff

counter value of j = Wk,i − 1, lateral input probability P [k, i, 2] is zero. If the medium

is sensed idle, the backoff counter is decremented with probability (1 − Plast)gk as shown

in Fig. 6.3. However, if the medium is not idle the backoff counter is suppressed with

probability (1− Plast)(1− gk).

6.3.1 PGF for bandwidth reservation duration

The probability generating function (PGF) for the duration of a complete single packet

transmission (including control signals), Dd(z), is given as Dd(z) = zppoll+pack+ld+ba+2sifs
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Figure 6.3: Discrete Time Markov Chain of RAW scheme.

with mean value D̄d = ppoll + pack + ld + ba + 2sifs. The PGF for a data packet

transmission including block acknowledgement is given by Ftk(z) = zld+ba+2sifs) with a

mean value of Ftavk = ld + ba+ 2sifs and the PGF for total TXOP duration is given by

Stk(z) = zppoll+sifs+pack
Mk∑
µ=1

φk,µFtk(z)µ (6.5)

where φk,µ is the probability that µ number of packets are transmitted during TXOP period.

The medium becomes busy either by unsuccessful reservation of bandwidth or by suc-

cessful transmission of packets. We will derive the PGF for both the durations separately.

During bandwidth reservation PS-Poll can collide due to multiple transmissions or PS-Poll
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Figure 6.4: State transition of delay block.

can be corrupt due to error in the channel. Since there is no collision for PS-Poll-ACK,

the only source of error for PS-Poll-ACK is the channel error. The PGF for the dura-

tion for which the medium is busy due to collision or corruption of PS-Poll is given as

zppoll+sifs+pack. For error in PS-Poll-ACK , other STAs hear the NAV and update accord-
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ingly. The PGF for the duration for which the medium is busy due to error in PS-Poll-ACK

is given as zppoll+pack+ld+ba+3sifs. We combine the two PGFs by the probability of no PS-

Poll collision probability γk and obtain the PGF for unsuccessful bandwidth reservation

Ctk(z) as

Ctk(z) = γkδr(1− δc)zppoll+pack+ld+ba+3sifs + [1− γkδr(1− δc)] zppoll+sifs+pack (6.6)

where δr and δc are the probabilities that PS-Poll and PS-Poll-ACK will not be corrupt due

to channel.

6.3.2 PGF for backoff duration

The sum of the state probabilities in the freezing block for any non-zero value of

backoff counter (j 6= 0) for AC3 is given by Pfl3 =
[
Pin[k, i, 1] + Pin[k, i, 2]

]
Fl3,

where Fl3 = 1
1−(1−g3)(1−Plast)

. For j = 0, the sum of the state probabilities is given by

Pfnl3 =
[
Pin[k, i, 1] + Pin[k, i, 2]

]
Fnl3 where Fnl3 = 1. The sum of the probabilities

of the freezing block states associated with each backoff state of traffic category k < 3 with

non-zero value of backoff counter (j 6= 0) can be obtained in a similar fashion as discussed

in 3 and can be given as

Pflk = Pin[k, i, 2] +
[
Pin[k, i, 1] + Pin[k, i, 2](1− gk)(1− Plast)

]
Flk (6.7)

where, factor Flk can be expressed as
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Flk =
1

1− (1− gk)(1− Plast)
+

3∑
i=k+1

Ai,max−1∑
n=0

fni

3∏
l=i+1

f
Al,max
l

[
1− (1− gk)(1− Plast)

] 3∏
i=k+1

f
Ai,max
i

. (6.8)

Similarly, the sum of the state probabilities of freezing countdown block for j = 0 can

be written as

Pfnlk = Pin[k, i, 2] + Pin[k, i, 1]Fnlk (6.9)

where, Fnlk can be expressed as

Fnlk = 1 +

3∑
i=k+1

Ai,max−1∑
n=0

fni

3∏
l=i+1

f
Al,max
l

3∏
i=k+1

f
Ai,max
i

. (6.10)

The relation between Flk and Fnlk can be expressed as

Fnlk = [1− (1− gk)(1− Plast)]Flk k = 0 . . 3 (6.11)

Now we define Bfnlk(z) as the PGF for time spent in a state where the backoff count-

down of STAk is not suppressed by the bandwidth reservation of another STA, Pbsk as

the successful bandwidth reservation probability and Pbck as probability that the backoff

counter will be suppressed due to a collision. The values of Bfnlk, P bsk and Pbck can be

derived as discussed in 3. The PGF for time required for the transition from one backoff

204



Chapter 6: Performance Evaluation of Heterogeneous IoT Nodes with Differentiated QoS
in IEEE 802.11ah RAW Mechanism

state to the next backoff state, Bfsk(z) can be given as

Bfsk(z) =
zgk(1− Plast)Bfnlk(z)

1− z(1− gk)(1− Plast)
[
PbskStk(z) + PbckCtk(z)

] . (6.12)

Now we are able to write the PGF for the duration of backoff phase i = 0 . . .mk as:

Bk,i(z) =
Bfnlk(z)

Wk,i

+
Bflk
Wk,i

Wk,i−1∑
l=1

{Bfsk(z)}l (6.13)

The PGF for the total backoff time for a STAk can be written as:

Boffk(z) =

mk∑
i=0

i∏
j=0

Bk,j(z)(1− Pdk,j)i(1− δkγk)iCtk(z)iδkγk

+
R∑

i=mk+1

m∏
j=0

Bk,j(z)Bk,m(z)(i−mk)(1− Pdk,j)i(1− δkγk)iCt(z)iδkγk

+

mk∏
j=0

Bk,j(z)Bk,m(z)(R−mk)(1− Pdk,j)(R+1)(1− δkγk)(R+1)Ctk(z)(R+1)

(6.14)

The first two moments of this probability distribution can be found as Boffk =Boff ′k(1)

and Boff (2)
k = Boff ′′k (1) +Boff ′k(1).

6.3.3 Probability of entering into delay block

The duration of total backoff timeBtotk,0(z) for backoff phase zero is given asBtotk,0(z) =

Bk,0(z) and can be expanded in a polynomial series of z with largest exponent of the z be
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Tk,0. The mass probability that backoff phase zero (i = 0) spans t backoff slots can be

obtained as

yk,0,t =
1

t!

dt

dzt
Btotk,0(z)

∣∣∣
z=0

(6.15)

and Btotk,0(z) can be re-written as Btotk,0 =
∑Tk,0

t=0 yk,0,tz
t. The probability that packet

arrived during RAW slot will defer transmission after the zero-th backoff if the remaining

number of slots in the RAW window is less thanDd. Probability Pdk,0 that STAk enters the

delay block can be obtained as the sum of the probabilities that packet arrival takes place

at the last Dd slots of RAW interval.

Pdk,0 =
Traw∑
l=0

1

Traw

min(l,Tk,0)∑
t=max(0,l−Dd+1)

yk,0,t (6.16)

where, 1
Traw

is the packet arrival probability at any timeslot within RAW interval. Once

Pdk,0 is obtained, the total backoff time for two consecutive backoff phase Btotk,1(z) can

be obtained as

Btotk,1(z) = Bk,0(z)Bk,1(z)(1− Pdk,0)(1− δkγk)Ctk(z) (6.17)

where, factor (1−δkγk) is collision probability at the end of backoff phase zero and Ctk(z)

is the PGF for the duration of channel occupancy due to collision. Btotk,1(z) can be ex-

panded into polynomials of z with largest exponent of the z be Tk,1 and calculation of

corresponding mass probability yk,1,t is done in a similar fashion as shown in eqn. (6.15).
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In general, the total duration of i-th (i > 0) backoff phase can be expressed as

Btotk,i(z) =
[ i∏
l=0

Bk,l(z)
][ i−1∏

r=0

(1− Pdk,r)
]
(1− δkγk)iCtk(z)i (6.18)

and the corresponding Pdk,i can be obtained as shown in eqn.(6.16).

6.3.4 Queuing model

Queuing model represents the state of the queue of STAk before the start of TXOP

period and after the transmission of a packet. Before developing the queuing model we

define four vacation times:

(a) Vk,1 is the time spent by a packet in synchronization states and the PFG can be written

as of Vk,1(z) = 1
BI

∑BI−1
i=0 zi where, BI is the number of time slots within beacon

interval. The LST of the PGF is is given asB∗k,1(s) = Vk,1(e−s). The mass probability

for i frame arrivals during this period is denoted as v1
k,i and the PGF for the number

of frame arrivals during this period is Fk,1(z) = B∗k,1(λk − zλk) =
∞∑
i=0

v1
k,iz

i.

(b) Vk,2 is the time spent by a packet in backoff states and the PGF can be written as of

Vk,2(z) = Boffk(z) . The LST of the PGF is is given as B∗k,2(s) = Vk,2(e−s). The

mass probability for i frame arrivals during this period is denoted as v2
k,i and the PGF

for the number of frame arrivals during this period is Fk,2(z) = B∗k,2(λk − zλk) =
∞∑
i=0

v2
k,iz

i.

(c) Vk,3 is the time spent by a packet in delay states and the PGF can be written as of

Vk,3(z) = 1
D̄d

∑D̄d−1
i=0 zi where, D̄d is the number of time slots within delay states.

The LST of the PGF is given as B∗k,3(s) = Vk,3(e−s). The mass probability for i
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Figure 6.5: Timing diagram for queuing model.

frame arrivals during this period is denoted as v3
k,i and the PGF for the number of

frame arrivals during this period is Fk,3(z) = B∗k,3(λk − zλk) =
∞∑
i=0

v3
k,iz

i.

(d) Ik is the time spent by STAk in idle state. This is in fact, the packet inter arrival time

which has an exponential distribution and the corresponding LST can be written as

I∗(s) = λk
λk+s

The timing diagram for queuing model is shown in Fig. 6.5. We start our analysis from

a point where πk,0 is the probability that the queue of STAk is zero at the end of a TXOP

period and STAk goes to idle mode. As soon as a packet arrives, STAk exits idle mode and

enters synchronization mode. Vk,1 is the time spent in the synchronization mode before the

start of the backoff process in the designated RAW slot. Vk,2 is the time spent by STAk in

backoff process after which STAk starts transmission if remaining time in RAW slot is long

enough to complete the transmission of packet and the control messages. Otherwise, STAk

enters delay mode where, STAk waits Vk,3 period before entering synchronization mode.

The mass probability of having i > 0 frames in the buffer at the beginning of TXOP is

denoted by q+
k,i and the mass probability of having i frames in the buffer after the departure

of µk-th frame is denoted by π(µ)
k,i , µ = 0 . . Mk.
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q+
k,i = (1− Pk,d)γkδk

Mk∑
µ=1

π
(µ)
k,0

i−1∑
j=0

v1
k,jv

2
k,i−j−1

+(1− Pk,d)γkδk
i∑

j=1

π
(Mk)
k,j

i−j∑
l=0

v1
k,lv

2
k,i−j−l

+Pk,d

i∑
j=1

π
(0)
k,j

i−j∑
t=0

k,i−j−t∑
l=0

v3
k,tv

1
k,lv

2
k,i−j−t

(6.19)

where, Pk,d =
∑R
i=0 Pdk,i
R

is the mean probability of entering delay blocks. The first com-

ponent of the right hand side of eq. (6.19) corresponds to the case when STAk enters into

idle state after the TXOP period. As soon as one packet arrives, STAk exits the idle state

and enters into Synchronization sate Vk,1. At the end of the synchronization state, STAk

enters the backoff process during the designated RAW slot. The second component repre-

sents the case when the queue is not empty after the TXOP period. The third component

represents the case when the STAk enters delay state at the end of backoff process. We can

derive the generating function Q+
k (z) for the number of packets in the buffer immediately

before the start of TXOP and the generating function Πk,µ(z) for number of packets in the

queue after the transmission of each packet. We define the PGFs as Q+
k (z) =

∞∑
i=1

q+
k,iz

i and

Πk,µ(z) =
∞∑
i=0

π
(µ)
k,i z

i, µ = 0 . . Mk. After summation and changing of summation order we

obtain Q+
k (z) as

Q+
k (z) = (1− Pk,d)γkδkzFk,1(z)Fk,2(z)

Mk∑
µ=1

π
(µ)
k,0

+(1− Pk,d)γkδkzFk,1(z)Fk,2(z)
[
ΠMk

(z)− πMk
k,0

]
+Pk,dFk,1(z)Fk,2(z)Fk,3(z)Πk,0(z)

(6.20)

Then, we can obtain the number of frames left in the queue after the departure of µ-th frame.
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The Laplace-Stieltjes Transform (LST) of the service time of a packet can be obtained from

Ftk(z) by replacing z by e−s. The number of frames that arrive in the queue during the

service of a single packet Ak(z) is given as

Ak(z) = e(λk(z−1))(ld+sifs+ba) =
∞∑
i=0

ak,iz
i (6.21)

where, ak,i denotes the mass probability of i frames arrival during a frame service time

and the offered load is defined as ρ = Āk. When a STAk enters delay states at the end of

backoff process, we consider zero packet transmission and PGF for the number of frames

in the queue after the departure of zero frame is given by Πk,0(z) = Q+
k (z). Similarly, PGF

for the number of frames in the queue after the departure of µ-th frame can be obtained as

Πk,µ(z) = Q+
k (z)Ωk(z)µ −

µ∑
j=1

π
(j)
k,0Ωk(z)µ−j (6.22)

The sum of the generating functions for the queue size for the departure of Mk packets

during TXOP period can be obtained as

Πk,tot(z) =
Ωk(z)

1− Ωk(z)

[
Q+
k (z)

(
1− Ωk(z)Mk

)
−

Mk−1∑
j=1

π
(j)
k,0 +

Mk−1∑
j=1

π
(j)
k,0Ωk(z)Mk−j

]

(6.23)

where Ωk(z) =
Ak(z)(σ + k + (1− σk)z)

z
.

Substituting eq. (6.22) in eq. (6.20) and multiplying the numerator and denominator by
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zMk , we obtain

Q+
k (z) =

num(Q+
k (z))

den(Q+
k (z))

(6.24)

where numerator and denominator are given by

num(Q+
k (z)) = zMk+1(1− Pk,d)Fk,1(z)Fk,2(z)γkδk

∑Mk

µ=0 π
(µ)
k,0

−zMk(1− Pk,d)Fk,1(z)Fk,2(z)Fk,3(z)γkδk

Mk∑
µ=0

π
(µ)
k,0Ωk(z)Mk−µ

and

den(Q+
k (z)) = zMk+1 −

[
(1− Pk,d)Fk,1(z)Fk,2(z)(zΩk)

Mk

+Pk,dz
MkFk,1(z)Fk,2(z)Fk,3(z)

]
,

respectively.

The function Q+
k (z) in eq. (6.24) has to be analytical in the range |z| < 1 and therefore,

the number of zeros of the polynomials in the numerator and denominator must be equal.

Obviously z = 1 is one of the Mk + 1 roots of the denominator and the remaining Mk

number of roots can be obtained by using Lagrange’s theorem [68]. Since Q+
k (1) 6= 1

and Πk,µ(1) 6= 1, they are not proper probability generating functions; rather they are just

generating functions that contain mass probabilities for the queue length for a particular

observation point. The sum of the probabilities of the system states before the beginning

of TXOP and after the transmission of each packet within TXOP period must be equal to

one; therefore,

Q+
k (1) +

Mk∑
µ=0

Πk,µ(1) = 1. (6.25)
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The Mk + 1-th equation is obtained from the condition of total probability in (6.25) as

(Mk + 1)Q+
k (1)−

Mk−1∑
µ=0

π
(µ)
k,0 (Mk − µ) = 1 (6.26)

The Mk equations from (6.24) and Mk + 1-th equation from (6.26) can be solved to obtain

the values of Mk + 1 unknown variables πµk,0.

The PGF for the number of packets transmitted during TXOP service period can be

calculated as

Ψk(z) =

Mk∑
µ=0

π
(µ)
k,0z

µ +Mk

(
Πk,tot(1)−

Mk∑
µ=0

π
(µ)
k,0

)
Πk,tot(1)

(6.27)

6.3.5 Markov chain model for an access category

From the Markov chain model we define transmission probability τk as, τk = (1 −

Pk,d)
∑R

i=0 bk,i,0 and the idle state probability π∗k,0 = 1
Πk,tot(1)

∑Mk

µ=0 π
(µ)
k,0 . Input probability

to the synchronization state can be written as

Pk,sync = π∗k,0λk + (1− Pk,d)(1− π∗k,0)
τk

1− Pk,d
γkδk + Pk,d

τk
1− Pk,d

(6.28)

which is also the input probability to the zero-th backoff phase Pin[k, 0, 1]. The LST of

the distance between two successive access to the medium by STAk is given as (in slots)

D∗k(s) = Stk(e
−s)

[
π∗k,0

λk
λk+s

(1−Pk,d)B∗k,1(s)B∗k,2(s)γkδk

1−Pk,dB∗k,1(s)B∗k,2(s)B∗k,3(s)
+

(1−π∗k,0)(1−Pk,d)B∗k,1(s)B∗k,2(s)γkδk

1−Pk,dB∗k,1(s)B∗k,2(s)B∗k,3(s)

]
(6.29)
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where, B∗k,1(s), B∗k,2(s), and B∗k,3(s) are defined at the beginning of Section (6.3.4) and

λk
λk+s

is the LST of frame inter-arrival time when STAk is in idle state.

The LST for the total active time between two successive accesses is given by

Da∗k(s) = St(e−s)
[
π∗k,0(1−Pk,d)B∗k,1(s)B∗k,2(s)γδ

1−Pk,dB∗1 (s)B∗2 (s)B∗k,3(s)
+

(1−π∗k,0)(1−Pk,d)B∗k,1(s)B∗k,2(s)γkδk

1−Pk,dB∗k,1(s)B∗k,2(s)B∗k,3(s)

]
(6.30)

The probability that STAk is idle can be calculated as Pk,idle = 1 − Dak
Dk

where, Dk is the

average distance between two successive access to the medium by a STAk and Dak is the

average active time between two successive access.

6.3.6 Sum of the probabilities of states in Markov chain

Newly arrived downlink packets have to be announced in the beacon. Similarly, newly

arrived packets in uplink direction needs to wait in the synchronization state for the next

cycle of RAW slots. According to renewal theory the probability distribution of the time

between packet arrival and beacon transmission has PGF of T1(z) = 1
BI

∑BI−1
i=0 zi and the

mean value is given as T̄1.

The sum of the probabilities of all states in sync stage is denoted by S1 and can be

obtained as

Sk,1 =

[
π∗k,0λk + Pk,d

R∑
i=0

bk,i,0 + (1− Pk,d)(1− π∗k,0)γkδk

R∑
i=0

bk,i,0

]
T̄1

=

[
π∗k,0λk +

Pk,dτk
1− Pk,d

+ (1− π∗k,0)γkδkτk

]
T̄1 (6.31)
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The sum of the state probabilities in the delay block is denoted by S3 and given by:

Sk,3 =
R∑
i=0

D̄d−1∑
l=0

bk,i,0,l =
Pk,dτk

1− Pk,d
(6.32)

The input probability to the zeroth backoff phase is given as:

Pin[k, 0, 1] =
π∗k,0λk + (1− Pk,d)(1− π∗k,0) τk

1−Pk,d
γkδk

Wk,0

+
Pk,d

τk
1−Pk,d

Wk,0

(6.33)

Since Pin[k, 0, 2] = 0 for backoff state bk,0,Wk,0−1, we can write the state probability of

bk,0,Wk,0−1 from eqn. (6.10) as Pin[k,0,1]
y

where, y = 1− (1− gk)(1−Plast). Pin[k, 0, 2] for

state bk,0,Wk,0−2 is given as xbk,0,Wk,0−1 where, x = gk(1− Plast). Now from Markov chain

we find the vertical input probabilities Pin[k, i, 1] for backoff phases (i = 1 . . . R), state

probabilities bk,i,0 where the transmission takes place and sum of the state probabilities for

each backoff phase Spart[k, i] as

Pin[k, i, 1] = Pin[k, 0, 1](1− γkδk)i(1− Pk,d)i
∏i−1

l=0

∑Wk,l−1
n=0 (x

y
)n∏i

j=1Wk,j

(6.34)

bk,i,0 = Pin[k, 0, 1]

Wk,i−1∑
n=0

(
x

y
)n (6.35)
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Spart[k, i] = Pin[k, i, 1]

[
Fnlk +

Wk,i−1∑
n=1

(
x

y
)n + (Wk,i − 1)Flk

+

Wk,i−2∑
n=1

(Wk,i − 1− n)(
x

y
)n + (1− y)Flk

Wk,i−2∑
n=1

(Wk,i − 1− n)(
x

y
)n

]
(6.36)

Now, the sum of the probabilities of all backoff states can be obtained as

Sk,2 =
∑R

i=0 Spart[k, i].

Finally, the normalization condition states that the sum of the probabilities of all states,

including the idle state, must be one:

Pk,idle + Sk,1 + Sk,2 + Sk,3 = 1 (6.37)

The normalized throughput can be obtained as

Thk =
Ψkldσk

Dk

(6.38)

and the mean waiting time can be obtained as

Wk =
1

λk

[
Π
′

k,tot(1)

Πk,tot(1)
− ρ′k

]
(6.39)

6.4 Results and Discussion

We have used MapleSoft computing software to solve equations (6.1-6.26) through

iterative approach in which the equations in the Markov model are successively evaluated
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Table 6.1: Parameters for analytical model of IEEE 802.11ah protocol
Parameters Numerical values
Duration of Time slot, ω 52 µs
Bit error rate, BER 2X10−6 bits/s
Minimum PHY header 6ω µs
Arbitration inter frame space, AIFSN [2, 3, 5, 7]
Data rate 650 Kbps
MAC service data unit length, MSDU 256 octets
Short Inter-frame space duration, SIFS 160µs
MAC header length 14 bytes
PS-Poll 6ω µs
PS-Poll-ACK 6ω µs
Block acknowledgement, BA 6ω µs
Maximum retry limit , R 7
Max. number of antennas in AP, Aap 1
Number of antenna in STA 1
Bandwidth 4 MHz
OFDM symbol duration 40 µs
Number of bits in OFDM symbol 54
Modulation and Coding scheme, MCS 0
Beacon interval, BI 1s
RAW slot 200ms
Minimum contention window size Wmin [15, 15, 31, 31]
TXOP limit [2, 2, 4, 4] packets

using the results. After a number of iterations, we obtain a stable solution for τk, fk, γk and

ψk. Using these parameters, we calculate the network metrices. We assume that all STAs

and AP in our network are IEEE 802.11ah devices. Our network has a bandwidth of 4 MHz

having 108 usable subcarriers. A BPSK modulation with 1/2 coding scheme allows 54 bits

to be transmitted per OFDM symbol duration of 40 µs with long guard interval. While

evaluating performance metrics for varying number of nodes and packet arrival rates, we

first vary number of nodes uniformly and then keeping the number of nodes fixed, we

vary packet arrival rates uniformly for all nodes. We assume that each STA has same

Poisson packet arrival rate λk per minute. In RAW scheme since both uplink and downlink
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Figure 6.6: Backoff Time.

transmissions are initiated by sending PS-Poll from STA, we consider one queue for both

uplink and downlink transmission. The parameters for the model are shown in Table 6.1.

In our model we assume that the beacon interval is divided into only RAW slots and there is

no common contention window within the beacon interval. We also assume that non-QoS

network has non-QoS nodes with only background (BK) traffic and heterogeneous network

has both QoS and non-QoS nodes.

The variation of backoff time as a function of number of nodes and packet arrival rate of

a node in non-QoS network is shown in Fig. 6.6a. Similarly, the backoff times of non-QoS

node and QoS node for a IoT network are shown in Fig. 6.6b and Fig. 6.6c respectively.

In non-QoS network, the backoff time of a node is slightly higher that the backoff time

of a non-QoS node in a heterogeneous network. This happens because, all nodes in non-

QoS network have larger AIFSN values whereas heterogeneous network has a mix of QoS

and non-QoS nodes. QoS nodes in heterogeneous network take smaller backoff time and

transmit packets more frequently than non-QoS nodes. Since QoS nodes go to doze mode

after transmission, non-QoS nodes encounter less contention in a heterogeneous network

than a non-QoS network for same packet arrival rate. With the increase in packet arrival
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rate, more nodes contend for medium which results in increase in backoff time for all nodes.

However, since transmission opportunity of a QoS node is larger than a non-QoS node in a

heterogeneous network, the increase of backoff time for non-QoS node is higher than the

increase of backoff time of a QoS node. Within the non-saturated operating region, backoff

time is in the range of 2 to 2.5ms for QoS node and 4 to 5.2ms for non-QoS node. At low

load condition, the increase in backoff time with the increase of number of nodes is not

significant due to because, the packets arrive randomly for each node and the interarrival

time of the packet is large enough to finish the transmission of the packet. However, as the

number of packet arrival increases, the backoff time increases gradually due to increased

contention. At the end of RAW slot, the backoff process of the node is suppressed and the

node enters doze mode to initiate a new backoff process with minimum random contention

window in the next designated RAW slot. Once a node finishes the transmission within

the TXOP period, the node is not allowed to contend for the medium in the same RAW

slot even though the node has pending packets to transmit. This mechanism provides fair

opportunity for non-QoS nodes to contend for the medium. Contrary to IEEE 802.11ac

protocol [11], we observe that the backoff times for non-QoS traffic in IEEE 802.11ah

do not abruptly increase with the increase of packet arrival rate. Therefore, we conclude

that RAW scheme can safely handle QoS traffic without degrading the non-QoS traffic in

heterogeneous operating environment.

For energy constrained IoT devices, it is desirable that the device goes to doze mode

when there is no activity for uplink or downlink transmission. The probability that a node

in non QoS network remain idle is shown in Fig. 6.7a. The probabilities that a QoS node

and a non-QoS remain idle in a heterogeneous network are shown in Fig. 6.7b and Fig.
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Figure 6.7: Probability of a node being idle.

6.7c respectively. At low load condition, most of the time the nodes remain idle in both

setup. As the traffic arrival increases, the idle probability of a node in non-QoS network

sharply decreases below 20% at an arrival rate of 120 packets/min. However, the idle

probability of a non-QoS node in a heterogeneous network is slightly higher (25%) due to

smaller backoff time. From backoff point of view, the idle probability of a QoS node (30%)

is higher than the idle probability of a non-QoS node in a heterogeneous network due to

because, the backoff time of QoS traffic is less than the backoff time of non-QoS traffic.

However, idle probability also depends on the TXOP duration of each node. In our model,

QoS nodes can transmit a maximum of four packets during TXOP period whereas a non-

QoS node can transmit up to two packets during TXOP period. Therefore, the transmission

time for QoS node is larger than the transmission time of non-QoS node and consequently,

from transmission point of view, idle probability of a QoS node decreases. The longer

transmission time offsets gain in idle probability due to shorter backoff time. Therefore, in

heterogeneous network, as the packet arrival increases, the non-QoS node remains active

in backoff process and QoS node remains active in longer transmission process and the idle

probability for both type of nodes decrease. We observe that the inclusion of QoS node in
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Figure 6.8: Queue size before start of TXOP.

network does not abruptly decrease the idle probability of non-QoS node only.

At low load condition, the number of packets in the queue before the start of trans-

mission is one for both QoS and non-QoS node in both types of network. As the packet

arrival rate increases, the queue size gradually increases for both types of nodes. However,

since the number of packets transmitted by non-QoS node during TXOP period is less than

number of packets transmitted by QoS node, the queue size for a non-QoS node increases

at a faster rate. Even when the number of QoS nodes increase further, some non-QoS nodes

may not get the opportunity to transmit within the RAW slot which further increases the

queue size of the non-QoS node before the start of TXOP period in the next beacon inter-

val. From Fig. 6.8a we observe that the queue size of a node in non-QoS network is higher

than the queue size of a non-QoS node in heterogeneous network as shown in Fig. 6.8b due

to longer backoff time and less transmission opportunity. We also observe that queue size

for QoS traffic shown in Fig. 6.8c is not affected much because of larger number of packet

transmission during TXOP period.

As the packet arrival rate increases, more packets contend for the medium within the

RAW slot. There is a possibility that multiple nodes transmit PS-Poll messages at the same
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Figure 6.9: Collision probability of PS-Poll.

time and create collision at access point. As a result collision probabilities increases with

the increase of packet arrival rate for both types of network scenario as shown in Figs.

6.9a, 6.9b and Fig. 6.9c respectively. Since all nodes in a non-QoS network have the

same AIFSN values, they start backoff process at the same time and more likely to pick

the same backoff counter value. As a result, the collision probability of PS-Poll message

from a node in non-QoS network is higher (0.7%) than the collision probability of non-QoS

node in a heterogeneous network (0.6%). Since collisions are random and packet arrival

rates increase at same rate for both non-QoS and QoS nodes in our model, the collision

probability increases at the same rate for both QoS and non-QoS nodes in heterogeneous

network.

Retransmission probabilities shown in Figs. 6.10a to 6.10c depend on collision proba-

bilities of PS-Poll and data error probabilities due to noisy channel. Figs. 6.11a- 6.11c show

successful transmission probabilities for a node in non-QoS network, non-QoS node in a

heterogeneous network and QoS node in a heterogeneous network respectively. Successful

packet transmission depends on successful transmission of PS-Poll message in both uplink

and downlink transmission as well as error free reception of data and ACK messages. The

successful reception of data and ACK packets depend on channel condition which we have
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Figure 6.10: Packet retransmission probability.

Success probability of a Tx 

50 100150200250300350400
nodes 20

40
60

80
100

120

lambda_per_min

0.986
0.988

0.99
0.992
0.994
0.996
0.998

1

prob

(a) Successful transmission prob-
ability of a node in non-QoS net-
work.

Success probability of a Tx 

20
40

60
80

100
nodes 20

40
60

80
100

lambda_per_min

0.988

0.99

0.992

0.994

0.996

0.998

1

prob

(b) Successful transmission prob-
ability of a non-QoS node in het-
erogeneous network.

Success probability of a Tx 

20
40

60
80

100
nodes 20

40
60

80
100

lambda_per_min

0.988

0.99

0.992

0.994

0.996

0.998

1

prob

(c) Successful transmission proba-
bility of a QoS node in heteroge-
neous network.

Figure 6.11: Successful transmission probability.

modeled as bit error rate and assumed to be constant at all time. Therefore, packet error

probability is impacted by the size of packets which is also constant for all traffic cate-

gories in our model. As a result, packet error rate is not a function of packet arrival rate and

remains constant throughput the analysis. Therefore, successful transmission probability

depends only on collision probability and as the collision probability increases, successful

transmission probabilities decrease and retransmission probabilities increase.

Figs. 6.12a to 6.12c show the stability criteria of a node in non-QoS network, non-QoS

node in a heterogeneous network and QoS node in a heterogeneous network respectively.

We observe that the stability criteria for non-QoS and QoS nodes increase almost at the
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Figure 6.12: Stability criteria of a node.

same rate with the increase of packet arrival rate. This phenomenon clearly demonstrate

that in RAW mechanism, the stability criteria of both non-QoS node and QoS node are

affected almost equally. A slight increase in stability criteria shown in Fig.6.12c argues that

increase of higher priority traffic plays major role in driving network to unstable operating

region.

Figs. 6.13a to 6.13c show throughput per node for a node in non-QoS network, non-

QoS node in heterogeneous network and QoS node respectively. As the packet arrival

rate increases, both categories of nodes transmit more packets and throughput per node

increases. All nodes in a non-QoS network get same opportunities to transmit packets.

However, in a heterogeneous network non-QoS nodes have less opportunity to transmit

packets. As a result, per node throughput of a node in non-QoS network is slightly higher

(8.5 Kbps) than the throughput of a non-QoS node in heterogeneous network (8 Kbps).

Since QoS node has higher packet transmission probability due to longer TXOP time and

shorter backoff duration, per node throughput of QoS node is higher than non-QoS node.

Network throughputs shown in Fig. 6.14a and 6.14b are the aggregate of per node through-

puts of IoT network.
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Figure 6.13: Per STA throughput.
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Figure 6.14: Network Throughput.

6.5 Chapter Summary

In this chapter we have developed the analytical model of RAW scheme of IEEE

802.11ah protocol with differentiated QoS traffic under non-saturated load and non-ideal

channel condition. We observe that the RAW scheme is suitable for low load IoT network

and supports the coexistence of heterogeneous traffic. Due to slotted access window, the

backoff time of non-QoS traffic is not impacted severely as in IEEE 802.11ac protocol. We

also observe that RAW mechanism supports larger number of QoS and non-QoS nodes in

non saturated operation condition. However, as the number of nodes and packet arrival
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rate increase, some of the non-QoS nodes are unable to transmit all packets within the

RAW slot. Consequently the size of the queue of non-QoS gradually increase which is a

major concern for network stability. Unlike IEEE 802.11ac protocol, stability criteria of

IEEE 802.11ah RAW mechanism behave in the same manner for non-QoS and QoS nodes.

Therefore, we argue that RAW mechanism can safely support QoS traffic at low load con-

dition. Clearly, if the network has only TIM STAs and the whole beacon interval is divided

into RAW slots, some of the STAs may need to wait for an excessive long time to transmit

the packets if STA fails to transmit within the designated RAW slot. This situation leads

to excess contention in the next RAW cycle and reduces the performance of the network.

To avoid this situation we suggest an important implementation criteria that a portion of

the beacon interval is kept open for the contention of all STAs so that the STA that was

unable to transmit at its designated RAW slot, may have the opportunity to transmit in the

common contention period and thus avoid long waiting time.
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Conclusion

In this thesis, we have developed analytical model of DL-MU-TXOP sharing in IEEE

802.11ac protocol and evaluated TXOP sharing probability for different traffic categories.

Our results show 105% enhanced normalized payload throughput which is due to MU-

TXOP sharing. We observe that low priority traffic categories benefit most from TXOP

sharing due to sharing of TXOP period with secondary ACs.

In this thesis we have also proposed A-MAC protocol that allows multi-user commu-

nication in UL and we have developed a detail analytical model of the proposed A-MAC

protocol using M/G/1 queuing model and Markov chain model. The protocol achieves a

network throughput which is 150% higher than the throughput of conventional 802.11ac

transmission for the same PHY layer capabilities. Although we have achieved enhanced

network throughput by increasing the intensity of higher priority traffic, we observe that

network becomes unstable very quickly as the low priority traffic gets less opportunity to

transmit. The proper selection of contention window and AIFS number (AIFSN) can en-

sure better network stability and fairness among all traffic categories. The proposed concur-

226



Chapter 7: Conclusion

rent RTS transmission and channel sounding technique using dedicated OFDM subcarrier

blocks and multiple UL transmission using MU-MIMO technique can be an important con-

tribution for future amendment of IEEE 802.11 protocol towards 5G. Our results also show

that the network metrics for all four traffic categories can effectively be represented by two

distinct priority groups which advocates in favour of the prioritization of network traffic in

only two categories in the future amendment.

We have discussed the impact of hidden node problem in uplink transmission in a het-

erogeneous network. The simulation results show significant throughput degradation due

to the presence of hidden nodes in coexisting network. We strongly advocate in favour of

increasing carrier sensing threshold of STAs during association with HE AP which not only

increase network capacity but also reduce collision probability due to hidden nodes. We

propose some modifications to the draft recommendation to reduce the inter BSS interfer-

ence arising from asymmetrical transmission radius of AP and STAs.

We have developed the analytical model of RAW scheme of IEEE 802.11ah protocol

with differentiated QoS traffic under non-saturated load and non-ideal channel condition.

We observe that the RAW scheme is suitable for low load IoT network and supports the

coexistence of heterogeneous traffic. Due to slotted access window, the backoff time of

non-QoS traffic was not impacted severely as in IEEE 802.11ac protocol. We also observe

that RAW mechanism supports larger number of QoS and non-QoS nodes in non saturated

operation condition. However, as the number of nodes and packet arrival rate increase,

some of the non-QoS nodes were unable to transmit all packets within the RAW slot. Con-

sequently the size of the queue of non-QoS gradually increase which is a major concern for

network stability. Unlike IEEE 802.11ac protocol, stability criteria of IEEE 802.11ah RAW
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mechanism varies same way for non-QoS and QoS nodes. Therefore, we argue that RAW

mechanism can safely support QoS traffic at low load condition. Clearly, if the network has

only TIM STAs and the whole beacon interval is divided into RAW slots, some of the STAs

may need to wait for an excessive long time to transmit the packets if STA fails to transmit

within the designated RAW slot. This situation leads to excess contention in the next RAW

cycle and reduces the performance of the network. To avoid this situation we suggest an

important implementation criteria that a portion of the beacon interval is kept open for the

contention of all STAs so that the STA that was unable to transmit at its designated RAW

slot, may have the opportunity to transmit in the common contention period and thus avoid

long waiting time.

In our future work, we will investigate the possibility of simultaneous uplink and down-

link transmissions in IEEE 802.11 protocol to increase effective utilization of bandwidth.

The impact of a mixed RAW scheme and common contention window in IEEE 802.11ah

network will be studied in detail in our future work. Designing IoT architectures should

take many issues and challenges into considerations such as scalability, interoperability,

business model, security, energy consumption, and mobility. These challenges have mo-

tivated us to start thinking of designing a new IoT architecture that effectively handles

scalability, mobility, security and performance while keeping simplicity of the network. In

our future work we will establish a reference model for IoT protocol architecture.
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Abbreviations and Symbols

A.1 Abbreviations

AC Access Category

ACK Acknowledgement

AC Access Category

AID Association ID

AIFS Arbitration Interframe Space

AIFSN Arbitration Interframe Space Number

A-MPDU Aggregate MPDU

A-MSDU Aggregate MSDU

AP Access Point

BA Block Acknowledgement

BAR Block Acknowledgement Request
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BI Beacon Interval

BO Backoff

BSS Basic Service Set

CCA Clear Channel Assessment

CSI Channel State Information

CSMA/CA Carrier Sense Multiple Access/ Collision Avoidance

CSTH Carrier Sensing Threshold

CTS Clear to Send

CW Contention Window

DCF Distributed Coordination Function

DCM Dual Carrier Modulation

DIFS DCF Inter-frame Spacing

DL Downlink

DL-MIMO Downlink MIMO

DTIM Delivery Traffic Indication Map

ED Energy Detection

EDCA Enhanced Distributed Channel Access

EDCAF EDCA Function

EIFS Extended Interframe Space

G-ACK Group ACK

G-CTS Group CTS
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HPG High Priority Group

IoT Internet of Things

LPG Low Priority Group

LST Laplace-Stieltjes Transform

L-LTF Legacy Long Training Frame

L-STF Legacy Short Training Frame

LTE Long Term Evolution

MAC Medium Access Control

MCS Modulation and Coding Scheme

MIMO Multiple Input Multiple Output

MPDU MAC Protocol Data Unit

MPR Multi Packet Reception

MSDU MAC Service Data Unit

MU Multi-User

NAV Network Allocation Vector

NDP Null Data Packet

NDPA Null Data Packet Announcement

OFDM Orthogonal Ferquency Division Multiplexing

pdf Probability Density Function

PDF Probability Distribution Function

PGF Probability Generating Function
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PHY Physical Layer

PPDU Physical Protocol Data Unit

PRAW Periodic RAW

QoS Quality of Service

QAM Quardrature Amplitude Modulation

RAW Restricted Access Window

RTS Ready to Send

RU Resource Unit

SIFS Short Inter-frame Spacing

SNR Signal to Noise Ratio

SU Single User

TID Terminal ID

TIM Traffic Indication Map

TXOP Transmission Opportunity

TWT Target Wake Time

UL Uplink

VHT Very High Throughput

WLAN Wireless Local Area Network

A.2 Symbols and Corresponding Descriptions
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Ak(z) PGF for packet arrival during a packet service time

Ak,max Time in slots where traffic category k can access medium

Bk Freezing Counter Value

Bk,i(z) PGF for time spent in backoff phase i

B∗k,m(z) LST of vacation time

bk,i,n,l State probability of a STA of category k, backoff phase i,

backoff counter value n and freezing counter value l

ber Bit Error Rate

Bfnlk(z) PGF for time spent in no loop back freezing counter

Bflk(z) PGF for time spent in loop back freezing counter

Bfsk(z) PGF for time required to decrement backoff counter

Bofk(z) PGF for total backoff time

Ctk(z) PGF for the duration of unsuccessful bandwidth reservation

D∗k(s) LST of time required between two successive transmissions

Da∗k(s) LST of active time between two successive transmissions

Fk,m(z) PGF for packet arrival during vacation Vm

F+
k,m(z) PGF for packet arrival during residual vacation V +

m

fk Channel idle probability during freezing countdown

fsk TXOP sharing probability

gk Backoff counter decrement probability

k Index of traffic category
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Mk Maximum number of bursts transmitted during TXOP period

Mbk Mean number of packets in a burst

Pink,i[1] Input probability to a backoff state from previous backoff phase

Pink,i[2] Input probability to a backoff state from previous backoff state

within same backoff phase[0.5ex]

Pbck Backoff counter suppression probability due to collision

Pbsk Backoff counter suppression probability due to

successful transmission

qk,i Mass probability of i packets in the queue

Q+
k (z) PGF for number of packets in queue befor start of TXOP

Sbk(z) PGF for the duration of a single burst

Stk(z) PGF for the duration of TXOP period

Swk(z) PGF for medium access duration

Sk,i Sum of state probabilities

Thk Normalized payload throughput

Vk Vacation period

V +
k Residual vacation time

vk,i Mass probability of i packet arrival during vacation

Wk,i Contention Window size of traffic class k during ith backoff phase

δc Probability of no CTS error

δr Probability of no RTS error
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σ probability of no data error

ω Timeslot

τk Transmission probability

πµk,m Probability that queue has m packets after departure of µ packets

θk,d Probability that MPDU contains packet for d directions

Θk(z) PGF for the number of packets in the burst

ψk,µ Probability of µ bursts transmitted during TXOP period

Πk,µ(z) PGF for number of packets in queue after departure of µ packets

ρk Offered load

ρ
′

k Effective offered load during channel error
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