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Abstract

Small scale social network platforms suffer from increased sparsity, both in the size of
text posted by users and the number of posts, as well as the specific nature of kurtosis
that affects all platforms, yet more so on an emerging platform. In this work we examine
a dataset from such a platform, where the majority of the activity is in the form of user
generated text; both posted content and comments left on those posts. We inquire into
what techniques would present suitable recommendations for a platform with a similar
characteristic dataset. We evaluate leading textual analysis techniques and show how
topic-model based techniques present a viable means for recommendation on such a
platform as compared to other simpler, or more advanced techniques.
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Chapter 1

Introduction

The depth and prevalence of social network integration in human lives means it is how

people share everything from breaking news to precious personal moments of their lives

and because of this it can present opportunity to understand human behaviour and from

there present opportunities for personal and commercial gains. Indeed social network

can be used to sway voters [33], change perceptions [86], engage customers to increase

satisfaction [72], as well as be used for passive analysis for things such as surveillance

[85] or commercial customer churn [63].

Social media is an integral part of internet usage in today’s world, yet it’s

not a new phenomenon. As far back as 1973, inventions to open the channels for dig-

ital communications for academics and personal applications were being carried out in

research labs at universities around the world. Parallel experiments to the Advanced
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Research Projects Agency Network (ARPANET) (the basis for today’s internet) in com-

munication protocols saw the creation of the PLATO system on which the concept of

the ‘internet chatroom’ took shape in the form of the Talkomatic program [41]. The idea

was powerful and there was no going back, soon after, Usenet came onto the scene in

1979 facilitating sharing of news, stories and discussion in a distributed means. Around

the same time, Bulletin Board Service (BBS) began being run by hobbyists that users

could connect to to share software, pictures, news and other content. As the pace of

technology increased and personal computing started becoming accessible to more peo-

ple, Internet Relay Chats (IRC) in 1988 and direct communication programs such as

ICQ in 1996 [76] were launched and adopted to continue the personal communication

revolution. In 1997 SixDegrees.com, being touted as the first social network network on

the internet [29], came onto the scene, but due to the timing and people’s distrust of the

internet (users were not willing to divulge information about themselves and not willing

to meet strangers online), it was shuttered in 2000. However, after just three years,

the social network boom occurred, with MySpace, YouTube, Facebook and Twitter all

coming onto the scene shortly after one another.

In today’s world, social networks are ubiquitous. At the time of writing of this

work, according to Alexa rankings1, out of the 20 most visited websites daily by internet

users, 10 of them are social networks. These networks include Youtube, Facebook, Twit-

ter, Reddit, Instagram, and Weibo Sina. One thing common to all of these platforms is
1Alexa Rankings (https://www.alexa.com/topsites), made available by Amazon’s Alexa division,

tracks and monitors daily website visitor trends to millions of websites. Our observations of these
rankings are from April 2019
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that bulk of their operations are driven by User Generated content [82]. User Generated

Content (UGC) on social network sites has experienced explosive growth [60], affecting

and disrupting modes of communication, brand perceptions, journalism, social causes

among other landscape shifts [20]. Due to the concept known as Social Contagion, as

in the analog life, so can clusters of users on social networks influence decisions of their

peers; decisions such as those affecting fashion trends, travel destinations, purchasing

advice, and even political leanings to name a few. Due to this level of sway, social

networks are prime hubs of influence and information exchanges and as such the central

tenet of modern marketing; the work in [2] describes the various roles of social work

during all stages of product development life cycle that can drive sales for a company.

1.1 Motivation

We have made the case so far for the ubiquity of social network in the lives of connected

people, as well as how such networks are mined to drive sales and sway influences.

This level of interaction and transaction we know works for large scale networks such

as Facebook and Twitter where billions of users are engaged in active transactions.

However, what can an emerging, mini-network, that is focused on a specific niche do to

become a viable hub of activity? As sharing is one of the core principles of social network

[42], more specifically, sharing of user generated content, a new novel network must then

posses the ability to allow its users to disseminate information through its system to
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other users. It is essential for social network platforms to foster growth by compelling

user participation and driving user-generated content. Launching and incubating a new

social network platform is remarkably difficult as the platform needs to be novel, attract

and retain users. To retain users or drive growth, networks like Facebook, Twitter and

LinkedIn recommend other users, news articles, jobs, advertisements, and products the

target user might be interested in. This in effect keeps users engaged and staying on the

platform, possibly even recommending their friends and social circles to participate in

the social network site, as well. While numerous literature exists on consuming, mining

and analysing established major social networks such as Weibo, Facebook, Twitter and

LinkedIn, there are very few studies [60, 42] and literature on niche start-up social

networks. Small social networks need to establish themselves, and recommendation of

content to their user base is crucial to breeding user engagement on a user-generated

social network site. Such networks face the same concerns as larger, more established

networks (such as Facebook) of long-tail participation characteristics (kurtosis), sparsity

of ratings and feedback, and cold start problems. And, due to their considerably smaller

size, those effects are heightened. Models representing those datasets also face problems

of over-fitting during training due to the lack of data.
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1.2 Contribution

By building on the sharing tenets of social network requisite, an emerging network can

retain and engage users. In this work we explore the techniques which can provide

performant UGC recommendations to the users of the network; we describe a dataset

(herein referred interchangeably as the MOTOR dataset) obtained from an emerging

social network website that is geared towards a niche of motoring enthusiast. The site,

and therefore the data, is relatively sparse, and contains mainly text-only user-generated

features in the form of ‘mini-blogs’ and comments. We describe the technical characteris-

tics in details in Chapter 4. This work also presents our findings on which recommender

strategies work well for a dataset of such characteristics. As such, our contribution in

this work is the determination of strategies that produce performant recommendations

given the constraints of nature of the dataset. We evaluate the techniques for prediction

of similarity using absolute error metrics, as well as a Mean Average Precision for ranked

recommendations.

The rest of this thesis is organized as follows:

∙ In Chapter 2, we review the types of recommender systems, the modelling strate-

gies used, especially is micro-blogging environment, recommender evaluations and

wrapping up with data preprocessing techniques.

∙ In Chapter 3, we outline our methodologies for the experiments; our repeatable

evaluation pipeline and the three models that yielded better results.

5



∙ In Chapter 4, we explore the technical characteristics of the dataset, analyse and

discuss the results of the experiments.

∙ Finally, in Chapter 5, we draw to close our work in a report conclusion.

6



Chapter 2

Literature Review

This chapter explores some of the existing literature and techniques related to the task

of recommendation.

2.1 Recommender Systems

The popularity of social media in recent years has given rise to numerous Recommender

Systems (RS). Most of these systems, however, can be classified into a few ‘classes’ [90].

The two predominantly large classes of recommender systems are Collaborative Filtering

(CF), and Content Based (CB), another class of recommender systems, referred to as

Hybrid Recommender Systems combines them together into a system that attempts to

resolve the weakness of one with the strength of the other.
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2.1.1 Collaborative Filtering Systems

Collaborative filtering is driven by the idea that effective recommendation stems from

people who share similar interests [77], and aims to predict a rating for an item based on

what other users with similar interests have rated on this item [78]. In CF RS, ratings are

captured from the users in generally three ways, a rating range where a user may rate an

item on a continuous scale between a low value and a high value such as a 5-stars rating

scale. A boolean discrete rating system, known as a binary rating scale, captures a like-

dislike style rating. And lastly, a unary rating is one that captures interaction with an

item such as opening and reading a news article on a news website would indicate a user’s

interest in that item. All three types of ratings are captured as a direct response from

the user or the user’s interaction, in this respect, ratings depict clean, non-inferred data

about users’ interests (the two former, scalar and binary are known as explicit feedback,

where as unary interaction is considered implicit feedback). In contrast, the Content-

Based filtering RS, as the named implies, harnesses a user profile and item features to

make recommendations [74] based on items the user may have liked previously. This

approach derives from the field of Information Retrieval (IR) [4] and as such strives to

model the document into appropriate representations. Through IR influence, the items

can be represented by structured data and the item features mentioned earlier become

part of this structured data as properties or attributes. An IR query is then executed

and the results matched and ranked. Generally, CB RS rely on the user’s own provided

implicit (e.g. ontological semantics from comments left by the user on an item such as

8



news, can indicate positive or negative impressions) or explicit ratings (similar to CF’s

scalar and binary ratings) to build a user profile [1].

Collaborative Filtering utilizes in-memory methods, such as neighbourhood

computations, as well as model-based methods which are based on factorization or re-

quire training to generate a representative model [44]. One of dominant methods for

CF RS is the neighbourhood-based approach which works under the assumptions that

similar users have similar interests, and similar items are likely to be interesting to sim-

ilar users. The concept of similarity is based on the idea that closeness of two points

in a domain can be expressed by a distance metric [17]. One of the predominantly used

methods to determine similarity is the Cosine similarity, which gives similarity value

between two non-zero vectors. In the case of determining similarity between two users,

the two vectors being compared represent individual user’s rating on every item being

considered. More formally, let 𝑟𝑢𝑖 be a the rating given to item 𝑖 by user 𝑢 in the vector

𝑟𝑢. Then cosine similarity of two users, u and v, is calculated between vectors 𝑟𝑢 and 𝑟𝑣

as shown in equation 2.1.

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝑐𝑜𝑠(r𝑢, r𝑣) =
∑︀

𝑖 𝑟𝑢𝑖𝑟𝑣𝑖√︁∑︀
𝑖 𝑟𝑢𝑖

2∑︀
𝑖 𝑟𝑣𝑖

2
(2.1)
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2.1.2 User Based Similarity

When users assign a rating to an item, they do so according to an internal scale, re-

gardless of whether an existing scalar constraint exists (e.g. user asked to rate item

between 1 and 5) [64]. For an item that they absolutely like, they may give it a rating

of just 4 instead of 5. Conversely, a user may give a rating of 3 despite finding the

item uninteresting. For this reason, internal biases (often referred to as taste) in rating

either too low or too high can be softened by the use of a normalization technique, one

of the widely used method of which is the Mean-Centered Cosine (MCC) [81]. MCC

finds the rating-mean of a user and classifies a rating as either positive or negative to

that mean; this is done by subtracting a rating 𝑟𝑢𝑖 from the mean 𝑟𝑢 to get the mean-

centered rating ℎ(𝑟𝑢𝑖) = 𝑟𝑢𝑖 − 𝑟𝑢. A popular similarity measure used that incorporates

this mean-centering is known as Pearson Correlation Coefficient (PCC). In PCC, as the

coefficient approaches a value of 1, the correlation between the two vectors is considered

to be strong. A value of 0 signifies vector independence and no correlation. PCC, shown

in equation 2.2, also can approach a negative value of −1, meaning a strong negative

correlation [7]. MCC is one of the methods of normalization, but as [26] shows, it is a

robust and competitive method, outperforming others such as the Spearman method.

userSim(𝑟𝑢, 𝑟𝑣) =
∑︀

𝑖 ℎ(𝑟𝑢𝑖)ℎ(𝑟𝑣𝑖)√︁∑︀
𝑖(ℎ(𝑟𝑢𝑖))2∑︀

𝑖(ℎ(𝑟𝑣𝑖))2
(2.2)

While user-user predictions can lead to good recommendations for users, there
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are some concerns. Sparsity of rating and size of the dataset have serious consequences

for this particular technique. In the case of sparse ratings, finding good quality, unbiased

neighbours become challenging. Pearson similarity measure suffers from a bias where if

two people agree on a universally acclaimed movie, that should be of little importance as

opposed to two people agreeing on a non-acclaimed movie. Yet the Peason correlation

accounts such coratings as high weighted similarities. Scalability is another problem

with user-user CF; as the number of users and items grows in a dataset, the nearest-

neighbour calculations become increasingly exhaustive. Running such calculations take

considerable amount of time, rendering near-real-time recommendation unachievable

unless optimizations are employed [78].

Equation 2.2 shows the similarity formula for establishing user-similarities, a similar

Equation (eq. 2.4) can be used to establish relevance between the item vectors, as well.

First described in [54], the Item-Item similarity method discovers items that are similar

to one-another based on their feature descriptors. Item based recommendation attempts

to solve the concerns of user-based similarity, specifically, an increase in performance and

handling of larger datasets (scalability). In item-based similarity computation (explained

below), higher accuracy is also obtained by having a more robust neighbourhood. In

terms of performance and scalability, item-item similarity is also more efficient in the

use of memory and can perform neighbourhood discovery computations offline.

Once the similarities are determined, classification is the next step to deter-

mining a recommendation. Classifiers are either supervised or unsupervised, where the

11



former requires a labelled training set to generate a model. One of the prevalent su-

pervised method is the K-Nearest Neighbour (kNN) classifier [17] which is trained on

a set of 𝑛, (𝑝, 𝑙) tuple where 𝑝 is a point and 𝑙 is the associated label into k clusters,

and upon query of a new point attempts to find the label of the closet cluster. Other

supervised examples include Neural Nets, Decision trees and Rule-based, Support Vec-

tor Machines and Probabilistic Bayesian based classifiers [27]. Among the unsupervised

classifier methods is the k-means partitioning which clusters the points into k partitions

[3]. The k-means algorithm is trivial to implement and indeed one that is efficient as

well. Algorithm 1 shows the simplicity of the algorithm. Yet it has certain limitations

[3]. As with kNN method, k-means also suffers from the need to know the number of

clusters 𝑘 prior to running the algorithm. The selection of a proper 𝑘 requires knowledge

of the data being processed. Furthermore, initial selection of centroids has significant

bearings on the outcome of the final clusters, and Mehdi et al. [27] suggest that 𝑘 and

neighbourhood selections are a delicate task that requires fine tuning on the data itself.

Algorithm 1 k-means algorithm.
procedure k-means(𝑘, 𝐷) ◁ k: # of partitions, D: dataset

randomly assign 𝑘 points from 𝐷 as initial centers
repeat

1. for all points in 𝐷, reassign to closest centroid
2. update cluster centroid to the new mean

until convergence; no change in memberships
return 𝐷 ◁ k clusters and memberships

end procedure

For an RS the end-goal is to predict the item worthiness for a user and then

rank unseen items for a user based on that worthiness score. In neighbourhood-based

12



prediction models, once neighbourhoods are determined, the task of prediction can start.

Equation 2.3 [78, 37] shows the user-based prediction function that accepts a user, 𝑢

(target user to whom a prediction is being made), and the item being evaluated 𝑖 and

determines, based on neighbour’s preferences, whether that item will be found useful to

user 𝑢. The neighbour’s ratings for items are averaged and scaled by similarity weight

(calculated in 2.2), and the highest rated predictions are recommended. The 𝑢𝑠𝑒𝑟𝑆𝑖𝑚

weights may need to be scaled to ensure normalization, so it is divided by the sum

of all similarities. The prediction is calculated as deviation from the user’s mean, 𝑟𝑢,

then added back to the mean to produce the final predicted rating, a process known as

average adjustment.

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑢, 𝑖) = 𝑟𝑢 +
∑︀

𝑛⊂𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑢) 𝑢𝑠𝑒𝑟𝑆𝑖𝑚(𝑢, 𝑛) · (𝑟𝑛𝑖 − 𝑟𝑛)∑︀
𝑛⊂𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑢) 𝑢𝑠𝑒𝑟𝑆𝑖𝑚(𝑢, 𝑛) (2.3)

2.1.3 Item Based Similarity

In item-based methods, similarity is computed for co-ranked items; items rated by the

target user, 𝑢, and other users 𝑣, but where the other users have also rated the target

item 𝑖. The similarity algorithm used in item-item CF, eq. 2.4, is almost the same as

Equation 2.2, with the difference being that the similarity is computed along the item-

axis in the User-Item matrix and the mean centering occurs for the item and not the

user. The set of users being iterated in the sum is also different, where 𝑅𝐵𝑖,𝑗 being the
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set of users who have rated both items 𝑖 and 𝑗 (known as being co-rated).

𝑖𝑡𝑒𝑚𝑆𝑖𝑚(𝑖, 𝑗) =
∑︀

𝑢⊂𝑅𝐵𝑖,𝑗
(𝑟𝑢𝑖 − 𝑟𝑢)(𝑟𝑢𝑗 − 𝑟𝑢)√︁∑︀

𝑢⊂𝑅𝐵𝑖,𝑗
(𝑟𝑢𝑖 − 𝑟𝑢)2

√︁∑︀
𝑢⊂𝑅𝐵𝑖,𝑗

(𝑟𝑢𝑗 − 𝑟𝑢)2
(2.4)

For item-based prediction, the equation is similar to 2.3, except average adjustment is

no longer required in Equation 2.5 because all item ratings are from the same user 𝑢.

So the prediction equation can be rewritten as such

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑢, 𝑖) =
∑︀

𝑗⊂𝑟𝑎𝑡𝑒𝑑𝐼𝑡𝑒𝑚𝑠(𝑢) 𝑖𝑡𝑒𝑚𝑆𝑖𝑚(𝑖, 𝑗) · 𝑟𝑢𝑖∑︀
𝑗⊂𝑟𝑎𝑡𝑒𝑑𝐼𝑡𝑒𝑚𝑠(𝑢) 𝑖𝑡𝑒𝑚𝑆𝑖𝑚(𝑖, 𝑗) (2.5)

2.1.4 Matrix Factorization

Neighbourhood based predictions are one of several methods RS use to recommend

content. Here we describe techniques that exploit hidden relations within the data,

known as latent factors. One of the most commonly used methods of latent factoring is

the Matrix Factorization (MF) method [48]. MF techniques assumes data, in the case of

RS, usually a set of user-item ratings, can be mapped to in a latent factor space. This

means that the ratings in the user-item matrix are assumed to be the dot-product of

the vectors representing user interest for latent factors (see Equation 2.6), and the item

vectors representing the affinity towards those latent factors. Figure 2-1 shows an 𝑀 ×𝑁

user-item matrix whose rating value, 𝑟𝑢𝑖, is determined by the Equation 2.6, where 𝑟𝑢𝑖
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is the rating, 𝑞𝑖 is the latent feature descriptor vector for the item and 𝑝𝑢 is the latent

feature descriptor for the user. The concept behind the latent factor model lends to

a further assumption that the ratings can be decomposed into their factored matrixes

in the latent space, then those matrixes can act as user profiles and item profiles. A

product of those matrices will result in the user-item matrix being recreated and the

unknown ratings being generated due to those latent factors.

𝑟𝑢𝑖 = 𝑞𝑇
𝑖 𝑝𝑢 (2.6)

....

m x f

.... f x n

? ?

?
?

=

.........
x

m x n
Figure 2-1: Matrixes (mxf) and (fxn) in latent space representing users and items’

latent feature relations.

As with nearest neighbour algorithms using mean-centering to reduce the effects of user’s

rating biases, MF attempts to capture rating essence, without including distortions

brought in by individual users rating biases. This method, known as baseline predictors,
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is used to make the baseline prediction for an unknown rating and is shown in the

Equation 2.7. In the Equation, 𝑏𝑢𝑖 is the intended prediction baseline, 𝜇 is the mean

rating of all the items in the dataset, 𝑏𝑢 is the deviation of the user’s rating from the

average, while 𝑏𝑖 is the deviation of the overall rating of item 𝑖 from 𝜇.

𝑏𝑢𝑖 = 𝜇 + 𝑏𝑢 + 𝑏𝑖 (2.7)

A well known algorithm used for decomposing the user-item matrix into their

latent space models is the Singular Value Decomposition (SVD) method [43]. SVD fac-

torization, a form of polar decomposition (where the resulting decomposed components

stretch along orthogonal axes), of a matrix M amounts to 𝑀 = UΣV𝑇 , where 𝑀 is

the 𝑚 × 𝑛 matrix being factorized, 𝑈 is a 𝑚 × 𝑚 matrix, 𝜎 is a diagonal m×n matrix

and 𝑉 is a n×n matrix. SVD proves that, using the property of symmetric matrix (in

this case 𝑈 and 𝑉 ) and their orthonormal basis of their eigenvectors, it is possible to

decompose any matrix 𝑀 into its components. In order to generalize a model and make

a prediction, we could minimize the squared difference between the rating 𝑟𝑢𝑖 and the

prediction 𝑟𝑢𝑖 from Equation 2.6. However, that equation does not take into account

the baseline predictors we specified in Equation 2.7. So a more refined approach, is to

redefine 𝑟𝑢𝑖 as shown in eq. 2.8.

𝑟𝑢𝑖 = 𝑏𝑢𝑖 + 𝑞𝑇
𝑖 𝑝𝑢 = 𝜇 + 𝑏𝑢 + 𝑏𝑖 + 𝑞𝑇

𝑖 𝑝𝑢 (2.8)
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At this point, minimization of the squared difference between 𝑟𝑢𝑖 and 𝑟𝑢𝑖 can take place,

however, due to over-fitting concerns, regularization is used such that the learning is

performed on Equation 2.9. Where 𝜆4 is the regularization damper weight, determined

via cross validation [48].

min
𝑏*,𝑞*,𝑝*

∑︁
(𝑢,𝑖)∈𝒦

(︁
𝑟𝑢𝑖 − 𝜇 − 𝑏𝑖 − 𝑏𝑢 − 𝑞𝑇

𝑖 𝑝𝑢

)︁2
+ 𝜆4

(︁
𝑏2

𝑖 + 𝑏2
𝑢 + ‖𝑞𝑖‖2 + ‖𝑝𝑢‖2

)︁
(2.9)

Two popular algorithms for minimization are the Alternating Least Squares (ALS) and

the stochastic gradient descent by Simon Funk [8]. In ALS, the goal is to discover the

unknown 𝑞 and 𝑝 variates by using least squares algorithms and solving two different

cost functions; switching between fixing 𝑞𝑖 and solving for 𝑝𝑢 and vice versa. Limiting

derivation to one variable at a time makes the problem convex, and thus ensure a

minimal solution will be found. This technique is slower than gradient descent, however

can be effective under massively parallel conditions [48] or when facing dense matrices.

Funk SVD uses stochastic gradient descent, min𝑝𝑢⊥𝑝𝑣

∑︀
𝑟𝑢𝑖∈𝑅

(𝑟𝑢𝑖 − 𝑝𝑢 · 𝑞𝑖)2, by iterating

through all known ratings and partially derivate the squared of difference equation with

respect to both 𝑞𝑖 and 𝑝𝑢, updating both at the end of every iteration. The entire process

is iterated several times, as is the nature of stochastic gradient descent algorithms.

After the latent components 𝑞𝑖 and 𝑝𝑢 are generated, Equation 2.7 can be used to make

prediction for queries. Not all user-item matrices can be used for decomposition through

SVD, however, as MF methods treat missing ratings as undefined behaviour. This is

particularly a problem in very large datasets, so one solution is to assign a default value,

such as 0, in place of missing ratings. This practice obviously then turns sparse matrices
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Figure 2-2: The general components of a Content-Based Recommender System [27].

into dense ones, leading to severe performance issues, as well introducing large biases

as everything is assumed to be explicitly rated by the users as the default value. [84]

suggests that users only rate a small subset of items, demonstrating that majority of the

user-item rating is sparse and undefined. They test and see positive correlation between

using a denser subset (removing and pruning inactive users and users who have not rated

many items) of the user-rating matrix for SVD purposes. Furthermore, algorithms such

as SVD++ attempt to improve accuracy by reducing undefined ratings through mixing

explicit and implicit ratings.

2.1.5 Content Based Recommender Systems

As briefly described above, another popular RS is the Content-Based Filtering RS which

utilizes structured representation, usually feature vectors, to describe the items in the

system. Figure 2-2 shows a typical CB RS and its various stages. Usually, items are anal-

ysed from which an item representation structure emerges, typically a multidimensional
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vector. A user preference model is also a key concept of a CB RS, which is generated

from items the user has liked in the past. In addition to the explicit ratings, a CB RS

may also depend on implicit rating data, usually derived from user’s interaction with the

site and items. Additionally, attributes of items play a substantial role in creating the

feature descriptor of the item. As previously mentioned, CB RS process unstructured

information and produce structured representation. For this task both supervised and

unsupervised machine learning modellers can be used [52]. More specifically the prob-

lem of learning from a user’s historical behaviour for the purposes of CB RS is generally

handled by a classification learner [66]. Using a training set, items are labelled as either

interesting or not-interesting based on user’s explicit feedback. This data is the basis

of the user model. Alternatively, rule inference and the similar Decision Tree algorithm

are examples of supervised learning that can be used to model the user’s preferences as

well. As the name suggest a decision tree is a graph whose nodes perform tests on the

attributes of a query data and the edges lead the resolver to possible states based on

the outcome of those tests [5]. In a decision classifier, the leaf nodes are the classes, so

that when a test on data’s attributes leads to a leaf node, that class is then considered

as the label for that data. Aside from rule induction and decision tree induction, other

methods of user profile generation include the Nearest Neighbour algorithm, explained

earlier, considered popular in the field of RS classification due to their simplicity. Still

other methods include probabilistic approaches such as naive Bayes classifiers which

are known to have effective classification for text documents [23], Neural Networks and

Support Vector Machines.
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CB RS face limitations in the form of requiring larger amounts of rating data on

individual users in order to generate their accurate user profile. This creates a problem

for recommending items to new users who are likely to not have many interactions with

the systems, if any at all. The other limitation of CB RS is known as the serendipity

problem; an issue where recommendations only span the breadth of the user’s own

interests as they have specified it to the RS (in the form of ratings). In CF RS, this

behaviour is not as extreme due to users-user and item-item methods ability to discover

related, but novel content. However, despite these limitations, a CB RF offers tangible

solution to the problem facing CF RS where, without availability of coratings from

neighbouring users, an item cannot be predicted. As CB RS rely primarily on the user’s

own preferences, a lack of rating from other users is less of an issue.

2.2 Application in Social Networks

Ekstrand [26] describes MovieLens, a social network for recommending movies to its

users, as it was in July 2014. As MovieLens the recommender (as opposed to the

dataset) is an ever-evolving research effort, the complete state of the system has not

since been published. MovieLens combines several CF methods such as User-User, and

Item-Item recommendations. In User-User CF, similar users are discovered using k-

nearest neighbours algorithm and the movies they liked are recommended to the active

user. MovieLens also employs Item-Item collaborative filtering. Item-based predictions
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use item similarities determined based on the ratings of items that users have provided

[77]. Item-Item collaborative filtering has many computational benefits over user-user

collaborative filtering [77] such as being more scalable without optimizations and han-

dling sparsity more robustly the user-user CF.

Linden et al. [54] provide details for a recommender system used at Ama-

zon.com to recommend books and other items for purchase at the online retailer. In a

traditional collaborative filtering RS, Users and Items are arranged in an 𝑀 × 𝑁 ma-

trix. For a retailer like Amazon, which boasts a user base in the tens of millions and an

item catalogue in the millions the resulting data structures required to produce similarity

computations such as nearest-neighbour become computationally taxing, not to mention

with that level of sparsity, simply inaccurate. One of the ways Amazon reduces the data

complexity is by using Instance Selection and Feature Selection techniques (described in

more detail in Section 2.3); by randomly sampling users they reduce the size of the set

but maintain relative accuracy [30]. Removing underrated products and inactive users

from the matrix further increases computation efficiencies. Further still, dimensionality

reduction is employed to reduce dimensions even more - employing Principal Compo-

nent Analysis and unsupervised clustering to reduce the users down to those who may

already be similar, resulting in a User-item matrix where users are all similar for a given

similarity measure. This similarity class can be discovered by the clustering algorithm or

maybe manually specified. The contribution from Amazon to RS field is the Item-Item

similarity (as previously described in Equation 2.5), it processes larger datasets than the
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User-User similarity measure can, as well as provides near-realtime recommendations.

This is because the item-item method maintains an item-similarity table that doesn’t

change unless an item is added or removed or a customer either buys or rates a product

[55]. The computation is done offline and so the online segment of recommendation is

a simple look up of all similar items to the one the user has already bought or rated,

then ranking the items. While the item-item computation is heavy, the online lookup is

relatively quick.

Content Based Recommendation involves item analysis and user-profile gener-

ation, as shown in Figure 2-2. In social networks, in particular, micro-blogging systems,

recommendations involve ingesting content posted by users or influential users in the

network.

When it comes to text, vocabulary term frequency statistics can be an effec-

tive modelling technique. Ramos [73] proposed an algorithm, Term Frequency Inverse

Document Frequency (TF-IDF), to identify terms in a document that may have high

relevance. It does this by scaling term-frequency with how common or rare the term is in

the corpus, usually scaled logarithmically. Formally defined in Equation 2.10, where |𝐷|

is the document count in the corpus and |{𝑑 ∈ 𝐷 : 𝑡 ∈ 𝑑}| is the number of documents

where t is observed, combining the first two equations, we arrive at the final Equation
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2.10.

tf(t, d) = 𝑓𝑡,𝑑

|words in d|

idf(𝑡, 𝐷) = log |𝐷|
|{𝑑 ∈ 𝐷 : 𝑡 ∈ 𝑑}|

tfidf(𝑡, 𝑑, 𝐷) = tf(𝑡, 𝑑) · idf(𝑡, 𝐷)

(2.10)

TF-IDF penalizes words that appear more often and in more documents. Words such as

‘is’, ‘the’, ‘and’ appear frequently in documents and are of little significance. Yet if the

word ‘swimming’ appears in few documents, then it will have the greatest weight in that

document in which it appears with greater frequency. TF-IDF algorithm is successful and

is widely used for text feature selection due to its simplicity, performance and robustness

[93]. [57] use TF-IDF to retrieve ‘tags’ from the user’s posted corpus in addition to any

tags that user may have explicitly specified in the post. A vector is created for every

user, containing 𝑛 tag weights. Tags provided by the user and those retrieved from

the user’s post (highly weighted TD-IDF terms) have their weights set in the vector,

other values default to 0. These vectors combine to form a user-tag matrix, which is

then further processed for tag-tag similarity correlations. Resulting data is then used

to build a user-user similarity matrix, from which user recommendation can be made.

Hannon et al. [34] recommend users to follow on the Twitter social media platform.

Using TF-IDF, the authors explore relations within the tweet’s textual context. Using

the open-source Lucene platform, authors index the tweet corpora of all the twitter users

in their dataset. They then query the text-search using the terms of user corpora. What

is yielded by the engine are documents with TF-IDF-based scores, where Documents

represent individual twitter users from the dataset. Chen et al. [18] publish a hybrid
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technique to recommend users to follow by combining the content of the tweet text and

the social graph of the users. The user’s interest are represented by a vector of tf-idf of

terms from his/her tweets. From this a user-user matrix recommends which users are

most similar. A further ranking stage ranks the recommendations based on the social

structure features such as the ratio between the number of followers and followees, and

the numbers of shared followers. Tajbakhsh and Bagherzadeh [83] propose a method to

recommend tweets by using TF-IDF to weight terms, then using a semantic technique

to create another vector for every term. A cosine similarity of these semantic weights is

used to produce a Top N ranked recommendation of tweets.

One of the most deployed techniques are to determine unsupervised latent

factors discovery methods. These methods use statical and probabilistic approaches

to develop models to predict the hidden factors that have led to the production of a

document. Chief among these techniques is the Latent Dirichlet Algorithm (LDA). Blei

et al. [9] published the Latent Dirichlet Algorithm (LDA) and at its core, LDA is a

generative probabilistic model which posits that the words in a documents are the result

of a topic distribution which underpins every document, the latent distribution.

Figure 2-3: Plate notation for LDA [9].
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Figure 2-3 shows the plate notation for LDA. A plate notation [14] is a common

representation tool to explain the probability dependence in a Bayesian inference model.

Each variable is represented as a circular ‘plate’; showing the influence of two parameters

𝛼 and 𝛽 on topic-document distribution 𝜃 and word-topic distribution 𝜙, respectively.

In practical implementation, 𝜃 distribution is represented as M x K matrix, where M is

the number of documents in the corpus and K is the number of topics defined by the

user of the LDA algorithm. Similarly, the 𝜙 mixture is implemented as a K x Z matrix

where Z is the number of words in the corpus vocabulary. The 𝑊 plate, representing

words, is greyed out indicating that words are the only observable element of this model.

The generative process of LDA attempts to ‘learn’ the distributions 𝜃 and 𝑍, given the

observable 𝑤 and parameters 𝛼 and 𝛽 through variational inference. The results of the

training are distribution mixtures, the most useful of which is the document and topics,

showing the strengths (probabilities) of each of the k-topics for each document in the

corpus. Researchers from Yahoo, Pennacchiotti et al. [67] publish a comparative study

for recommending tweets to users by grouping similar users based on topic distributions.

Wang and Blei [87] authored literature on recommending scientific articles using topic

modeling. They present a hybrid approach where collaborative filtering and probabilis-

tic content analysis are combined. As research papers are wordy articles on which topic

modeling algorithms like Latent Semantic Analysis (LSI) and Latent Dirichlet Allocation

(LDA) work well [9], this research extends the LDA modeler to include the collaborative

filtering algorithm. Authors introduce the Collaborative Topic Regression (CTR) con-

cept in this research. In CTR, the main concept is to generate the rating of every user
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and document pair, this is done by exploiting topic distribution similarity via a regres-

sion step. This work claims significant improvement over LDA-based recommendation

and marginal improvement over CF similarity-based setup. Using LDA in a less wordy

environment, Gong et al [31] extend LDA to represent topic, tweet and user. They

designed and evaluated LDA-extensions that considered users as part of latent factors

and separately, users being mentioned as part of the latent factor space, too. The LDA

extension, At User-User Topic Translation Model (A-UUTM) which took user mentions

into consideration performed the best out of all other LDA models. In the pursuit of

recommending geographical Points of Interests as tags and images, Jiang et al. [40] have

published their approach to a hybrid system; combining both collaborative filtering and

author-topic model. They propose to alleviate the cold-start problem which inhibits the

performance of CF approach by extracting information from the description of the im-

age as provided by the users of a social media site. Texts from all the images, including

descriptions and comments, are concatenated together and fed through an probabilistic

topic model, where all texts from one user comprises of one document. This produces a

topic distribution centred around travel destinations for each user. This topic distribu-

tion is used to produce a map of similar users via cosine similarity. This information is

then further combined with the ratings and travel history of the user to produce a Points

of Interest (POI) recommendation. Chen et al. [19] propose a technique that combines

topic modelling and topic graphs to produce a research paper and researcher recommen-

dation. Researcher’s profiles are crawled on a social network, plus their contributions

put through LDA to obtain topics. These topics then are treated as tags and are rep-
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resented in a vector. From there tag-tag similarity is obtained through cosine similarity

and an edge is created between the tags with the distance been akin to the similarity

value. This creates a graph with neighbouring nodes, allowing for recommendation of

research articles and researcher themselves.

Figure 2-4: Two word2vec training models; CBOW and Skip-gram [59].

Elsafty et al. [28] propose a method for recommending job postings on a web-

site. Using an unsupervised machine learning algorithm, Distributed representations of

sentences and documents (Doc2Vec) [51] (which itself is derived from Word2Vec [59]),

neural embeddings are used to build a model of the corpus into vectors. These vec-

tors can then be used to perform recommendation based on cosine similarities. In the

Continuous Bag of Words (CBOW) [59] model used in Word2Vec algorithm, the sur-

rounding words generate the target word. A neural network (NN) (shown in Figure 2-4)

is trained on a corpus to predict the word in the centre of a word-window; for example,

in the window of The Quick Fox Jump Over the NN is trained to predict the vocabulary
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vector for the term Fox based on the vectors of the words The Quick Jump Over. This

allows clustering of words that have similar context, such as basketball players in the

same team, since they’re usually mentioned in the context of the team they belong to. In

Doc2Vec algorithm, Word2Vec is extended to also include the document vector in addi-

tion to the neighbouring word vectors. The weight vectors of the neural network become

the vectors for each word, as well as a document vector which identifies each document.

Authors of [28] use the full-description of the job as well as the title of the posting to

feed into Doc2vec as documents. In other literature, [61] compares several techniques,

including Word2Vec for recommendation of movies using the MovieLens dataset. It

evaluates Latent Semantic Index (LSI), which itself uses SVD to reduce the dimension-

ality of the Document-Word matrix into a matrix of word-concepts, and it also evaluates

Random Indexing - an incremental method for learning a low rank representation of a

document. Using wikipedia entries for each movie (boosting), the algorithms produced

their respect vector state representations. Three recommendation algorithms, user-user

kNN, item-item kNN and a Matrix Factorization (MF). The resulting recommendations’

F1 generally favour the Word2Vec algorithm. Ozsoy [65] explores applying word em-

beddings to non-textual features from users in a recommender setting. Using data from

FourSquare social network, it uses the check-in locations of a user as vocabulary, instead

of text. Word2Vec produces a vector state representation of each user, using which a

kNN algorithm is used to find the nearest neighbours for both items and users. The

system can predict, given user’s past checkin locations, where the user would like to

checkin next.

28



2.3 Data Preprocessing

By their nature, RS deal with data that may not be in ideal form to produce effective

pattern recognition or lend to statistical analysis. Cooley et al. [22] emphasise the need

to preprocess the data prior to subjecting it to further analysis in order to increase

statistical effectiveness.

Data

Preprocessing Data Mining Interpretation

Figure 2-5: Data preprocessing pipeline.

Figure 2-5 depicts the flow of the data preprocessing stage. Generally unstruc-

tured data, especially in the context of content-based filtering, is fed into the prepro-

cessing system and the output of this stage is then mined by the algorithms. The term

data can be a reference to various representation of information, though it’s generally

used to refer to a record or an instance. Still included under the same umbrella of data

maybe attributes of that data; whether in the form of field in the event of a record or

a variable in the event of an instance. Before algorithms in the Data Mining step can

examine the information, the preprocessing stage ensures the data is clean from artifacts

and influences that may affect the machine learning process. Data may be cleaned using

numerous algorithms and rules and may involve filtering and transformation. Much of

this cleansing step involves direct knowledge of not only how the data is stored and in

what form is made available to the system, but also what algorithms are being employed

29



in the mining step as well as what pattern are to be recognized in the interpretation step.

Cooley et al. [22] describe a data preparation technique for analysing web server access

logs. The literature aims to track users as they browse a website from the website’s

access logs. They establish User Sessions from raw logs by cleaning out access logs for

irrelevant content. Content relevancy is determined based on whether the url points

to a page or a static asset (such as style sheets or images). A priori site topology is

generated by crawling the site and this data is then used to facilitate the preprocessing

stage. The reduction of non-relevant items from the log, as part of the data cleaning

strategy, increased model effectiveness.

Data
Reduction

Feature
Selection

Instance
Selection

Feature
Discretization

Figure 2-6: Data Reduction Strategies.

Kotsiantis et al. [49] published a study observing various strategies for pre-

processing data for different applications. In the field of machine learning, of which RS

is arguably a branch, data preprocessing aims to increase not only the effectiveness of

the algorithm but also the performance as well. It does so by targeting redundancy,

noise and incomplete data, as well as data reduction techniques to enable algorithms to

ingest large datasets. Jankowski et al. [39] published a study to investigate the effects

of Instance Selection algorithms that clean the dataset by means of noise filtration, data

condensing and/or data representation (known as prototying). The general idea is to
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reduce the dataset by smartly selecting instances of data to trim. Algorithms may be

as straight forward as scanning variables for outliers; such as boundary and range of a

field, to cardinality or even artifacts such as misspelt terms [49]. For multivariate/mul-

tidimensional datasets, distance based techniques may be used to discover outliers as is

done in [45] to detect fraudulent patterns in spending activities. A similar application of

e-commerce fraud prevention [13] uses a novel technique of local outlier factor that posits

that for some applications cluster membership is better given as a degree, rather than a

boolean inlier-outlier value. While Instance Selection can improve performance of ma-

chine learning algorithm, [30] concludes that random sampling and Stratified sampling

are other ways to reduce very large datasets but still maintain accuracy. Figure 2-6 shows

Figure 2-7: Two types of objective functions for FS evaluation; Filter and Wrapper.
Credit: Ricardo Gutierrez-Osuna, Texas A&M.

the three subfields of data reduction. After Instance Selection we explore Feature Selec-
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tion (FS), which is the act of purging as many features that may have little bearing on

the end goal. Features are classified, in general, under three classes; Relevant, Irrelevant

and Redundant. The goal of the feature selection process is to generate a reduced feature

set from the original feature set (known as a search strategy) and evaluate whether the

generated set is a better set (known as an objective function). Figure 2-7 highlights the

two general types of objective functions, Filter and Wrapper. Filter objective functions

depend on the data’s metrics such as Euclidean distances to determine candidacy of a

feature. Meanwhile the Wrapper objective function uses classifiers to run the feature set

on a sample data to determine its efficiency. The act of discovering the perfect reduced

feature set would ideally be exhaustive, but that would exhibit prohibitive computation

costs [49]. Large amounts of literature exists on FS using non-exhaustive strategies. [21]

and others suggest that an effective feature set is one that has a better overall mixture

of relevant features rather than the best features. Using regression, Stepwise Multiple

Regression (SMR) [92] incrementally (stepwise) adds a feature to the set and calculates

the correlation coefficient (𝑅2) with its stopping strategy being when a newly added

feature does not significantly contribute to the coefficient. Despite all the FS strategies,

Piramuthu [68] have published a comparative study evaluating various FS algorithms

and concluding that no one particular algorithm exhibits leading results, however the

use of a FS strategy does entail generally favourable results.

Some of the most deployed FS techniques [68] in the field of machine learn-

ing are the greedy algorithms of Sequential Forward Search (SFS) and the Sequential
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Backward Search (SBS) [70]. In SFS, regression is used to steer the feature selection by

maximizing the cost function 𝐽(𝑌𝑘 + 𝑥+), where 𝑌 is the generated feature set and 𝑥+

is the candidate feature that maximizes the cost function. The sequence starts from an

empty candidate set 𝑌0 = {∅}. SBS is the opposite of SFS, starting from a complete

feature set and removing a feature that has the least affect on the cost function.

Beyond FS, continuous numerical features can be ‘discretizated’ to improve

computational performance, especially for inductive machine learning. The problem of

discretization is one of discovering effective number of intervals and boundaries [47].

Naive routines of discretization of continuous values include uniform-sized binning, and

uniform number of values in a bin, and they generally lend to poor result in ML algo-

rithms. Treated as a possible knowledge discovery problem, most discretization algo-

rithms are classified as either supervised or unsupervised. Additionally, they can further

be classed as global or local, and static or dynamic [25]. Global and local algorithms

create bins that spans across the entire 𝑘 −𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑠 of the value or in specific regions

of the value, respectively. Static and dynamic methods create partitions based on the

feature solely or consult other features in the class to determine the partitions, respec-

tively. In the case of supervised and unsupervised methods, supervised routines work by

observing provided labels for the classes and partitioning based on further knowledge of

those labels.
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2.4 Evaluating Recommender Systems

We have reviewed literature related to the most common types of Recommender Sys-

tems, and the methods and algorithms they employ to make useful predictions of items

to users. In this section we review offline methods for evaluating the worthiness of a

recommendation. In our work, we cannot perform A/B tests with the users, nor generate

implicit feedback by observing user’s interaction with the recommendations, under such

circumstance we will discuss here relevant offline processes. The end goal of an RS is to

yield the best possible recommendation. One way to evaluate the recommendation out-

putted by system is to inspect the predictions made by the RS. Accuracy in prediction is

a measure most sought for RS recommendations [79] as it can be performed offline with-

out requiring user input. Mean Absolute Error (MAE) is a measure commonly observed

in literature to compare the accuracy of various recommendations. MAE produces a

single scalar value from the mean of the absolute difference between predicted value and

the actual value and is expressed as MAE =
∑︀𝑛

𝑖=1|𝑦𝑖−𝑦𝑖|
𝑁

. The value is a simple metric to

express the error rate of an RS prediction. Similarly, Root Mean Squared Error (RMSE)

produces a non-negative value from the differences in actual and predicted figures. A

value between 0 and +∞, with 0 being a sample with no error, and hence a perfect

recommendation. Described by the equation RMSE =
√︂∑︀𝑁

𝑘=1(𝑦𝑘−𝑦𝑘)2

𝑁
(where 𝑁 is the

number of samples compared, 𝑦 being the predicted rating and 𝑦 the actual), RMSE of

a single recommendation on its own is of little use, but can provide a robust measure

to compare various recommendations. Of the two, RMSE is particular more sensitive to
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higher magnitude of errors and thus is useful when larger error magnitudes are partic-

ularly undesirable. Both MAE and RMSE can be calculated per user to determine the

error on a per-user basis instead of the entire sample.

Prediction accuracy is useful when evaluating the correctness of a prediction.

For Recommender Systems, the tasks go beyond assigning a rating to an item, a com-

mon task for RS is to produce a list of recommendations that the user may find interest-

ing. Precision and Recall measures provide an insight into recommended list, especially

with respect to answering questions of How many instance are relevant out of the to-

tal that were recommended? (precision) and How many instances are recommended out

of all those that should be considered relevant? (recall), respectively. More formerly,

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑡𝑝
𝑡𝑝+𝑓𝑝

, where 𝑡𝑝 is true positive, the instances correctly recommended, and

𝑓𝑝 are the false positive, the instances wrongly recommended as interesting. Recall is

defined as 𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑡𝑝
𝑡𝑝+𝑓𝑛

, where 𝑓𝑛 is false negative, the instances that should have

been recommended, but were not. RS strive for results where ideally both their recall

and precision ratios are high, as it suggests that the list was as relevant as possible and

that as many relevant results as possible were recommended, however it is observed that

precision and recall are usually inversely related [79], so an effective RS would attempt

to balance the two. A common trait of RS is to return a ranked list of recommenda-

tions, typically known as Top N, where N is the length of the list. A precision and

recall of this list is generally a more meaningful metric to evaluate the recommendations

[79]. Known as Precision at N, the measure evaluates a ranked list of length N and
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usually includes calculating the recall ratio in addition to the precision. Additionally

a graphical curve, known as the precision-recall curve depicts the relationship between

recall and precision. The curve plots are the result of a binary classification probability

distribution extracted from the precision/recall ratios. The threshold for the probability

is changed and more curve points are generated until enough points are accumulated

to connect them together into a graph. The role of this curve is to visually locate a

balance point between precision and recall for the evaluated model. Multiple models’

curves can be overlaid onto a graph from which the performant model would emerge.

The area under this curve acts as another measure to compare the models with [12],

essentially encoding the precision-recall ratio in a numerical value. Measuring the accu-

racy of the rank of the recommendation can be done by obtaining the Average Precision,

AveP = 1
11
∑︀

𝑟∈{0,0,1,...,1.0} 𝑝 interp (𝑟), where 𝑝 interp (𝑟) is a smoothing interpolation and

is defined as 𝑝 interp (𝑟) = max𝑟:𝑟≥𝑟 𝑝(𝑟). Iterating over 11 evenly spaced 𝑟 recall values

from 𝑟 = 0 to 𝑟 = 1.0, 𝑝 interp (𝑟) takes the largest precision value up to the 𝑟 recall in the

ranked list. When performing multiple queries, such as producing ranked recommen-

dation for multiple users, a Mean Average Precision (MAP) measure is used to gauge

the performance and is defined as MAP =
∑︀𝑄

𝑞=1 AveP(q)
𝑄

. Another metric to evaluate a

ranked list is the Discounted Cumulative Gain (DCG), which works on the principal

that item usefulness means relevant items should higher up in the list and that a gain

should be reduced at a logarithmic scale as the rank of relevant document slips down the

list. DCG is defined by the formula DCGp = ∑︀𝑝
𝑖=1

2rel𝑖 −1
log2(𝑖+1) , where 𝑝 is DCG calculated

for a rank placement 𝑝, 𝑟𝑒𝑙𝑖 is a binary indication of relevancy (0 = non-relevant item, 1
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= relevant item). DCG produces a scalar value for rank performance of a model based

solely on the list and rank of the item. When comparing different recommendations of

non-fixed length lists, DCG cannot be used because the cumulative nature will mean

that longer lists can potentially have larger values despite being worse overall. For this

reason, Normalized DCG is used to remove the effects of cumulative gains from irregular

length of lists. This is done by dividing the DCG by the ideal DCG. Ideal DCG is defined

as IDCGp = ∑︀|𝑅𝐸𝐿|
𝑖=1

2𝑟𝑒𝑙𝑖 −1
log2(𝑖+1) , where |𝑅𝐸𝐿| is the ranked list of length 𝑝 containing only

the relevant items. Putting it all together, NDCG is defined as nDCGp = 𝐷𝐶𝐺𝑝

𝐼𝐷𝐶𝐺𝑝
.
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Chapter 3

Methodology

3.1 Introduction

Recommender Systems, as the name suggests, have the job of recommending content

to users that they will find interesting. Recommender systems are employed in various

applications, and one of the common application is a Social Networking site. Datasets

scraped from sites like Twitter and Weibo can be dense as there’s no shortage of user

participation in these popular social media sites [11]. Reference literature from Section

2 shows that feature selection has a positive impact on the final recommendation, so a

dataset with multiple features is ideal. While our dataset contains various features such

as ‘follows’ (where one user can opt to keep being notified of another user’s new posts)

and ‘likes’ (where one user likes the post of another user), the data for these features
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is unreliable as it contains a lot of noise, is heavily sparse and for the purposes of our

investigation unusable, hence we decide to use two features that we consider reliable

- the posted microblog text along with comments that users may have exchanged on

those posts. As the dataset is mainly composed of text features, the amount of activity

in text posts far outweigh the amount of likes activity, making it very sparse. Using

comments to in lieu is more reliable as, not only is it more dense, but also writing a

response suggests interest more reliably.

In this work, we compare competitive techniques on a mid-sized, relatively

sparse novel social media dataset and analyse whether traditional recommender systems

can produce reasonable predictions and TopN recommendations. In the next chapter,

we analyse the results from these experiments.

3.2 Approach Overview

Structurization
User Profile
Generation Prediction Recommendation

Figure 3-1: Our evaluation pipeline gives us the flexibility to configure it at any stage.

Using a novel dataset, as well as a gold-standard set of ratings for a small

subset of that dataset, our goal is to propose post recommender systems and analyse the
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efficiencies and deficiencies. Accommodating for a dataset with two features, we compose

recommendation systems using proven techniques. Unlike Twitter, the MOTOR social

media site is in its infancy and does not yet posses (in adequate quantities) rich, explicitly

defined data that aids in building a social graph - aspects such as likes and follows [91].

With textual posts as the main reliable features to consider, our methods are designed as

hybrid recommendation systems that rely on the post content to extract representational

models. The steps in our evaluation pipeline are thus defined as:

∙ Structuration step defines how each model will process the item texts and rep-

resent it in vector space.

∙ Profile Generation step defines how each model uses item representations to

generate user representation. This is always mean all of posts (vector) from the

user.

∙ Prediction step outlines how CB (Cosine Similarity) and CF (ALS) variants of the

model predict ratings. Figure 3-2 shows the cascading RS used in our experiment;

cosine similarity between user-post vectors from CB RS are treated as ratings in

the CF RS. Details are given in section 3.3. As another variant of experiment, we

also substitute maximum rating of 3 if a user commented on a post the system is

predicting similarity/rating for.

∙ Recommendation step is sorting and filtering to obtain TopN recommendation

for each user
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3.2.1 Preprocessing

Prior to the pipeline, however, Posts’ (interchangeably referred to as content and item)

text is filtered to remove any non-English syntax such as a hypertext link and Unicode

emoticons. In this data pre-processing step, we perform feature selection and first select

active users - this process is in line with [84] where qualifiers are used to reduce the

initial dataset to predict more accurate ratings. For our qualifiers, we define active users

as having decent participation rate in the social media site, more specifically a post

count of 30 or above. The arbitrary value of 30 is found by tuning through trial and

error, as lower values produced larger yet sparser datasets which negatively impacted the

recommendation results, while larger values did improve performance and accuracy, the

gains were almost negligible. Many users of the MOTOR platform share hyperlinks to

images in the form of albums or hyperlinks to external articles, they also use emoticons;

Unicode that modern GUI interfaces substitute with a render of a "smiley face" graphics.

These artefacts are removed from the post’s text. Stemming [71] is then used to sub-

stitute term variants down to their root terms, eg. ⟨Playing, Plays, Played⟩ → ⟨ Play

⟩. Furthermore, any remaining punctuation marks are removed and all terms are lower

Content-Based
Recommender

similarity
scores

Collaborative Filtering
Recommender

Top N

Figure 3-2: Cascading Hybrid Recommender System Topology.
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cased to remove case sensitivity. Following this process the post’s text is considered

‘sanitized’.
3.2.2 Comments

Previously we stated that the dataset has two reliable features: post text and comment

text. As part of implicit feedback of content-based recommendation systems, comments

can be used to indicate a level of engagement between a user and a post. The fact that

the user took the initiative to leave a comment on a post suggests the user is interested

in the content. As such we run parallel experiment for each model below where we

substitute a positive rating in any instance where a user has left a comment on a post.

For example, if user A has commented on post #288, then when finding similarity score

between User A and post #288, we would short-circuit a positive rating (of 3) to suggest

the post is interesting to the user.

Starting in Section 3.3 we set the pipeline’s structuration to our term frequency

based model, following that we evaluate topic modelling in Section 3.4 by changing

the structuration segment to topic modelling and lastly we wrap up in Section 3.5 by

analysing the text using word embeddings.

3.3 Term Frequency Based Model

We start with exploring the first of three techniques evaluated. Our input, as already

explained, consists of post identification number, user identification number and the
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textual content. The evaluation setup is as follows:

∙ Preprocessing: Data is sanitized and features selected to reduce the overall size

∙ Content analysis: Structured item representation based on term frequencies

∙ User profile generation: Based on item vectors

∙ Prediction: (1) Use similarity measures, and (2) Use MF to predict rating

In this method, we create a baseline recommender system by using the vocabulary terms’

significance as the features describing every post. Once the preprocessing is complete,

post’s text is transformed into structured representation. We do this using the term

weighting technique described in [73], and as described in section 2.2, the TD-IDF

algorithm’s main goal is to associate a weight to a term with respect to a post. When

we can describe a post using the weight of its member terms, we can then group similar

posts together. So in our system, terms are built into a corpus-wide vocabulary and the

term frequency per post is counted using the following expression 𝑡𝑓(𝑡, 𝑑) = 𝑓𝑡,𝑑

|words in d| .

This expression takes in the term and the post and returns its relative frequency - more

frequent words will have a higher value than those that occur less, but naturally very

common words that occur in many posts may have the highest tf values. To counter that,

TF-IDF, is a product of TF and the inverse-document-frequency, which aims to apply

a penalty to words occurring throughout the corpus, as those are likely not specific to a

subset of post in the corpus. The entire expression is shown in Equation 2.10. TF·IDF

function takes a post and a term as parameters and returns a value between 0 and 1,

this value describes the weight of the term in the post at hand. A common technique (as
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described in [18]) is to create a feature-descriptor of the post using the term weights as

vector values. The length of the vector is equal to the size of the vocabulary, such that if

fox is red

post1

105 is...

244 Fox...
312 Red

Vocabulary Index

Figure 3-3: Terms are mapped to a corpus-level vocabulary index.

the vocabulary dictionary has 500 words, then the length of the feature descriptor vector

|𝑓𝑑| will be 500. For every term in the post, the tfidf value is determined and inserted

into the appropriate vector dimension (which is the index of the term in the dictionary

as shown in Figure 3-3). In the example from Figure 3-3, the tfidf value maybe as such:

𝑡𝑑𝑖𝑑𝑓(𝑓𝑜𝑥, 𝑝𝑜𝑠𝑡1) = 0.80, 𝑡𝑑𝑖𝑑𝑓(𝑖𝑠, 𝑝𝑜𝑠𝑡1) = 0.02, 𝑡𝑑𝑖𝑑𝑓(𝑟𝑒𝑑, 𝑝𝑜𝑠𝑡1) = 0.30. From this we

can build the following feature descriptor, assigning a value of 0 as default for any term

not found in the post yet part of the overall corpus vocabulary:

𝑓𝑑 =
[︃
· · · , 0.02, · · · , 0.80, · · · , 0.30, · · ·

]︃

At this point in the pipeline, the items (posts) are represented as vectors. Since our

aim is to recommend posts to users, we need to know user preferences/tastes [66]. In

microblogging social networks, text posted by the user can be mined to determine useful

information such as user preferences, as discussed in [34]. In the next step, we create

a user model to describe the user preferences. As the item representation was a term-
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weight vector, it’s simple and effective to represent that user-model in vector-space as

well. The user vector 𝑢𝑘 is a normalized sum of all the feature-descriptors of the posts

the user has published: 𝑢𝑘 = 𝑛𝑜𝑟𝑚(∑︀𝑖∈𝐷𝑘
𝑓𝑑𝑖) where 𝑘 is the user, 𝐷𝑘 are the posts

published by user 𝑘 and 𝑓𝑑𝑖 is the feature-descriptor for post 𝑖. Normalization ensures

the term-weights are between 0 and 1.

3.3.1 Matrix Factorization

As explained in chapter 2, Matrix Factorization decomposes a matrix into its components

in the latent space, which is usually of lower dimensions. The product of the decomposed

matrix, 𝐴 is an approximation of the original matrix 𝐴, A ≈ Â = UΣVT. While this

equation is for SVD, we utilize ALS method [6] due to its computational efficiencies in

parallel environments, to decompose into two components 𝐴 ≈ 𝑅 = H𝑇 W. If 𝐴 is a

user-item matrix, then the component 𝐻 can be thought of as the decomposition for user

latent factors, while the 𝑊 component can be thought of as the latent factors describing

items. Starting with a parameter 𝑑 as the dimension of the factors, 𝐻 is a matrix of

dimension 𝑀 × 𝑑 while matrix 𝑊 is of dimensions 𝑁 × 𝑑, where 𝑀 is the number

of users from 𝐴 and 𝑁 is the number of posts in 𝐴. ALS is regularized regression

algorithm that attempts to fit H and W to the data by minimizing the expression

min𝑥*,𝑦*

∑︀
𝑟𝑢,𝑖

(︁
𝑟𝑢𝑖 − ℎ𝑇

𝑢 𝑤𝑖

)︁2
+ 𝜆

(︁
‖ℎ𝑢‖2 + ‖𝑤𝑖‖2

)︁
. Yet the expression is not convex, a

minimum is difficult to obtain. As such, ALS algorithm solves for one component at a

time, effectively making a convex problem. ALS algorithm repeats until convergence
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Algorithm 2 ALS algorithm [1].
procedure ALS(𝑑, 𝑅) ◁ d: # of factors, R: user-item matrix to decompose

Initialize H, W
repeat

for 𝑢 = 1...𝑀 do

ℎ𝑢 =
(︃ ∑︁

𝑟𝑢𝑖∈𝑟𝑢*

𝑤𝑖𝑤
⊤
𝑖 + 𝜆𝐼𝑑

)︃−1 ∑︁
𝑟𝑢𝑖∈𝑟𝑢*

𝑟𝑢𝑖𝑤𝑖

end for
for 𝑖 = 1...𝑁 do

𝑤𝑖 =
(︃ ∑︁

𝑟𝑢𝑖∈𝑟*𝑖

ℎ𝑢ℎ⊤
𝑢 + 𝜆𝐼𝑑

)︃−1 ∑︁
𝑟𝑢𝑖∈𝑟*𝑖

𝑟𝑢𝑖ℎ𝑢

end for
until convergence
return 𝑋, 𝑌

end procedure

occurs, and in it, user component is solved for, while items are held fixed, and then users

are held fixed while items are solved for, algorithm 2(Reza Zadeh, Standford, 2015) shows

this in action. The value of 𝜆 is a regularization parameter and determined by cross

validation [36]. The components optimized by the algorithm contain the latent factors

describing each user and each item. To obtain missing ratings from components, they

can simply be multiplied with each other 𝑅 ≈ H𝑇 W or, for more performant operation

targeting individual users, 𝑟𝑢𝑖 ≈ ℎ𝑇
𝑢 𝑤𝑖.

In order to generate a recommendation for a user of this social network, we

configure our pipeline for various methods. Our first technique is to find cosine similarity

between the user preference vector and the post items not submitted by the active user,

𝑠𝑖𝑚𝑆𝑐𝑜𝑟𝑒( ⃗𝑢𝑎𝑐𝑡𝑖𝑣𝑒, ⃗𝑓𝑑𝑢𝑎𝑐𝑡𝑖𝑣𝑒 /∈𝑢) = 𝑐𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚(�⃗�, 𝑓𝑑). Posts made by user themselves are
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automatically given the maximum similarity score of 1.0 (which is eventually mapped to

a rating of 3.0). When this is run for every user against every post in the system, we are

left with a product of 𝑀 × 𝑁 scores, where 𝑀 is the number of users and 𝑁 number of

posts. In recommending for user 𝑢, we can filter out user’s own posts, and any post the

user has already seen, rank the items by the scores and return the top N. To evaluate the

recommendations, we treat the gold-standard ratings as the test set. Masking the system

to return the scores for a randomized subset but also including the items in the test set,

we can compare the recommender system performance against a known gold rating.

Alternatively, we also evaluate the performance of the Matrix Factorization technique in

a cascading-hybrid approach by combining CB and CF RS [58] (topology shown in Figure

3-2, where the CB similarity scores form the rating for CF ALS based recommender).

As there are no provision for user-specified explicit ratings for posts in the MOTOR

social network, we assume a straight linear naive mode for translating from similarity

domain to rating domain; as the ratings are between [0, 3], we multiply similarity score

with 3 to obtain the rating, 𝑟𝑢𝑖 = 𝑠𝑖𝑚𝑢𝑖 · 3, where 𝑟𝑢𝑖 is the rating for the cell in the

user-item matrix for user 𝑢 and item 𝑖. Using CF RS in combination with CB RS (a

form of hybrid RS [15, 53]) is known to mitigate to some-degree the weaknesses (such

as the specialization/serendipity problem with CB RS and the sparsity/scale problem

with CF RS) of either RS. In our case, we combine the similarities obtained from the

CB RS as ratings into the CF RS and then do item-item recommendations, in doing

so, we hope to address the cold-start and sparsity problems affecting CF RS, as well

as tackling the serendipity problem affecting CB RS. A complication of using CB RS
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to populate the user-item matrix is that it results in a dense matrix. We use a basic

sample algorithm defined in [46] to sample the dense matrix, while retaining similar level

of accuracy, while improving computation. The algorithm randomly samples a subset

of the rating matrix, applies the MF and repeats the process several times. The mean

of the predicted values form the result.

3.4 Topic Model

The next technique uses topic modeling to discover hidden relations within the microblog

posts. The inputs remain the same as they were in section 3.3: consisting of item

identification, user identification and the textual content. The evaluation setup is as

follows:

∙ Preprocessing: Data is sanitized and feature selected to reduce the overall size

∙ Content analysis: Structured item representation based on topic strengths

∙ User profile generation: Based on item vectors

∙ Prediction: (1) Use similarity measures, and (2) Use MF to predict rating

Preprocessing step stays consistent with section 3.3 where data is sanitized to ensure

removal of inactive users as well as purging of redundant and unnecessary words.

For content analysis, Section 3.3 used TF-IDF to create vector representation

of the item. In this section, we also create a vector representation of the post, however
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using Topic Modeling to generate post-topic mixtures. The Latent Dirichlet Algorithm,

as described in section 2.2, works on the assumption that the observable words in a post,

are the result of a latent topic distribution. The aim of LDA is to train on the words

(interchangeably: terms) on a post text (the generalized concept is to treat words as

dictionary indexes so that the algorithm can be applied to any numerically represented

system), and indeed the words at large in a corpus. The algorithm is first provided

with 𝑘 (number of topics assumed for the corpus), 𝛼 (prior parameter to designate topic

weight for each post, usually the same for all posts and topics), 𝛽 (another parameter

of prior weights for topic weight onto every word, usually the same value for each topic

and word), 𝑀 posts in the corpus and 𝑁𝑑 the words in post 𝑑. The training process

estimates three probability distributions; 𝜃 post topic distribution (a 𝑘 sized vector for

each post arranged in a 𝑀 × 𝐾 matrix) this mixture learns the topic strengths for each

post, 𝜙 word topic distribution registering topic affinities for each word in the corpus

(a 𝑘 sized vector for each word arranged in a 𝑉 × 𝐾 matrix, where 𝑉 is the number of

words in the corpus) and 𝑍 identifies the topic for each word in each post (a 𝑀 × 𝑁

matrix where each element range is between 1..𝐾). When viewing the plate notation

showing the forward generative process in Figure 2-3, we can build the joint probability

as

𝑃 (𝑊 , 𝑍, 𝜃, 𝜙; 𝛼, 𝛽) =
𝐾∏︁

𝑖=1
𝑃 (𝜙𝑖; 𝛽)

𝑀∏︁
𝑗=1

𝑃 (𝜃𝑗; 𝛼)
𝑁∏︁

𝑡=1
𝑃 (𝑍𝑗,𝑡|𝜃𝑗) 𝑃

(︁
𝑊𝑗,𝑡|𝜙𝑍𝑗𝑡

)︁
[9] (3.1)

Equation 3.1 models the joint probabilities observed in Figure 2-3, yet as the calculation
for 𝑝(𝑥) in 𝑝(𝑦|𝑥) = 𝑝(𝑥,𝑦)

𝑝(𝑥) is intractable, [9] use variational inference to estimate it. This
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is done by treating it as an optimization problem and minimizing the Kullback-Leibler

(KL) divergence (which takes two distributions and measures their divergence), defined

as 𝐷KL(𝑃‖𝑄) = ∑︀
𝑥∈𝒳 𝑃 (𝑥) log

(︁
𝑃 (𝑥)
𝑄(𝑥)

)︁
, where 𝑄(𝑥) is the estimate and𝑃 (𝑥) is the actual

observed. More concisely, through statistical properties and KL divergence derivations,

we are able to find an expression that acts as a lower bound on 𝑝(𝑥), known as the

Evidence Lower Bound (ELBO). This means that the expression can be maximized to

get as close to the value of 𝑝(𝑥) as possible by using 𝑞(𝑦). The model 𝑞(𝜃, 𝑧, 𝜙|𝛾, 𝜑, 𝜆) is

used to estimate the distributions observed in 𝑝(𝜃, Z, 𝜙|𝑤; 𝛼, 𝛽). From here an iterative

algorithm that updates the distributions 𝑞(𝛾), 𝑞(𝜑), 𝑞(𝜆) and 𝑝(𝛽) is used to solve until

convergence. The result of this algorithm are the various distributions, however, we’re

interested in the post-topic distribution which assigns every post with 𝑘 length vector,

with every element in the vector being topic strength for that post. Similar to the way

we represent the post using tf-idf weight in a vector space, here we represent the post in

a vector space using the topic strength.

𝑓𝑑𝑇 =1..𝑘,𝑑=1..𝑀 = [𝑡𝑜𝑝𝑖𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ1,𝑑, 𝑡𝑜𝑝𝑖𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ2,𝑑, · · · , 𝑡𝑜𝑝𝑖𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ𝑘,𝑑]

The user model generation process is similar to the previous section. When it

comes to tastes, a user model with the post vectors all summed up and normalized will

produce a vector that summarizes the user’s interest based on the topics they’ve posted

about. The remaining pipeline is configured similar to how it is configured for Frequency

based model in section 3.3: in the prediction stage, we can continue employing cosine

similarity measure to find posts similar to the user, as well as using Matrix Factorization
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to predict missing ratings for recommendations in a similar way as described in Section

3.3.1.

3.5 Neural Network Word Embeddings

We have used Term Frequency techniques to find similarities between posts based on

term weights. We also used topic modelling to find latent topics with which we could find

similarities between posts. Next we employ another widely used method [61, 65, 59, 28],

word embeddings, for mining the posted content. This technique trains a neural network

using the data from the corpus, specifically, embeddings - a word and its textual context.

The resulting neural weights becomes the vector that identifies a word in vector space.

Related words are observed to be nearby (in Euclidean distance), paving way for mining

similar contextual and semantic words.

∙ Preprocessing: Data is sanitized and feature selected to reduce the overall size

∙ Content analysis: Structured item representation based on VSM from NN weights

∙ User profile generation: Based on item vectors

∙ Prediction: (1) Use similarity measures, and (2) Use MF to predict rating

For data preprocessing step, lemmatization reduces sparsity (as there are fewer

number of terms), so we’ll continue to process the data as we have done in the previous

two sections. Next, to generate item representations, we use word embeddings context

described by Mikolov [59], in particular the model known as Continuous Bag of Words
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(CBOW) shown in Figure 2-4. CBOW is a supervised learning NN algorithm which uses

the target-word and context-words pairs (𝑤𝑡, [𝑤𝑡− 𝑘
2
, · · · , 𝑤𝑡−1, 𝑤𝑡+1, · · · , 𝑤𝑡+ 𝑘

2
]) to train,

where target-word 𝑤𝑡 is the expectant result of the network, for the context-words input.

In CBOW, every word is represented by a One-Hot Encoded vector of size 𝑉 , the total

Figure 3-4: CBOW algorithm [75].

number of terms in the vocabulary. Its position in the dictionary marks the index in the

vector where value is set to 1, else 0. For example, if the word is red and 𝑉 = 10 and the

position of the word is 4th in the dictionary, then the vector representing the word will

be ⃗𝑟𝑒𝑑 = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]. For the NN topology, the input layer is of size 𝐶 × 𝑉

(where C is the number of context words) and the hidden layer of size 𝑁 (arbitrarily

selected to represent the word vector) and the output layer of size 𝑉 . The activation

function used in the hidden layer is the linear identity activation function 𝑓(𝑥) = 𝑥,
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while the output layer has the non-linear softmax activation (commonly used for output

layer in NN classifiers). The usually larger input layer maps to the hidden layer through

an averaging process where the vectors for all the context words are summed and then

divided by the number of context words. The concept of the topology is to yield the

target word as the output, when given content words. For training purpose, the error

of predicted and expected output have to be minimized through solution of a convex

optimization through gradient descent.

x =
∑︀𝐶

𝑐=1 x𝑐

𝐶

h = 1
𝐶

W𝑇 (x1 + x2 + · · · + x𝐶) = 1
𝐶

(v𝑤1 + v𝑤2 + · · · + v𝑤𝐶
)𝑇

u = 𝑊 ′𝑇 h

y = S oftmax(u)

(3.2)

In equation 3.2, h is a product of the weight matrix WN×V and the average vector,

but can be simplified to just the average of all 𝐶 context-words (vw1..C), since the

activation function is linear, each weight between the input layer and the hidden layer

is just the vector unit, hence all C can be averaged and copied into the hidden layer.

Matrix W′
N×V represents the weights between the hidden layer and the output layer.

Using these weights, the input to the output layer can be calculated as shown for u,

which then is fed into the activation function 𝑦. The activation function is S oftmax,

which is a log-linear classification model [75] and that can be modelled as a posterior

distribution P (𝑤𝑜|𝑤𝑐,1, 𝑤𝑐,2, . . . , 𝑤𝑐,𝐶). Given the context-words, what is the probability

of classification of target-word being 𝑤𝑜? The loss function that is run through gradient
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descent to optimize the weights is then

ℒ = − logP (𝑤𝑜|𝑤𝑐,1, 𝑤𝑐,2, . . . , 𝑤𝑐,𝐶) = −𝑢𝑗* + log
∑︁

𝑖

exp (𝑢𝑖) (3.3)

where 𝑗* is the position j in the output layer and of value 1. Since we assume all

words are represented using one-hot encoding, the output word we’re expecting will

have all units be 0, except 𝑗*. To minimize the loss function, NN will use the back

propagation technique to learn from the data. As this is a multivariate probability, a

partial derivative is taken of the loss function with respect to both Wij and W′
ij.

𝜕ℒ
𝜕𝑊 ′

𝑖𝑗

=
𝑉∑︁

𝑘=1

𝜕ℒ
𝜕𝑢𝑘

𝜕𝑢𝑘

𝜕𝑊 ′
𝑖𝑗

= (−𝛿𝑗𝑗* + 𝑦𝑗)
(︃

𝑉∑︁
𝑘=1

𝑊𝑘𝑖𝑥𝑘

)︃

𝜕ℒ
𝜕𝑊𝑖𝑗

=
𝑉∑︁

𝑘=1

𝜕ℒ
𝜕𝑢𝑘

𝜕𝑢𝑘

𝜕𝑊𝑖𝑗

=
𝑉∑︁

𝑘=1
(−𝛿𝑘𝑘* + 𝑦𝑘) 𝑊 ′

𝑗𝑘𝑥𝑖

(3.4)

Where Kronecker delta, 𝛿𝑖𝑗 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if 𝑖 ̸= 𝑗

1 if 𝑖 = 𝑗

is a value of 1 if 𝑖 = 𝑗, else is 0. Finally

the weight matrices are updated using the expressions 𝑊new = 𝑊old − 𝜂 𝜕ℒ
𝜕𝑊

and 𝑊 ′
new =

𝑊 ′
old − 𝜂 𝜕ℒ

𝜕𝑊 ′ , where 𝜂 is a positive value learning rate. This algorithm is repeatedly

run until convergence occurs - where no significant changes are observed after a round

of optimization. The CBOW embeddings algorithm optimizes the 𝑊 ′ matrix, whose

column 𝑘 is the vector 𝑓𝑑𝑇 identifying word 𝑘 location in vector space. In order to

obtain post vectors, we can either sum up all the term vectors in the post and normalize,

or as we have done, modify the back propagation learning model as described in [51]. A

CBOW extension to create post vectors is that the word window grows by one to include

a unique post/paragraph identifier, known as document embeddings. It is referenced by
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the Matrix 𝐷𝐺×𝑁 (where 𝐺 is the number of posts) along with the pre-hidden-layer

weight matrix 𝑊 . The 𝑘𝑡ℎ post vector is the 𝑘𝑡ℎ row in matrix 𝐷.

Figure 3-5: Distributed Memory Paragraph Vector Extension to CBOW as described
in [51].

A post vector represents the post in the vector space and the remaining steps

are also similar to the previous sections. We generate the user taste-profile as a vector,

which is then used to find similarity scores between other posts. We also use Matrix

factorization, similar to previous steps, to generate predictions for recommendations.

3.6 Summary

We have outlined the models and variants we employ. As our data is entirely composed

of text, we have opted to use models proven to be robust against text corpus. Once

posts are modelled and represented in vector space, we model the user profile. We can

then find nearest neighbour or progress to matrix factorization to observe the latent
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behavior between user and post. As rating boost, comments are leveraged as indicators

of extreme interest in a post (after all, user took the time to engage), we expect comment

boosting to improve accuracy since it is an implicit feedback of user interest. We expect

term-frequency to perform well as terms describing motorcycles, events, riding routes

and locations can lend robustness to vector space similarity. We expect topic modelling

to introduce enough differences between topics to neatly cluster many similar posts; since

its in micro-blogs’ nature to generally have one topic per post, posts gravitating strongly

towards a topic would likely be considered similar. Lastly, the word embedding model

is considered to model latent ‘aspects’ of the corpus, rather than the dictionary - hence

the hidden layer size can be arbitrary. Word embeddings analyse the grammar structure

and the term’s role in the syntax structure as the CBOW window moves down the post’s

text. In short text settings we expect the system to underperform, yet still maintain

relatable similarities due to MOTOR blogs using same vocabulary and structure to

describe similar concepts (such as motorcycles brands, conventions and locations).
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Chapter 4

Evaluation

In Chapter 3 we examined the setup for the different techniques. This chapter explores

the evaluation results of our experiments. In the first section we describe the dataset we

used and in subsequent sections we examine the results from each technique.

4.1 Dataset

As previously mentioned, the dataset is from a social media platform, and for the pur-

poses of this work we will refer to the dataset as MOTOR. The social media platform

is focused on, and geared towards the niche of motoring community and enthusiasts.

The website provides news, reviews and information on upcoming events in the world of

motoring - each of these actions is considered a ‘post’. Furthermore users are encouraged
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to sign-up so that they can share content themselves. Users are able to post content in

the form of blog posts - such as picture album from recent motoring circuits and tours

or opinions on certain models of vehicles, and they can also leave comments on other

posts.

Figure 4-1: Data Table Layout.

Structurally, the data is stored in tables in the MySQL relational database,

but all the user posted data is stored in one table labelled ‘Content’. The UML layout

of the table Content is shown in Figure 4-1. The table has the following columns:

∙ ID - The primary key associated with every post. Also the identifier we use to

track the post in our algorithms

∙ Title - The users are asked to title their posts when submitting content

∙ Body - The column containing the textual data on which the algorithms perform
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their operations

∙ UserID - The foreign key identifying the user who submitted the content. This

is the identifier we use to track the poster as well.

∙ ContentType - This attribute identifies what type of post this is. Discrete options

are: BlogPost, Review, Event, and Comment

Dimension wise, the total number of posts in the table is 163,500, made by

18,872 users, the largest post featuring 4,473 words while the shortest posts are of

length 1, whether it is a single emoticon or an embedded hyper-link to an image or an

external resource. Figure 4-2 shows the distribution of the term count over a discretized

post count, for example there are 27,178 posts that are between 0 to 50 terms.

Figure 4-3 shows the content of a sample blog type post that contains a single

image. Textually, this information is not relevant as it cannot lend itself as any feature

Figure 4-2: Distribution of the number of posts of discretized lengths.
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[cid=38657,[IMG]dm_bbVKVNTVYl17TH8lgc4MQ1ePA6nzipdu.jpeg]

Figure 4-3: Sample post content from dataset: This post embeds an image the user
shared.

This section of Route 14 from Gloucester Va. to Tappahannock Va.is
really nice just watch out for the two 90 degree turns on the route!

Figure 4-4: Sample post content from dataset: This post shares a scenic route and
warns of perils on the road.

of the post or user profile. If we omit such posts, the filtered post count drops to 46,498

generated by 6,240 users. Figure 4-4 shows a typical microblog-like post shared by a user,

we’d like to remark on the terms “Route 14”, “Va.”, and “Va.is”, as these create a need

for disambiguity, text normalization and complex context-aware abbreviation expansion

techniques [10, 56]. Figure 4-5 shows the frequency of posts against the number of users

in this dataset, and from this distribution it is evident that majority of the users, 6,185,

have generated between 0 and 50 posts.

Figure 4-5: Distribution of number of posts by the number of users.
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Zooming in further on the obvious hotspot between 0 and 150 posts, Figure 4-6 looks at

discretizations between 0 and 200 and find that still, majority of the posting populace of

the social media platform, about 5,750 users, have made between 0 and 5 posts. This lack

of participation translates into sparse data and potentially inaccurate recommendations

as the user profiles created from these few posts will inevitably be incomplete.

Figure 4-6: Distribution of number of posts by the number of users, zoomed to show
post bins between 0 and 200.

From another angle, Figure 4-7 examines the concentration of posts by top

56 users who have made at least 50 contributions to the site. This group of users

overwhelmingly dominate the site’s activity space. Of remarkable note is that there is

one user who has post count that more than doubles that next leading user. Together,

these top 56 users have made 32,307 posts, accounting for nearly 70% of all activity on

the website. This hot-spot attribute of this dataset introduce sparsity and cold-start

issues for recommendations.

Exploring the dataset further, we examine the composition of the content type

of posts for the top 56 users. Overlaying post frequency of comments and non-comment

content types allows us to see the makeup of the dataset. Figure 4-8 shows the users
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Figure 4-7: Frequency showing concentration of posts in top 56 users with post count
of >= 50.

against comments and non-comment content, and immediately we see clusters of users

that have never commented. Further investigation has led us to confirm that the top

4 users by post count are indeed bot accounts used by the social media platform to

post official news, and event informations. Indeed in all, 12 out of the top 56 users

are confirmed to be bot accounts, yet we have opted to include the posts of these bot

accounts into the models. Posts made by these bots account for a significant segment

of the entire site activity and as such contain posts that users may want to see. While

recommendations will not be made for these bot accounts, their post representations

will still be used to find similarity scores.

Comments in the dataset are between 1 word at the smallest sized, to the

longest at 1012 words, with a standard deviation of 38.46 - suggesting a large spread.

Indeed, Figure 4-9 shows the comment length distribution, with the largest group be-
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1. Great ride. We need pics :)
2. Here’s the onboard footage, which is much better than the first video! http://<redacted>
3. Hey is this mostly freeway or secondary roads?
5. Now, that is craftsmanship.
6. That is pure beauty. I want one. For my living room
7. The monkey needs a helmet!
8. Even in the banana yellow, it’s a work of art

Table 4.1: Random sample of comments from the dataset.

tween nearly 1,900 comments of lengths between 5 and 10 words. This observation gives

useful bounds of the nature of text content available in the form of comments. Table 4.1

shows a random sample of comments. The overlap between the gold-standard’s positive

ratings (rating >= 2) and comment-posted exists for 25 instances (out of the 420 gold

standard ratings), suggesting that the users in this dataset might interact with comments

on posts they deem interesting. This is in contrast to 3 instances of comments being

left on posts where the user has given that post a rating of < 2 in the gold standard, an

analysis of the comment sentiments (positive, negative, and neutral sentiments) agrees

Figure 4-8: Top users post behaviour bisected between comments and non-comments.
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with our findings; comments left on posts user rated high were generally positive or

neutral, while the 3 comments left on posts rated low were generally neutral in nature.

Figure 4-10 uses chord graphs to visualize the comments exchanged within the corpus,

the key take-away being that most comments, like the posts, are made by the top ac-

tive users, and minimal participation is present from users other than the top 10. This

behaviour suggests that the top several users form a tight-knit community within the

platform and they exchange comments with each other. In later sections we explore the

comment attribute of this dataset and to what effect they can be utilized and whether

that yields any benefits.

Figure 4-9: Distribution of the number of comments of discretized lengths.

We have reviewed the dataset behind the MOTOR social media platform. We

examined the layout of the data structures and the type and samples of data available

to us. We have seen evidence of data accumulating among handful of highly active

users and some of those users are artificial. Further still we observe that the dataset

is geared towards a particular niche; the motoring enthusiast and are likely to converse
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(a) Comments from-
and to- posts by

‘other’ users (black
arcs show posting of

comments by
marginal users on
posts by top users

whereas color bands
show top user’s

comments left on
‘other’ users’ posts)

(b) Comments from
and to user 1011

(c) Comments from
and to user 1014

(d) Comments
between all users

Figure 4-10: Comment exchange behaviour between sample users; showing frequent
exchanges between top active users of the platform and very little external (other)

participation, suggesting a small, tight knit community of top active users.

and interact on topics generally limited to the scope of motoring. The dataset posts by

users are largely of few words, in traditional microblog sense, and would generally cover

one topic [62].

4.2 Evaluation Methodology

Despite MOTOR being a social media platform, we are limited to offline evaluation of

the predictions and recommendations. Optimally, the A/B paired tests, where user is

shown recommendations and asked to select one that they prefer, are preferred avenues of

recommendation evaluation as the user themselves mark the more interesting post [27].
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Post ID User A User B User C User D User E User F User G
116331 2 1 2 3 1 2 1
109561 2 2 2 2 2 2 2
· · ·

Table 4.2: Sample from the ground-truth rating file accompanying the dataset.

A similar observation can be made by looking at which recommendation, if any, the user

engaged with through usage metrics. Yet both types of evaluations are not available to

us for this experiment. As the dataset contains only text based usable attributes of the

posts made by users, our evaluated methods model the text content of the posts and

using these models make a prediction on which posts would be interesting to which user.

In order to evaluate the performance and accuracy of the predictions, we need some

ground truth of ‘interterestingness’. Accompanying the dataset is a comma-separated

value (CSV) file containing manual ratings by 7 users for 60 randomly sampled posts.

The post ratings in this CSV file are between 0 and 3 and are normalized before being

processed by our evaluation system. Table 4.2 shows a sample of the ratings provided

by the users.

Having a gold standard with a rating scale between 0 and 3 means we can compare the

ratings we predict for one of these 60 posts from our similarity methods and evaluate the

error using squared difference techniques such as Root Mean Squared Error; these give

us a picture of variance in our prediction. As discussed in Chapter 2, RMSE describes

the accuracy of a model and we use it to compare the relative performance of the models

against our dataset. RMSE cannot indicate a threshold of poor or favourable values by

itself, however we do know that the maximum error between actual and predicted values
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can be 3 (as the rating is between 0 and 3) and as such the upper bound of RMSE for our

models can be 3.0 as the absolute failure scenario. Our end goal remains recommendation

of content, so measuring ranking of prediction is another component of the evaluation.

Using Mean Average Precision metrics, which combines both recall and precision in a

single value, we can examine the ranked recommendations. We use the Mean Average

Precision (MAP) metric to get an overall robustness of the recommendation. Both

precision and recall are essential metrics when evaluating the accuracy or the query

results (in this case query is what we ask the system to recommender for a particular

user). Naturally the goal is to obtain a high precision and a high recall value for each

model, yet both are inversely proportional [35].

4.3 Platform

The following describes the environment, platform and machines used in the program-

ming, execution and result analysis of the experiments.

∙ Programmed using a mixture of Python 3 language and the Apache Spark frame-

work version 2.0.1 (up to 2.4.3 most recent) on the Scala language.

∙ Data preservation used ‘pickling’ in python to serialize data at various stages in

the procedure to not only start from a known last-success point, but to also reuse

data in multiple experiment from known points in the process.

∙ Used the numpy, scipy, gensim, sklearn, matplotlib, mlmetrics, pandas, and the
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nltk libraries to support the functional code.

∙ Post and Comment data was restructured from MySQL database in a relational

form, to MongoDB in a condensed form. This allowed for a faster lookup as

relational information was collapsed into a format that contained only the essential

information in a single-row-per-post format.

∙ Machines: Desktop computer with 32 gigabytes of memory, 8-Core AMD FX 8350

processor, and 4 terabytes of hard-disk space, running Windows 10 operating sys-

tem. Also a laptop with an i5-540M processor, 8 gigabytes of ram, 1 terabytes of

hard-disk space, running Windows 10 operating system.

∙ Microsoft Excel was used to analyse the data and to generate the graphs and charts

4.4 Experiment Results

4.4.1 Term Frequency Model Results

For our first experiment, we had constructed a configurable and repeatable pipeline that

would model the text of the posts using a term-frequency and inverse document fre-

quency method. After tokenizing the entire corpus, there are 53,300+ terms, most of

them are either fragments of dynamic URLs, which by their nature are unique and oth-

ers are spelling variants of known words, such as moto, motogp, motogpmatt, motomatt

- take note that this is after stop-words have been removed and stemming applied. In
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this model, each post was represented by a vector of length the same as the size of the

dictionary. Such large vectors are known to increase sparsity and decrease computa-

tional performance. However, as TF-IDF has robust performance on news and text-rich

document where the full English dictionary can reach upwards of 171,476 words, we did

not see 53,300 as a significant hurdle for the technique. We did employ preprocessing

technique to discard terms unique enough that they were being used only 10 times or

less throughout the corpus. This brought the dictionary size down to 9,800. Each of

the vector units, associated with a term in the dictionary, would have the TF-IDF value

in it. Figure 4-11 graphs the posts in the 2D-projected space, as visualizing dimensions

over 9000 is not feasible, we project them down to 2D space to see any obvious relation-

ships. However after such a steep projection, dimensional details are lost and any useful

relational data may not be present in the graph. Yet it gives us the sense of spread of the

posts in VSM and also confirms that bulk of the posts, of shorter lengths, having smaller

distances are congregating near the epicentre, whereas larger posts are seen spreading

away from the center.

When querying predictions for the test set (60 posts for 7 users), we evaluate

two techniques, a cosine similarity (COS/CB) and a hybrid (cascading) recommender

system using Matrix Factorization (MF/CF) based prediction. The runtime for the CB

model took approximately 10 hours to execute, while the CF (MF) process took an

additional 2 hours to run. Table 4.3 shows the results for both MF and COS based pre-

dictions. In a comparison between CB/COS and CF/MF for TF-IDF model, we observe

that COS model presents overall better rating predictions as seen from the lower RMSE
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Figure 4-11: 2D projection of the TF-IDF vectors.

rates. Beyond prediction, we evaluate recommendations by post ranking. As previously

outlined, the gold standard has a random sample of posts that have been explicitly rated

by a sample of social platform users in an offline procedure. A recommendation of posts

constrained to the ground truth set can use TopK rank comparisons. For this we use the

Mean Average Precision metric which looks at the mean (for all 7 golden-truth users) of

Average Precision (which itself is taken at 11 Recall steps).

Second row of Table 4.3 shows the MAP graph for the various model variants

evaluated. MAP metric is the mean used to measure the recommendation’s ranking

for all the 7 users. At its core is the Average Precision metric which is essentially the

area under the precision-recall curve (AUC), combining both precision and recall in a
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MF MF-Comment CB/COS CB/COS-Comment
RMSE 2.0856 1.9493 1.8065 1.7320
MAP 0 0.2445 0.1764 0.3199

(a) Model RMSE (b) Model MAP

Table 4.3: TF-IDF Prediction Results: Column MF is the Matrix Factorization results,
MF-Comment is the technique where we substitute ratings if user left comment on a

post, CB/COS is the cosine similarity model and CB/COS -Comment is, like the
MF-Comment, where we substitute the similarity with a high similarity value

single value representation of accuracy. For this experiment, we observe that the MF

based model fails to predict any correct ranking order as the mean average precision

for MF is 0. The complete failure is likely due to the already poor results of the COS

similarity being used as rating input to the Matrix Factorization algorithm, which in

turn produces predictions that are all lower than a rating of 2.0; a rating of 2 or higher

is needed to boolean-map for True-Positive predictions as required by MAP metric. In

both the COS and MF tests, the comment-integration variants appear to produce lower

error and higher recommendation ranking. This is likely due to the assumption that

when users engage with posts through comments, they have found the content of the

post interesting, so by using comment feature to augment predictions, we have increased

the recommendation accuracy by 81% for the COS-based, as well as lowered the error
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rates by 4% and 7% for COS and MF models, respectively.

4.4.2 Topic Model Results

Alongside our evaluation of a term-frequency model on our dataset, we evaluated rec-

ommendations based on topic modelling and topic vectors. Similar to TF-IDF’s vector

state representation of each post in the dataset, topic modelling would represent each

post with its affinity to k-number of topics. Exploring the latent features of each post,

Latent Dirichlet Allocation algorithm finds the common topics of the corpus. As the

corpus is of considerable size (nevertheless sparse) the number of topics is a parameter

best arrived at through cross validation or via dataset specific evaluations. As such we

here show our recommendation evaluations over a range of k-topic values (10, 15, 20,

25, 30, 25, 40, 45); (hyperparameters of smaller and larger k values than the ones listed

here produced considerably worse results). Note that where term-frequency possessed

large vector dimensions, topic model has a relatively smaller representative dimensions.

Topic modelling is a form of dimensionality reduction; representing large corpus with

few latent descriptors. We expect it will create a dense vector model, however, it will

also create topics that are very similar to one another, making posts appear very similar

to one another. The runtime for each k-value model averaged 3.5 hours for the entire

corpus - totalling approximately 26 hours.
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Figure 4-12: Topic spread as shown after a 2D projection.

Table 4.4 shows the topic distribution using terms from the corpus - all topics are

visualized by 10 terms each. Each topic here is described as a vector ⃗𝑡𝑑𝑇 , where each of

the vector’s unit (here substituted by a term) has a weight for each of the terms listed.

This visualization of the 10-topics variant of our evaluation has many of the same terms

as members of each topic (observe the repeated terms in the neighbouring topics). While

the topic terms in LDA may not particularly make sense at first glance, a well structured

and balanced corpus will yield topic terms that present an observable theme and any

outlier topic terms may be obvious [16]. An example of such cohesive topics is presented

in Figure 4-13; human discernible topic list shows the various issues dealt with in wordy

sources such as newspaper. The behaviour of similar terms in our corpus suggests that

the corpus is centred around a topic already, as is indeed the case where MOTOR social
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network is geared towards the motoring enthusiast. However, variations in topics can

still be seen, take for example topic #2 which seems to be dealing with issues of combat,

is remarkably different than topic #10 which seems to be dealing with geographical

locations. Using principle component analysis (PCA), we can reduce and project the

high dimensional representation of each topic down to 2D plot it in a scatter plot, shown

in Figure 4-12. This shows the spread and confirms that the topics are not all together

unique.

Figure 4-13: Topics as observed from topic modeling of wordy sources such as
newspaper [24] - Example of a corpus with topic-richness.

For evaluating the prediction by the models, we again turn to the RMSE error

metric, as it quantifies the error between what the user rated a post and what our models

rated it on their behalf. Table 4.5 and Figure 4-14 show the RMSE of the predictions as

well as the MAP of the recommendation. In the table, the columns are the individual

metrics, and the row are the models, as an example, k=10,MF is the Topic Model with
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RMSE MAP RMSE (Comments) MAP
(Comments)

k=10,MF 1.710263 0.65489 1.695582 0.692213
k=10,COS 1.598141 0.726283 1.60447 0.745079
k=15,MF 1.923538 0.670236 1.910497 0.697287
k=15,COS 1.720308 0.661822 1.714406 0.684731
k=20,MF 1.870829 0.646716 1.870829 0.683458
k=20,COS 1.720308 0.684573 1.726189 0.705398
k=25,MF 1.870829 0.662513 1.864135 0.696373
k=25,COS 1.714406 0.65566 1.708484 0.679445
k=30,MF 1.81659 0.654553 1.809696 0.693851
k=30,COS 1.641934 0.695276 1.641934 0.713746
k=35,MF 1.864135 0.57729 1.837117 0.644879
k=35,COS 1.690594 0.661973 1.690594 0.694811
k=40,MF 2.03101 0.426893 2.00624 0.51487
k=40,COS 1.766811 0.607734 1.761065 0.652333
k=45,MF 1.884144 0.561793 1.857418 0.611555
k=45,COS 1.726189 0.646016 1.726189 0.671427

Table 4.5: Topic Model Based Recommendation Errors.
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k=10 (ten topics) using Matrix Factorization for recommendation. In relative terms,

the most performant variant of the topic models from the RMSE perspective was the

10-topic COS/Without-Comment model. Table 4.5 shows however, that the RMSE for

k=10,COS with and without comments models being less than half a percent from each

other; suggesting that addition of comments did not have a perceivable impact on the

RMSE of predictions.

(a) Model RMSE (b) Model MAP

Figure 4-14: Graphs showing RMSE and MAP for various sized Topic Models.

RMSE can be a measure of how well the model performed overall relative to

others. However, recommendation systems have value-add when suggesting recommen-

dations in a ranked order, so they need further analysis with respect to recommendation

order. Once more we use the MAP metric to get an overall robustness of the recom-

mendation by evaluating topic models of various topic-k variants. In Figure 4-14b the

MAP value can be seen for the models evaluated, with the 10-topic, cosine similarity

achieving the highest MAP within the topic model batch, an additional 2.5% gain was

observed by integrating the comments feature. Topic Modeling results were indeed the

most intriguing. All variants achieving nearly similar, and very high, MAP results and
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the RMSE also hovering near the similar range. Despite larger topic counts being known

to lead to many highly-similar topics clusters [32], we found that for the 𝑘 values we were

using, multiple similar-topic clusters were not an issue and the topic affinities for each

user remained relatively intact as we increased 𝑘. In other words, as we increased the

number of topics, the relative topic associations remained almost the same. Meaning the

post representation vectors were different for each 𝑘, but maintained topic strengths that

repeatedly lead to the same cosine similarities between user-vectors and post vectors.

Ultimately producing similar MAP and RMSE results. An exception to this explanation

was seen for 𝑘 = 40 Matrix Factorization (MF) model, where the MAP values for with

and without comment models are lower than the trend, and that extends to the RMSE

as well, where the error is higher than the trend. This is regional trend particularly

affecting the MF models starting from 𝑘 = 35 and ending with 𝑘 = 45. The Cosine

models are also affected, but less so in intensity. Upon inspection of the topic-post prob-

ability mixtures, the increased number of topic count (𝑘) affects the results such that

some posts outside of our ground truth, being strongly associated with certain topics

at lower 𝑘 values, are then associated with many smaller (but similar) clusters (topics)

at higher k. This phenomenon does not affect the COS model too drastically as most

of the posts being compared for ranking are not affected by the smaller (but similar)

clusters. However, in CF/MF, the ALS decomposition spreads the effect over to the

ground truth posts being predicted. Hence, we see the effect for MF models between 35

and 45 𝑘 values.
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(a) Post Representation Vectors
at ||k||=25

(b) Post Representation Vectors
at ||k||=250

(c) Post Representation Vectors
at ||k||=300, commonly used size

Figure 4-15: T-SNE of Post vectors of different sizes for Word Embedding models.

4.4.3 Word Embedding Model Results

Reviewing our third technique evaluation, we look at training Artificial Neural Nets

(ANN) to predict word embeddings. From these we created a vector representation for

each post in the dataset, then user profiles were created and similarity measures used to

find recommendations. The ANN requires training on the corpus itself to produce the

document vector representation and is an unsupervised model. This process is considered

a black box as far as the intermediate variables are concerned and this data is difficult to

obtain during the training phase and difficult to make sense from a human introspection

point of view. As such we evaluate the errors and precision of recommendations as before,

while configuring the size of the hidden layer of the neural net (as part of hyper-parameter

tuning), which ultimately dictates the vector dimension of the post representation. Word

Embeddings model defines k-concepts (where k is the size of the hidden layer and the post

vector representations) from the entire corpus vocabulary. As we alter the dimensionality

of the vector we can sparsify or densify the vector space in order to produce higher

similarities between more subtle topics. As we have a niche topic set to start with, we
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found the common size of 300 [50] to perform very poorly; Figure 4-15 shows the posts

in VSM as represented after a 2D projection; vector size of 25 have fewer smaller cluster

where as for size of 300, there are many small clusters.

(a) Model RMSE (b) Model MAP

Figure 4-16: Graphs showing RMSE and MAP for various sized vector sizes for Word
Embedding model.

RMSE MAP RMSE (Comments) MAP
(Comments)

10,MF 2.236068 0.293883 2.133073 0.425871
10,COS 1.967644 0.435263 1.910144 0.505352
15,MF 2.037155 0.62902 2.037155 0.672119
15,COS 1.80652 0.702203 1.812121 0.712413
20,MF 2.00624 0.656966 1.962142 0.709139
20,COS 1.766811 0.765281 1.732051 0.777308
25,MF 2 0.643666 1.942936 0.708222
25,COS 1.78961 0.735386 1.755301 0.761007
150,MF 2.04939 0.263069 1.936492 0.420348
150,COS 1.95213 0.413588 1.899502 0.488845
200,MF 2.061553 0.285648 1.955761 0.430469
200,COS 1.95213 0.390864 1.899502 0.471455
300,MF 2.085665 0 1.949359 0.263529
300,COS 1.812121 0.150383 1.737892 0.292794

Table 4.6: Word Embedding Based Prediction Results for Vector Size of 300.

Table 4.6 lists the prediction error results for our word-embeddings model based

recommendation against the ground truth, the same results are visualized in Figure 4-
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16. The pipeline runtime averaged 3.5 hours for the entire corpus for each hidden layer

parameter value. The cosine similarity based predictions provided the leading results

for this model as well. We once again see that incorporation of the comment feature

leading to improved MAP and lower RMSE. In our tests, vector size of 20 with the cosine

similarity variant provided the best results for word-embeddings experiments. Higher

vector sizes lead to higher error rates likely due to the multiple similar clusters that are

formed at higher vector sizes. Indeed the 300-sized vector MF test failed altogether in

a similar fashion to the TF-IDF model. No recommendation was rated 2 or higher, a

requirement needed to assert a true-positive for MAP metrics.

4.5 Discussion

The MOTOR dataset has a typical tail-long characteristic [89], meaning activity is

concentrated within its top 56 users. This is problematic for recommendation to majority

(a) Leading Variant RMSE (b) Leading Varaint MAP

Figure 4-17: Graphs showing RMSE and MAP for the leading variants from all
evaluated models.
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of the users of the site as their activities are relatively limited. The dataset is also textual,

with comments as implicit feedback feature. Figure 4-17 compares the results from all

three model evaluations, with the topic model out performing the other two because of

not only its high MAP but also its low RMSE values. In our analysis, we found the

following:

∙ Comment feature proved a valuable integration for boosting recommendation rank-

ing and error.

∙ Hyper-parameter adjustments improved overall results from each model.

∙ Corpus contained many variants of words; those which were misspelled or syn-

tactically flawed (two words merged or hyphenated), leading to imperfect larger

dictionaries which needed to be pre-processed.

∙ Topic modelling performed optimally for 10-dimensional topic descriptors. While

larger topic sizes did not perform as well, they did not progressively become worse

either. Deeper inspection of the topic strengths suggests LDA is maintaining the

core topics intact while smaller clusters of similar topics do get created, their

relative strengths to each posts remains low.

∙ Word Embeddings results showed a clear increase in performance as we tuned

the vector-size hyper-parameter up to 20 dimensions, after which performance

degrades. Normal sizes of 300 performed poorly on a dataset this small and sparse.

∙ Term Frequency based models performed poorly overall. This is likely due to the

large dictionary size creating sparse vectors
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∙ Cascading recommender systems did not yield any improvements in the quality

and accuracy of recommendations, as such cosine similarity models proved more

robust
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Chapter 5

Conclusion

There exists plenty of literature on dealing with specific aspects of sparsity using com-

monly used and relatively richer data (such as Twitter-based or Netflix) [80], however to

our best knowledge work on short-text and heavy kurtosis datasets is limited (some here:

[69, 38, 88]). This is likely due to the sparse nature of the text and dataset causing model

over-fitting and not being suitable for general applications. Our research question was

to ask whether a new social network platform can use just the user posts to make viable

recommendations and what approach would show promising results. In this work, we

used a sparse, heavy-head and long-tailed data source with small gold-standard testing

set to gauge predictions.

We evaluated the MOTOR dataset for recommendation feasibility using robust

text based models. The dataset comes from a motoring enthusiast social network plat-
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form, which has a sizeable user and posted content numbers, yet as we saw, a sizeable

bulk of the posted content contribution is made by bot-accounts. Human user partici-

pation was centred around small group of frequent users, both for posts and comments.

Lacking other consistent and reliable features in the dataset, the recommendations for

users must come from user’s explicit engagement; text content from users’ posts and

comments in particular. Majority of the posts made by majority of the users contain

few words. In such circumstances we chose to use models that rely on terms and fre-

quency, as well as latent factors. We used Term Frequency based models, Topic Models

and Word Embeddings to represent the post in vector space. We also hoped that cas-

cading the recommender systems would alleviate the over specialization issue present

in content based modelling (known as the serendipity problem). In order to evaluate

whether serendipity was addressed, the users need to be engaged in an online evaluation

process, ideally. However, in lieu of an online evaluation for serendipity, we manually

examined the top-k recommendations for each test-subject to determine if the list con-

tained posts that were subjectively similar to posts the test-subject had explicitly rated

as highly interesting. Our findings were inconclusive as posts are similar in broad topics

(indeed the niche of the dataset is limited to reviewing and riding motorcycles). Overall,

of the models we evaluated, the topic modelling technique showed the leading results.

In other sets of unreported experiments we applied Natural Language Processing tech-

niques to boost the performance, however the results were regrettably poor. Among the

methods we tested were comment semantics (as weights in explicit feedback), named en-

tity recognition (as features), content boosting (via Wikipedia), temporal values (time
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of engagement as features), and aggregation of user’s posted material to boost wordiness

as well as the same for queries when making recommendation.

For future work, it would be prudent to improve ranking to obtain better rec-

ommendations. One way to do this would be to increase the term purity; we’ve identified

vocabulary issues within the dataset, such as misspellings and term variants that could

be stemmed even more rigorously. Another means to increasing similarity scores might

be to use computer vision techniques to estimate entities in pictures shared by the users.

As users of this platform share photos of their rides and events, understanding the sub-

jects of the photos and incorporating those measures into the recommendation process

might yield improved predictions. Greater access to online evaluations for tasks such

as serendipity resolutions, or assessing the effects of regularization on recommendation,

might make for improved assessments, as well.
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