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ABSTRACT
This dissertation investigates the nonlinear control of the attitude for an under-

actuated rigid-body spacecraft system in the body-orbital and inertial frames. The

problem involving the stabilization of the body-orbital attitude of an underactuated

output-feedback system is examined. Using sliding mode control in conjunction

with finite-time nonlinear observer, a novel observer-based control law is rigorously

analyzed and proven to achieve attitude convergence. Under time-varying dis-

turbances, inertia matrix uncertainties, and high initial errors, the proposed novel

law achieves attitude convergence for three-axis stability and ultimate boundedness

within 5 degrees and 0.01 deg/s, for attitude error norm and angular velocity norm,

respectively. Next, the attitude control problem is rigorously analyzed in the inertial

frame, where the underactuated rigid-body spacecraft system equations of motion

are highly nonlinear, and the linearized equations of motion are not controllable. To

this end, a generalized velocity-free time-varying state feedback controller is devel-

oped to achieve globally exponential stability with respect to the homogenous norm

and proven to provide ultimate boundedness of all signals with 5 degrees attitude

error norm and 0.5 rad/s angular velocity error norm. Finally, the inertial frame at-

titude stabilization problem is treated as an optimal control problem. For this case,

the Legendre pseudospectral method is used to discretized the spacecraft dynam-

ics into Legendre-Gauss-Lobatto (LGL) node points, where the Lagrange polyno-

mial interpolation is applied to obtain a suitable candidate optimal control sequence.

Model predictive control is used to implement the optimal control in predefined con-

trol windows sequentially to achieve three-axis stability for a rest-to-rest maneuver

within 0.3 orbit.
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CHAPTER 1

Introduction

This dissertation studies the attitude control of a underactuated rigid-body space-

craft system using nonlinear control methods and rigorous analysis of the stability.

The chapter is organized as follows. In the Section 1.1, the rationale behind the

research on underactuated control system is explained as well as the motivations be-

hind the methodologies considered. An overview of the literature of relevant topics

on the underactuated control systems are covered in Section 1.2. These topics in-

clude the works from authors such as Crouch, Khalil, Slotine, and Hughes. Finally,

the problem statement and the research objectives are outlined in Section 1.3.

1.1 Rationale and Motivations

The development of an attitude control system (ACS) for a spacecraft system to be

autonomous, or have complex behaviors such as: capability to analyze mission sit-

uations, adapt to changes in environment, system, and uncertainties, or improve

performance by learning without human intervention are features that attract tech-

nological research and development. If a failure in ACS occurs, in which, leads to a

degradation of its actuator(s), can be recovered using a control algorithm and allows

the spacecraft system to complete its mission even partially, then it can be considered

as a success as opposed to a complete loss. A control algorithm for an underactu-

ated control system can be applied in various ways: ACS redundancy, ACS actuator

fault recovery, ACS for an underactuated system by design, reduction in fuel for

attitude maneuver or correction. Thus, the development of a novel control design

framework for an underactuated system is the motivation of this research. There

1



CHAPTER 1. Introduction

have been many research conducted in the last decade regarding the ACS problem

for the underactuated spacecraft system, the following section briefly outlines some

significant research and development done in the field.

1.2 Literature Review

1.2.1 Underactuated systems

Underactuated systems are interesting to study from a theoretical and practical point

of view. Control of underactuated systems is considered one of the most active top-

ics within the field of dynamical system due to its potential applications. Underac-

tuation is defined as any system having less control inputs that degrees-of-freedom.

Any system, be it mechanical (robotics, mobile systems, marine systems, aerospace

systems, flexible systems, locomotive systems, and industrial systems) or biological

(animals, human anatomy), can be in a condition of underactuation. The underac-

tuation property of an underactuated system is primarily caused by the following

reasons [Xin and Liu, 2014]:

• Natural dynamics of the system (helicopters, underwater vessels, ships, space-

craft, or flexible-link robots)

• Intentional underactuated design (the Acrobot [Spong, 1995], the Pendubot

[M. Zhang, 2002], the cart-pole [Aguilar-Ibanez, Mendoza-Mendoza, and

Davila, 2014], or the translational oscillation with rotational actuator (TORA)

[Gao et al., 2013])

• Reduced actuation or complete actuator failure (complete loss of momentum

wheels in a spacecraft, reduced actuation generation in mechanical systems)

The research of the underactuated control systems problem typically fall into one or

more of the following categories:

1. Stability and controllability: a problem involving the existence of trajectories

that connects initial state to the desired state as well as remain in a prescribed

2



CHAPTER 1. Introduction

region in the state space. This problem essentially pertains to finding the con-

trol signals that stabilizes a spacecraft, in which the desired error in the attitude

and angular velocity of spacecraft system are zero.

2. Trajectory optimization and planning: a problem involving the computation of

feasible trajectory for a given underactuated system that can connect the initial

to the desired state in a given finite time. This problem pertains to the finding

optimal (or improved) control signals while minimizing certain parameters in

a form of a cost function.

3. Tracking: a problem involving the formulation of a feedback control law that

can drive the tracking error to zero asymptotically for a given feasible trajec-

tory, at least locally. A particular difficult problem for system that have non-

linearities which involves finding the control signals to stabilize the spacecraft

with varying desired trajectory.

4. Set-point regulation: a problem involving the formulation of a feedback con-

trol law for given a desired equilibrium state qd that can make the system state

(q, q̇) = (qd, 0) asymptotically stable, at least locally around the trajectory.

The problem of controlling the attitude motion of a rigid-body has been extensively

studied in the literature and it is heavily applied in various fields of study, includ-

ing spacecraft, robotics, and underwater vehicle dynamics. Initial studies in the

topic done by Crouch [Crouch, 1984] discussed the possibility of controlling under-

actuated spacecraft using thrusters or momentum exchanging devices, in which the

author concluded that using two independent torques is locally controllable while

using one torque yields very serious theoretical and practical difficulties. A study

conducted Byrnes and Isidori [Byrnes and Isidori, 1991] further support Crouch’s

findings and concluded that spacecraft with two controls are locally controllable

and locally reachable, but these systems cannot be locally asymptotically stabilized

by smooth feedback without using general nonlinear feedback design theory.

Authors in Huang et al. [Huang et al., 2013] proposed the concept of a novel

generalized inversion for piecewise-smooth asymptotic stabilization of underactu-

ated rigid body dynamics under two degrees of actuation. This overcame the matrix

3



CHAPTER 1. Introduction

dimensionality and rank which is widely used in solving the control problem with

redundant degrees-of-freedom; this was important as the authors concluded that

redundancy is a control variable in underactuated system.

Other forms of treatments such as discontinuous state-feedback control and

variable structure control strategies for underactuated system had been success-

fully implemented in literature [Horri and Hodgarts, 2003; Tsiotras and Luo,

2000; Coverstone-Carroll, 1996; Casagrande, Astolfi, and Parisini, 2008]. Control

techniques such as sliding mode control in [G. Godard and K.D. Kumar, 2011] for

nadir-pointing applications and backstepping have been successful in controlling

underactuated systems [G. Godard and K. Kumar, 2010; R. Xu and Ozguner, 2008]

and proved effective, resulting in asymptotic stability [Behal et al., 2002]. In this

thesis, the nadir-pointing case (relative body-orbital) is also considered, however

the strict requirement of higher-order sliding mode imposed in [G. Godard and

K.D. Kumar, 2011] is not essential to stabilize the underacted system in case, thus

essentially making the control system more robust. In addition, angular velocity

is not needed for zero attitude convergence. Model predictive control techniques

have also been successfully applied to underactuated spacecraft attitude control

[H. Li, Yan, and Shi, 2017; Petersen, Leve, and Kolmanovsky, 2017a]. The authors in

[Petersen, Leve, and Kolmanovsky, 2017a] needed to simplify the attitude dynamics

model by constructing a linearized model to be implemented as system dynamics

for the optimal control computation, leading to an oscillatory error response.

In contrast to this thesis, the full nonlinear equations of motion are used in the

computation of the optimal control and obtain the Legendre-Gauss-Lobatto optimal

nodes, this effectively utilizes the highly nonlinear terms in the dynamics as factors

to solving the optimal control leading to exponential convergence. Authors in

Narikiyo et al. [Narikiyo, Sahashi, and Misao, 2008] proposed to combine passive

velocity field vector control with decoupling vector field in stabilizing underactu-

ated mechanical systems.

In more recent studies regarding the underactuated control problem, are pub-

lished research by Xiao et al. [Xiao et al., 2014], where the authors developed a

velocity-measurement free control scheme in conjunction with nonlinear observer

4



CHAPTER 1. Introduction

for fault-tolerant control of underactuated system in the presence of disturbance and

bias [Xiao et al., 2014]. However, the research conducted in this study dealt with a

degradation of an actuator on certain axis, in which three-axis actuation was still

viable, albeit reduced in certain axis. Contrasted to this thesis, complete absence of

actuation in an axis is analyzed with rigor. Authors of Sun et al. [Sun and Fang,

2014] proposed online trajectory planning by incorporating swing-damping terms

in a smooth trolley trajectory generation for swing elimination and precise trolley

positioning. Authors in Zhang et al. [J. Zhang, Ma, and Meng, 2014] proposed atti-

tude path planning for underactuated spacecraft using two flywheels as actuators.

Using an optimal performance index as well as using Gauss Pseudospectral Method

(GPM) for optimal path generation the authors were able to generate attitude trajec-

tory for underactuated spacecraft which satisfies the spacecraft maneuver require-

ments as well as avoid friction influence caused by the flywheels. In comparison to

this thesis, the pseudospectral optimal control theory approach is considered to op-

timize the state trajectory of the spacecraft and implemented using model predictive

control, a methodological approach that has not been considered in the literature.

Gui et al. [Gui, Vukovich, and S. Xu, 2015] addressed the tracking control of an

underactuated spacecraft on the momentum-level set, and developed a control law

in conjunction with the Lie group structure of the attitude configuration manifold

SO(3) using transverse function (TF) approach developed by Morin and Samson

[Morin and Samson, 2009] and analyzed the small-time local controllability of the

system in [Gui, Jin, and S. Xu, 2015].

1.3 Problem Statement and Research Objectives

The attitude control system for a underactuated rigid-body spacecraft provide sev-

eral advantages over attitude control systems in fully-actuated spacecraft; namely,

weight, cost, and manufacturability. In this dissertation the following problems are

analyzed and treated.
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1.3.1 Body-orbital relative attitude stabilization for an underactuated

rigid-body spacecraft system

The stabilization of the body-orbital relative attitude of a nadir-pointing underactu-

ated rigid-body rigid-body spacecraft system using nonlinear control strategies.

Research objective: The proposed research objective for this problem is the de-

velopment of the mathematical analysis to achieve stabilization of the body-orbital

relative attitude for the underactuated spacecraft and develop a viable nonlinear

control strategy using sliding mode control design methodology. To achieve effec-

tive stabilization the system dynamics is linearized and utilized to generate control

parameters.

1.3.2 Inertial attitude stabilization for an underactuated rigid-body

spacecraft system

The stabilization of the inertial attitude for a underactuated rigid-body spacecraft

system under time-varying disturbances and uncertainties using nonlinear control

is examined. Similar to approach to the nadir-pointing case, the inertial case differs

due to the fact that the system dynamics are not linearizable, and therefore, limiting

the control strategies that may be used.

Research Objective: The proposed research objective for this case is the devel-

opment of the mathematical analysis to achieve inertial attitude stabilization using

a generalized time-varying state feedback controller design.

1.3.3 Output feedback control of an Underactuated rigid-body spacecraft

system

The problem of achieving attitude convergence of an output feedback system for a

underactuated rigid-body spacecraft system is examined. In this case, only angular

vector measurements are available and can be used.

6
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Research objective: The proposed strategy in treating an output feedback sys-

tem for the underactuated rigid-body spacecraft without angular velocity (hence-

forth, velocity-free) is to apply a nonlinear observer-based control scheme. This is

achieved using the homogeneity of functions.

1.3.4 Lyapunov stability of observer-based nonlinear control system

The problem of analyzing the stability of a nonlinear observer-based attitude control

system for the rigid-body spacecraft is examined.

Research objective: The proposed research objective is to develop of the math-

ematical analysis for the stability of the nonlinear observer-based control system

using Lyapunov stability theorems and homogeneity of Lyapunov functions. A Lya-

punov function that is homogenous is designed and rigorously proven.

1.3.5 Optimal control of underactuated spacecraft using model predictive

control

The problem of finding a finite-time optimal attitude control sequence for the

underactuated rigid-body spacecraft system with two torques is examined. The

problem extends to the application of continuous spacecraft dynamics model (as

opposed to discretized spacecraft dynamics model), given dynamical constraints.

Research objective: In this problem the proposed research objective is the use

pseudospectral optimal control theory. Legendre pseudospectral method of dis-

cretization to generate the optimal Legendre-Gauss-Lobatto node points and use

Lagrange polynomial interpolation to interpolate an optimal control signals for

the model predictive control application to stabilize the underactuated rigid-body

spacecraft system.

7
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1.4 Research Overview

The research conducted in this dissertation is described in the following manner.

Chapter 1 gives a brief overview of the literature survey on the underactuated space-

craft system and problems pertaining to the research as seen in Figure 1.1 and the

motivations and objectives of the research. Chapter 2 outlines the mathematical con-

FIGURE 1.1: Research overview of the spacecraft attitude control

cepts to assist the reader in understanding the materials in the subsequent chapters.

Chapter 3 examines the attitude stabilization problem of the underactuated space-

craft system without using angular velocity measurements in the body-orbital frame

as seen in Figure 1.2. In this chapter, sliding mode control and a nonlinear observer

are used to solve the stability and control problems of the underactuated spacecraft

system in the relative frame for a nadir-pointing application. Chapter 4 further in-

vestigates the problems in Chapter 2 but in the relative inertial frame as seen Figure

1.3. There are several control challenges in the inertial frame, mainly, the meth-

ods used in previous chapter is not applicable in the inertial frame, therefore a new

method of control is needed. Chapter 5 proposes alternative methods to control the

underactuated spacecraft, namely, the use of optimal control as seen in Figure 1.4.

Nonlinear model predictive control deals with the optimization of the control input

to stabilize the underactuated spacecraft system more effectively. Lastly, Chapter 6

concludes the dissertation with summary and future work.
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FIGURE 1.2: Overview of Chapter 3

FIGURE 1.3: Overview of Chapter 4
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FIGURE 1.4: Overview of Chapter 5
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CHAPTER 2

Mathematical Preliminaries

This chapter presents the mathematical background required for the proceeding

chapters. The chapter begins with the notations of Euclidean space and norms, a

brief review of topics in differential geometry, namely the concepts of topological

spaces, differential manifolds, charts and maps, tangent spaces, tangent and vector

bundles, and Lie groups. An overview of dynamic stability, finite-time stability, and

homogeneity of functions. Finally, we conclude the chapter with topics pertaining

to optimal control theory.

2.1 Vector Notations

2.1.1 Euclidean space

The set of all n-dimensional vectors x = [x1, · · · , xn]
T defines the n-dimensional

Euclidean space denoted by Rn, where x1, · · · , xn are real valued numbers. We de-

note by R to represent the one-dimensional Euclidean space consisting of all real

numbers. The set of all non-negative real numbers is denoted by R+. Vectors in

Rn can be added by adding their respective components and can be multiplied by a

scalar. The inner product of two vectors x and y can be computed as xTy = ∑n
i=1 xiyi.

The standard basis vectors for R3 are denoted by e1 = [1, 0, 0]T, e2 = [0, 1, 0]T and

e3 = [0, 0, 1]T. The identity matrix is denoted by I.

2.1.2 Vector and matrix norms

The Euclidean norm of a vector x ∈ Rn is denoted by ‖x‖ ≥ 0 for all x ∈ Rn,

with ‖x‖ = 0 if and only if x = 0. Given vectors x, y ∈ Rn, ‖x + y‖ ≤ ‖x‖+ ‖y‖

11



CHAPTER 2. Mathematical Preliminaries

and ‖ax‖ = |a|‖x‖ for all a ∈ R. Another property of vector norms is the triangle

equality. Consider the class of p-norms defined by

‖x‖p = (|x1|p + · · ·+ |xn|p)1/p , 1 ≤ p. < ∞ (2.1)

The most commonly used norms are the 1-norm ‖x‖1 = ∑n
i=1 |xi|, the ∞-norm

‖x‖∞ = max
i
|xi| and the Euclidean norm ‖x‖2 =

(
xTx

)1/2. The Hölder inequality

is an important result in p-norms, which is given by

|xTy| ≤ ‖x‖p‖y‖q,
1
p
+

1
q
= 1 (2.2)

for all x, y ∈ Rn.

Let A ∈ Rm×n be an m × n matrix of real elements that defines a linear mapping

y = Ax from Rn into Rm, the the induced p-norm of A is defined by

‖A‖p = sup
x 6=0

‖Ax‖p

‖x‖p
= max
‖x‖p=1

‖A‖p (2.3)

and for p = {1, 2, ∞} is given by

‖A‖1 = max
j

m

∑
i=1
|aij|, ‖A‖2 =

[
λmax

(
AT A

)]1/2
, ‖A‖∞ = max

i

n

∑
j=1
|aij| (2.4)

where λmax
(

AT A
)

is the maximum eigenvalue of
(

AT A
)
.

2.2 Topology

Topology is required in order understand manifold and maps. The definition of a

topological space is as follows:

Definition 2.2.1. Topological Space

Denoted by a pair (S,O), where S is a set and O ⊂ 2S is a collection of open sets

that are subsets of S and satisfies the following axioms:

(i) ∅ ∈ O and X ∈ O is any arbitrary subset of S,

(ii) if A is an arbitrary index set and {Oa}a∈A ⊂ O is an arbitrary collection of open

sets, then its union ∪a∈AOa ∈ O,

12
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(iii) if O1,O2 ∈ O, then the intersection O1 ∩O2 ∈ O.

Thus, for given a set S, a collection of subsets O that are open sets is a topology on S.

Definition 2.2.2. Topology of Sets.

Let S be any given set. Then,

(i) A subset C ⊂ S is called closed if its complement S\{C} is open.

(ii) For point p ⊂ S, a neighborhood of p is an open set U ⊂ O for which p ⊂ U .

(iii) A set A ⊂ S, then the interior of A is the subset of A defined by

int(A) =
⋃
{O ∈ O | O ⊂ A} .

(iv) If A ⊂ S, then a point p ⊂ S is a limit point of A if, U ∩ A 6= ∅, for any neigh-

borhood U of p.

(v) A set A ⊂ S, then the closure of A is the subset of A defined by

cl(A) =
⋂
{C |C is closed and C ⊂ A} .

(vi) If A ⊂ S, then the boundary of A is the subset of S defined by bd(A) = cl ∩

cl(S\{A}).

(vii) A subset B ⊂ O is a basis for O if, for every O ∈ O, there exist an index set

A and a collection of sets {Ba}a∈A ⊂ B such that O = ∪a∈ABa. We say in this

case that B generates O

(viii) A cover of (S,O) is a subset {Oa}a∈A ⊂ O with the property that S = ∪a∈AOa.

(ix) A cover
{
Õã
}

ã∈Ã is a refinement of a cover {Oa}a∈A if, for every a ∈ A, there

exist ã ∈ Ã such that Õ ⊂ O.

(x) A subset {Oa}a∈A ⊂ O is locally finite if, for each p ∈ S, there is a neighborhood

U such that the set {a ∈ A | U ∩ O 6= ∅ is finite.

(xi) If A ⊂ S, then one defines a topology on A by {A ∩O |O ∈ O}. This is called

the subspace topology.
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(xii) If B ⊂ A ⊂ S, then intA(B) denotes the interior of B in the subspace topology

on A.

Definition 2.2.3. Set Properties.

Let (S,O) be any arbitrary topological space. Then,

(i) (S,O) is first-countable if, for every point p ⊂ S, there exist a sequence of neigh-

borhood
{
Uj
}

j∈N
of p such that, for any neighborhood U of p, there exist j ∈N

with Uj ⊂ U .

(ii) (S,O) is second-countable if, it has a countable basis.

(iii) (S,O) is compact if, for every collection {Oa}a∈A of open sets for which S =

∪a∈AOa, there exist a finite subset {a1, . . . , ak} ⊂ A such that S = ∪k
j=1Oaj .

(iv) A subset A ⊂ S is compact if A is compact with the subspace topology.

(v) An open set U ⊂ S is relatively compact if its closure is compact.

(vi) (S,O) is Hausdorff if, for each distinct points p1, p2 ∈ S, there exist neighbor-

hoods U1 of p1 and U2 of p2 such that U1 ∩ U2 = ∅.

(vii) (S,O) is connected if, when A ∈ 2S has the property that A is both open and

closed, then A ∈ {∅, S},

(viii) and it is disconnected if it is not connected.

(ix) (S,O) is paracompact if its Hausdorff and every cover possesses a locally finite

refinement.

(x) A subset A ⊂ S of a topological space is dense if cl(A) = S.

Given a point x ∈ Rn and r > 0, Br(x) = {y ∈ Rn : ‖y − x‖ < r} and

B̄r(x) = {y ∈ Rn : ‖y − x‖ ≤ r} denote the open and closed balls of radius

r > 0 centered on x respectively. Given a differentiable function V(x) : Rn → R

and vector field f (x, t) : Rn ×R → Rn, the Lie derivative of V along f is defined

by L f V = (∂V/∂x) f (x, t). Given a vector x ∈ Rn and α > 0, denote sigα(x) =

[sigα(x1), . . . , sigα(xn)]T and sigα(xi) = |xi|αsgn(xi), i = 1, 2, . . . , n, and sgn(·) is the

signum function. The unit sphere in Rn is defined as Sn−1 = {x ∈ Rn : ‖x‖ = 1}.
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2.2.1 Manifolds

Definition 2.2.4. Topological Manifold and Submanifold.

A topological space M can be called a n-dimensional smooth manifold. A sub-

manifold of M is a subset B ⊂ M with the property that for every b ∈ B there is

an admissible chart (U, φ) in M with b ∈ U which has the submanifold property,

namely,

φ : U → E× F and φ(U ∩ B) = φ(U) ∩ (E× {0}).

Definition 2.2.5. Tangent Space.

For a manifold M and p ∈ M the tangent space to M at p is the set of equivalence

class of curves at p:

Tp M = {[cm] | c is a curve at m} . (2.5)

For a subset A ⊂ M, let the disjoint union, TM|A = ∪p∈ATm M. We call TM =

TM|M the tangent bundle of M. The mapping τM : TM→ M defined by τM([c]m) =

m is the tangent bundle projection of M.

2.2.2 Charts and maps

Definition 2.2.6. Chart.

Suppose f : M→ N, where M and N are Ck manifolds ( f maps the set of M into

N). We say f is of class Cr, 0 ≤ r ≤ k, if for each p ∈ M and admissible chart (V, ψ)

of N with f (x) ∈ V, there is a chart (U, φ) of M satisfying p ∈ U and f (U) ⊂ V, and

such that the local representative of f , f(φψ) = ψ ◦ f ◦ φ−1, is of class Cr.

Proposition 1 (Continuous Mapping). Let f : M → N be a continuous map of mani-

folds. Then f is Cr iff the local representatives of f relative to a collection of charts which

cover M and N are Cr. Similarly, if f : M → N and g : N → P are Cr maps, then so is

g ◦ f .

Definition 2.2.7. Diffeomorphism.

A map f : M → N where M and N are manifolds is called a Cr diffeomorphism

if f is of class Cr, is a bijection, and f−1 : N → M is of class Cr. If a diffeomor-

phism exists between two manifolds, they are called diffeomorphic and a set of class

Cr diffeomorphism of M is given by Diffr(M).
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Definition 2.2.8. Higher-order differential maps.

Let U be any open set subset of Rn and let f : U → Rm.

(i) If Dr f exists and is continuous, then f is r-times continuously differentiable, or

said to be a class Cr map.

(ii) f is smooth or of class C∞ if, f is infinitely differentiable, ie., f or class Cr is

define for each r ∈N.

(iii) A bijection of open sets f : U ⊂ Rn → V ⊂ Rm is of class Cr and f−1 exists and

also of class Cr, then the bijection f is considered a Cr-diffeomorphism.

A pair (Uα, φα) is called a coordinate chart of M at q ∈ M where Uα is an open

set of M containing the point q, and the homeomorphism φα is a bijection from Uα

to φα(Uα) ⊂ Rn which composes of local coordinate functions (x1(q), . . . , xn(q)).

2.2.3 Vector fields

Definition 2.2.9. Vector fields.

A vector field in an open set of a manifold U ⊂ M, where M ⊂ Rn, is a differen-

tiable map which assigns to each q ∈ U a vector w(q) ∈ Tq M, where Tq M ⊂ Rn. The

vector field w(q) is a differentiable at q ∈ U, for some local parametrization p(x, y) at

q. If q = (x, y) and w (q) = (a(x, y), b(x, y)), the functions a and b are differentiable

functions in U. Thus, given a vector field w(q), it is logical to see if there exist a tra-

jectory of this field, that is a differentiable parameterized curve α(t) = (x(t), y(t)),

t ∈ I, such that α′(t) = w (α(t)). The vector field w determines a system of differen-

tial equations,
dx
dt

= a(x, y),
dy
dt

= b(x, y), (2.6)

and that a solution to the given equations above is a trajectory. The following

Theorems are useful pertaining to the (local) existence and uniqueness of solutions

[Carmo, 1976].

Theorem 2.1 (do Carmo). [Carmo, 1976] Let w be a vector field in an open set U ⊂ Rn.

Given p ∈ U, there exists a trajectory α : I → U of w such that α′(t) = w (α(t)) , t ∈ I

with α(0) = p. This trajectory is unique if another trajectory β : J → U with β(0) = p

agrees with α in I ∩ J. I and J are open intervals of the line R containing the origin 0 ∈ R.
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Theorem 2.2. [Carmo, 1976] Let w be a vector field in an open set U → Rn. For each

p ∈ U there exist a neighborhood V ⊂ U of p, an interval I, and a mapping α : V × I → U

such that

(i) For a fixed p ∈ V, the curve α(q, t), t ∈ I, is the trajectory of w passing through q, such

that

α(q, 0) = q,
∂α

∂t
(q, t) = w (α(q, t)) (2.7)

(ii) the parameterized curve α is differentiable.

This means that the trajectory passing through q “varies differentiably with q.”

Geometrically this means that all trajectories which pass, for t = 0 in a certain neigh-

bourhood V of q may be collected into a single differential map as seen in Figure 2.1.

The map α is called the (local) flow of w at q.

FIGURE 2.1: Differential maps of a trajectory.

Proof. For proof of Theorem 2.1 and Theorem 2.2, please see sections “Lipschitz

Conditions” and “Existence and Properties of Solutions of the System” in Hurewicz

[Hurewicz, 1952]. �

Using Theorem 2.1 and Theorem 2.2, the following Lemma can be stated.

Lemma 2.3. Let w be a vector field in an open set U → Rn and let p ∈ U be such that

w(p) 6= 0. Then there exist a neighborhood W ⊂ U of p and a differentiable function

f : W → R such that f is constant along each trajectory of w and d fq 6= 0 for all q ∈W.

Proof. See do Carmo [Carmo, 1976], pp. 177. �
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2.3 Homogeneity of Functions

The following definitions are required facts about homogeneity of functions and

vector fields.

Definition 2.3.1. Dilation.

Dilation is a mapping depending on the dilation coefficients ri > 0 for i = 1, ..., n,

define r = (r1, ..., rn) ∈ Rn. Then, for any λ > 0, x ∈ Rn, we define the dilation

δr
λ(x) = [λr1 x1, ..., λrn xn]T to assign a global diffeomorphism.

Definition 2.3.2. Homogeneity of Functions.

Let V : Rn → R, then it is said to be homogeneous of degree k with respect to dilation

δr
λ if

V(δr
λ(x)) = λk+ri V(x),

for all λ > 0 and x ∈ Rn.

Definition 2.3.3. Homogeneity of Vector Fields.

Let f : Rn → Rn, then it is said to be homogeneous of degree k with respect to dilation

δr
λ if

fi(δ
r
λ(x)) = λk+ri fi(x),

for all i = 1, ..., n, λ > 0 and x ∈ Rn, where f (x) = [ f1(x), ..., fn(x)]T. A system is

called homogenous if its vector field is homogenous.

Proposition 2. Let V : Rn → R be homogenous of degree k with respect to δr
λ, then

V(0) = 0. Let f : Rn → Rn be homogenous of degree k with respect to δr
λ, such that

k 6= −ri for i = 1, ..., n, then f (0) = 0.

Proof. We have V(0) = V(δr
λ(0)) = λkV(0) for any λ > 0, from which it follows that

V(0) = 0. Similarly one finds that f (0) = 0 provided k 6= −ri for i = 1, ..., n. �

Proposition 3. (Rosier) [Rosier, 1992].

Let V : Rn → R be continuously differentiable and homogeneous of degree ` with respect

to δr
λ. Then, its partial derivatives satisfy

∂V
∂xi

(δr
λ(x)) = λ`−ri

∂V
∂xi

(x),
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for all i = 1, ..., n, λ > 0 and x ∈ Rn. Furthermore, if ` 6= ri for i = 1, ..., n, then

∂V(0)/∂x = 0.

Proof. By definition,

∂V
∂xi

(δr
λ(x)) = lim

h→0

V (λr1 x1, · · · , λri xi + h, · · · , λrn xn)−V
(
δr

λ(x)
)

h
.

Consider the change of variable h̄ = h/λri . This leads to

∂V
∂xi

(δr
λ(x)) = lim

h→0

V
(
λr1 x1, · · · , λri xi + h̄, · · · , λrn xn

)
−V

(
δr

λ(x)
)

h̄/λri
,

= λ` lim
h→0

V
(

x1, · · · , xi + h̄, · · · , xn
)
−V (x)

h̄/λri
,

= λ` ∂V
∂xi

(x),

where homogeneity of V(x) has been used in the second step. We see that

∂V(0)/∂x = 0 if ` 6= ri for i = 1, · · · , n as shown similarly to Proposition 1. This

concludes the proof. �

Proposition 4. Let V : Rn → R be continuously differentiable and homogeneous of degree

` with respect to δr
λ, and let f : Rn → Rn be homogeneous of degree k with respect to δr

λ.

Then, L f V(x) is homogeneous of degree ` + k with respect to δr
λ. Furthermore, if either

` 6= ri, k 6= −ri or `+ k 6= −ri for i = 1, ..., n, then L f V(0) = 0.

Proof. By definition,

L f V(δr
λ(x)) =

n

∑
i=1

∂V
∂xi

(δr
λ(x)) fi(δ

r
λ(x)),

=
n

∑
i=1

λ`−ri
∂V
∂xi

(x)λk+ri fi(x),

= λ`+k
n

∑
i=1

∂V
∂xi

(x)λ f
i (x),

= λ`+kL f V(x)

Here, L f V(x) is homogeneous of degree `+ k with respect to δr
λ follows from Propo-

sition 2. The last statement in the proposition follows from Propositions 1 and 2.

This concludes the proof. �

Proposition 5. (Bhat et. al.) [S.P. Bhat and Bernstein, 2005].
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Consider two continuous functions f1, f2 : Rn → R, homogeneous of degrees k1, k2

respectively with respect to dilation δr
λ. In addition, suppose that f1 is positive definite.

Then,

− c1 f k2/k1
1 (x) ≤ f2(x) ≤ −c2 f k2/k1

1 (x), ∀x ∈ Rn, (2.8)

where c1 = −minx: f1(x)=1 f2(x) and c2 = −maxx: f1(x)=1 f2(x).

Proof. Define the set E = {x : fi(x) = 1}. Since f1(x) is continuous, the set E is

closed. Furthermore, it can shown that since f1 is continuous, homogenous and

positive-definite, f1 is radially unbounded, and therefore E is a bounded set. Conse-

quently, E is compact. Hence, c1 and c2 are well-defined, and hence by definition,

− c1 ≤ f2(x) ≤ −c2, (2.9)

for all x ∈ E. Now, consider any x 6= 0. Then, setting y = δr
f−1/k1
1 (x)

(x), we have by

homogeneity that

f1(y) = f1(δ
r
f−1/k1
1 (x)

(x)),

= ( f−1/k1
1 (x))k1 f1(x)),

= 1.

Hence, y ∈ E, and by (2.9),

− c1 ≤ f2(y) = f2(δ
r
f−1/k1
1 (x)

(x)) ≤ −c2 (2.10)

By homogeneity f2(δr
f−1/k1
1 (x)

(x)) = ( f−1/k1
1 (x))k2 f2(x)) = f−k2/k1

1 (x) f2(x). Substi-

tuting this into (2.10) and rearranging yields (2.8) for all x ∈ R\ {0}. Finally, (2.8)

holds trivially for x = 0, by Proposition 1 this concludes the proof. �

Proposition 6. (Rosier) [Rosier, 1992].

Consider the map φ : (0, ∞)× Sn−1 7→ Rn\{0} (where Sn−1 denotes the unit sphere in

Rn), defined by φ(t, x) = δr
t (x). Then, φ is a bijection. Furthermore, denoting its inverse

φ−1 : Rn\{0} 7→ (0, ∞)× Sn−1, by

ψ(x) = φ−1(x) = (ψt(x), ψy(x)).
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Then, ψt, ψy are C∞ on Rn\{0}, and

lim
‖x‖→0

ψt(x) = 0, lim
‖x‖→∞

ψt(x) = ∞.

2.4 Lyapunov Stability of Systems

Consider the system described by

ẋ = f (x, t). (2.11)

Definition 2.1. (Lyapunov stability) The equilibrium point xe = 0 of (2.11) is said to

be

1. stable if, for every ε > 0, there exist a δ = δ(ε) > 0 such that

‖x(0)‖ < 0⇒ ‖x(t)‖ < ε ∀t ≥ 0, (2.12)

2. unstable if it is not stable,

3. asymptotically stable if it is stable and δ can be chosen such that

‖x(0)‖ < δ⇒ lim
t→∞

x(t) = 0. (2.13)

Definition 2.4.1. Exponential stability.

The equilibrium point xe = 0 of (2.11) is exponentially stable if there exist posi-

tive constants δ, k, and λ such that

‖x(t)‖ ≤ k‖x(0)‖e−λt, ∀‖x(0)‖ ≤ δ ∀t ≥ 0 (2.14)

Given the definitions, we can now state the Lyapunov theorem for stability.

Theorem 2.4 (Lyapunov theorem). Let V : D → R be a continuous differential function

such that

V(0) = 0 and V(x) > 0 in D \ {0} . (2.15)

The equilibrium point xe is said to be
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1. stable if

V̇(x) ≤ 0 ∀x ∈ D, (2.16)

2. asymptotically stable if

V̇(x) ≤ 0 ∀x ∈ D \ {0} . (2.17)

The above definitions and theorem are valid in a neighborhood D around an equi-

librium point. We define the theorem for global stability next.

Theorem 2.5. Let V : Rn → R be a continuous differential function such that

V(0) = 0 and V(x) > 0 ∀x 6= 0. (2.18)

If V(x) is radially unbounded (‖x‖ → ∞⇒ V(x)→ ∞) and

V̇(x) < 0 ∀x 6= 0, (2.19)

then the equilibrium point xe = 0 is said to be globally asymptotically stable.

Definition 2.4.2. Invariant set.

A set S in the phase space is said to be invariant with respect to (2.11) if

x(0) ∈ S⇒ x(t) ∈ S ∀t ∈ R. (2.20)

Definition 2.4.3. Positively invariant set.

A set S in the phase space is said to be positively invariant with respect to (2.11)

if

x(0) ∈ S⇒ x(t) ∈ S ∀t ≥ 0. (2.21)

We can now state La Salle’s theorem.

Theorem 2.6 (La Salle’s theorem). Let Ω ⊂ D be a compact set that is positively invariant

with respect to (2.11). Let V : D → R be a continuously differentiable function such that

V̇(x) ≤ 0 in Ω. Let E be the set of all points in Ω where V̇(x) = 0. Let M be the largest

invariant set in E. Then every solution starting in Ω approaches M as t→ ∞.
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2.4.1 Finite-time stability

Consider the system

ẋ = f (x, t), f (0, t) = 0 ∀t ≥ 0, (2.22)

where f : U ×R+ → R is continuous on an open neighbourhood U of the origin

x = 0. The origin of the system is (locally) finite-time stable if it is Lyapunov stable

and finite-time convergent in a neighborhood U0 ⊂ U of the origin. Finite-time

convergence means that for any non-zero initial condition x(t0) = x0 ∈ U0 at any

initial time t0 ∈ R+, there exists a settling time T(x0, t0) > 0 such that every solution

x(t; t0, x0) is defined for [t0, T), x(t; t0, x0) ∈ U0\{0} for t0 ≤ t ≤ T, x(t; t0, x0) = 0

for t > T and limt→T x(t; t0, x0) = 0. When U = U0 = Rn, the origin of the system is

said to be globally finite-time stable. Next we illustrate some Lyapunov finite-time

stability results.

Lemma 2.7. Suppose that there is a continuously differentiable positive-definite function

V(x) on a neighborhood U1 ⊂ U of the origin, such that

L f V(x) ≤ −kVβ(x), ∀x ∈ U1, ∀t ∈ R+, (2.23)

where k > 0 and 0 < β < 1, and L f V(x) is the Lie derivative of V along the trajectory

f (x, t). then the origin of the system (2.22) is locally finite-time stable. The settling time

satisfies

T (x(t0), t0) ≤ t0 + V1−β(x(t0))/ (k(1− β)) . (2.24)

Proof. The condition (2.23) implies that the origin is asymptotically stable (since

V̇ = L f V(x) < 0 in a neighborhood of the origin, and V(x) does not depend on t

(otherwise additional conditions on V might need to be considered)). Consequently,

there exists a neighborhood U0 ⊂ U1 of the origin that x(t0) ∈ U0 implies that

x(t; t0, x0) ∈ U0 for all t ≥ t0 and limt→∞x(t; t0, x0) = 0. Now, consider a trajectory

such that of (2.22) and along this trajectory, using (2.23), we have

V̇ (x(t)) ≤ −kVβ(x(t)),

for all t > t0. Suppose thatx(t; t0, x0) 6= 0 on some interval t ∈ [t0, t̄) for some t̄ > t0.
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Then, define a function W(x) = V1−β(x). Since this is continuously differentiable

on U1\ {0}, we have for t ∈ [t0, t̄)

Ẇ (x(t)) = (1− β)V−β(x(t))V̇(x(t)) ≤ −k (1− β)V−β(x(t))Vβ(x(t)),

which leads to

Ẇ (x(t)) ≤ −k (1− β) .

Integrating this from t0 to t, we obtain the following:

W (x(t)) ≤W (x(t0))− k (1− β) (t− t0) . (2.25)

Hence, W(x(t)) and V(x(t)) must converge to zero in finite-time and this occurs

when the right-hand side of (2.25) becomes zero, which happens when

V(x(t0))
1−β = W (x(t0)) = k (1− β) t− k (1− β) t0,

which can be rearranged to give the right-hand side of (2.24). This concludes the

proof. �

2.5 Optimal Control

The general notion of the optimal control problem is to search for a control sequence

or history of the control vector u(t) ∈ U for t0 ≤ t ≤ t f , in which forces the system

state from initial value to its final value along a trajectory and minimizes (or max-

imizes) a cost function, J(q(t), u(t), t). The state history q(t) ∈ M for t0 ≤ t ≤ t f

in which a result from the application of the (optimal) control history is called an

optimal trajectory.

Consider the control system of the form:

q̇(t) = fu(q(t), u(t), t), q(t) ∈ M, u(t) ∈ U ⊂ Rm (2.26)

where M is a class C∞-manifold, U is an arbitrary subset of Rm called the control set

and fu(q(t), u(t), t) is a smooth vector field on M for a given u(t) ∈ U. Moreover, the
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admissible controls u(t) ∈ U are locally bounded mappings. Next, we substitute the

control u(t) into the control system (2.26) to obtain a ordinary differential equation

q̇(t) = fu(q(t), u(t), t). By Carathéodory’s Theorem, any point q0 ∈ M the system

can be identified as a Cauchy problem [Agrachev and Sachkov, 2004]

q̇(t) = fu(q(t), u(t), t) q(t0) = q0 (2.27)

which has a unique solution. In order to find the optimal control, we need to com-

pare all the admissible controls attainable on the interval
[
t0, t f

]
by using the fol-

lowing cost functional:

J(q(t), u(t), t) = φ
[
q(t f ), t f

]
+
∫ t f

t0

L [qu(t), u(t), t] dt (2.28)

where φ : M× R → R is the end cost function, the integrand L : M×U ×R → R

(also known as the Lagrangian) is a continuous mapping, qu(t) is a corresponding

solution (optimal trajectory) to problem (2.28) and u(t) is the control history on in-

terval
[
t0, t f

]
.

2.5.1 The optimal control problem

Given all admissible control u = u(t) in t ∈
[
t0, t f

]
, find the corresponding solution

qu(t) of the Cauchy problem that minimizes the cost functional J(q(t), u(t), t) and

satisfying the boundary condition:

minimize J(q(t), u(t), t0, t f ) = φ
[
q f , t f

]
+
∫ t f

t0

L [qu(t), u(t), t] dt (2.29)

such that

q̇(t) = fu(q(t), u(t), t)

eL ≤ e(q0, q f , t0, t f ) ≤ eU

hL ≤ h(q(t), u(t), t) ≤ hU

where q0 ≡ q(t0), q f ≡ q(t f ), eL, eU ∈ RNe are the lower and upper bounds on

the endpoint function, e : M×M×R×R → RNe , hL, hU ∈ RNh are the lower and
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upper bounds on the constraints function, h : M × U ×R → RNh . It is assumed

that all nonlinear functions in problem (2.29) are continuously differentiable and

Lipschitz-continuous over the domain M×U×R×R. The optimal control problem

is the minimization problem for J(q(t), u(t), t0, t f ) with control constraints and fixed

boundary conditions.
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CHAPTER 3

Velocity-Free Nadir-pointing

Attitude Stabilization

This chapter examines the attitude stabilization of an underactuated nadir-pointing

rigid spacecraft in a circular orbit in the presence of time-varying disturbances with-

out any angular velocity measurements (velocity-free). The aim of this chapter is to

develop a control system capable of stabilizing the underactuated rigid-body space-

craft system relative to its orbit. This is particularly important to satellites; for exam-

ple, to ensure optimal positioning antenna for stable communication or the pointing

of Earth-observing payloads. The spacecraft is placed in an orbital frame and the

goal is to stabilize the spacecraft relative to this frame. Aside from spacecraft control

we investigate a case where the angular velocity measurements is not available. A

nonlinear observer is used to estimate the angular velocity of the spacecraft to com-

plete an output feedback control law. A sliding mode control strategy is proposed

for this stabilization problem in conjunction with a nonlinear observer. The Local

ultimate-boundedness of the closed-loop system is rigorously proven. Numerical

examples demonstrate the performance of the controller in the presence of time-

varying disturbances, non-zero orbital eccentricity, inertia matrix uncertainties and

measurement noise in a sampled-data implementation. In particular, even though

the theoretical ultimate-boundedness guarantees are local, the numerical examples

demonstrate ultimate-boundedness even with large initial attitude errors.

27



CHAPTER 3. Velocity-Free Nadir-pointing Attitude Stabilization

3.1 Introduction

Angular velocity is a vital information that is required by most control strategies,

measured using sensors or computed numerically using various parameterizations

[Hughes, 1986]. There are works in literature investigating the underactuated space-

craft, some relevant results are outlined here.

Authors in [Gui, Vukovich, and S. Xu, 2015] successfully treated the control of

underactuated rigid spacecraft with two internal control torques by using a trans-

verse function method and recently, in [Gui and Vukovich, 2017], a finite-time an-

gular velocity observer was proposed. While the majority of the existing research

in the literature on spacecraft attitude control use full-state feedback (attitude and

angular velocity measurements are available) for control law formulation as such in

the works by [G. Godard and K. Kumar, 2010; Godard, K. Kumar, and A. Zou, 2013;

G. Godard, 2010; Trumpf et al., 2012; Khosravian and Namvar, 2012; Khosravian

and Namvar, 2010; Tayebi, 2007; Seo and Akella, 2007], there has also been interest

in velocity-free attitude control, since the availability of angular velocity measure-

ments is not always satisfied for reasons such as cost limitations or rate gyro fail-

ure. The use of nonlinear observers were first discussed by [Salcudean, 1991], where

the motivation was to obtain the angular velocity of a rigid-body from orientation

and torque measurements only, without the noisy numerical differentiation. Exam-

ples of velocity-free control include [Lizarralde and Wen, 1996], where the authors

developed a nonlinear filter of the quaternion using passivity approach without di-

rectly utilizing angular velocity measurements for a robot control problem. [Thakur

and Akella, 2015] utilized velocity-free attitude-stabilization control law that ensures

stabilization to the prescribed constant orientation using solely on vector measure-

ments for feedback. Chunodkar and Akella [Chunodkar and Akella, 2014] devel-

oped an exponentially converging switching velocity observer for rigid-body atti-

tude tracking control without angular velocity measurements and is independent of

controller design and proved almost global exponential stability for the estimation

error dynamics. The switching framework enabled the addition of terms to ensure

Lyapunov stability. Recent works regarding velocity-free attitude control problem

is published by [Xiao et al., 2014] and [Zlotnik and J. R. Forbes, 2017], where the
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authors in [Xiao et al., 2014] developed a velocity-measurement free control scheme

in conjunction with a nonlinear observer for fault-tolerant control system of a fully

actuated spacecraft with actuator torque bias and in the presence of external dis-

turbances. [Zlotnik and J. R. Forbes, 2017] developed nonlinear attitude estimator

based on direct vector measurements while utilizing the attitude error function to

achieve desirable convergence properties.

To the author’s best knowledge, velocity-free underactuated spacecraft attitude

control has not been dealt with in the existing literature. The majority of the afore-

mentioned literature on underactuated spacecraft attitude control is for stabilization

to an inertially fixed desired attitude. By contrast, this chapter considers the un-

deractuated attitude stabilization to a nadir-pointing attitude, similar to [Godard, K.

Kumar, and A. Zou, 2013; G. Godard, 2010; G. Godard and K.D. Kumar, 2011] which

outlined strategies involving the control of different underactuated axes. Notable

improvements in this chapter over Godard et al. [Godard, K. Kumar, and A. Zou,

2013; G. Godard, 2010] include the following: 1) the control law in this chapter does

not require angular velocity measurements; 2) the control law in this chapter does

not require knowledge of the disturbance torques (needed in the computation of the

higher order sliding mode in Godard et al. [Godard, K. Kumar, and A. Zou, 2013; G.

Godard, 2010]); 3) this chapter considers the full nonlinear dynamics in the analysis

of the closed-loop system behavior within a boundary layer of the sliding mode; 4)

The full-state feedback in [G. Godard and K.D. Kumar, 2011] utilized higher order

sliding mode which required a priori knowledge of the disturbances that needed to

be met, this is not the case for the full-state feedback control law developed here.

Chapter 3 is organized in the following manner. Section 3.2, presents the problem

formulation including the development of the relative underactuated rigid-body

spacecraft attitude dynamics and the control objective needed to be solved. In sec-

tion 3.3 homogeneity of functions is used to design the observer-based control law,

and the stability analysis is rigorously presented. Several examples of umerical sim-

ulations demonstrating the observer-based control law performance are included in

Section 3.5. Finally, Section 3.6 summarizes the chapter.
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3.2 Problem Formulation

In this section the coordinate system used, the kinematics and dynamics of the space-

craft model are outlined, and the attitude control problem is defined.

3.2.1 Coordinate frames

As seen in Figure 3.1, the Earth-centered inertial frame, denoted by FI , has its origin

at the center of the Earth, with the Z-axis passing through the celestial north pole,

the X-axis directed towards the vernal equinox, and the Y-axis completes the right-

handed triad. The orbital frame, as denoted by Fn, follows the instantaneous flight

path with origin at the spacecraft’s center of mass with the zn-axis pointing in the

nadir direction, the yn-axis points along the direction of the orbit anti-normal and

the xn-axis completing the triad. The spacecraft body-fixed frame is denoted by Fb.

FIGURE 3.1: Coordinate Topologies
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3.2.2 Spacecraft attitude kinematics and dynamics

The spacecraft is assumed to be in a Keplerian circular orbit of radius R. The cor-

responding orbital angular velocity is ω0 =
√

µ/R3, where µ ∈ R represents the

gravitational parameter of the Earth [Ruiter, Damaren, and J. Forbes, 2013].

The orientation of the body-fixed frame relative to the orbital frame is repre-

sented by a unit quaternion [εT η]T ∈ S3, which can be written as

 ε

η

 =

 e sin(φ/2)

cos(φ/2)

 , (3.1)

where e ∈ S2 and φ ∈ [−π, π] are the corresponding principal axis and angle of

rotation, respectively. Note that ε ∈ R3 is the vector part of the quaternion, while

η ∈ R is the scalar part.

The corresponding transformation matrix Cbn ∈ SO(3) that describes the rota-

tional transformation from orbital coordinates to body coordinates is given by

Cbn = (η2 − εTε)I + 2εεT − 2ηε×, (3.2)

where ε× ∈ R3×3 denotes the skew-symmetric matrix of the vector ε as given by

ε× =


0 −ε3 ε2

ε3 0 −ε1

−ε2 ε1 0

 . (3.3)

With the defined orbiting frame Fn, the angular velocity of spacecraft relative to the

inertial frame, ωbI ∈ R3, given in the body-fixed frame is given by,

ωbI = ωbn −ω0Cbne2, (3.4)

where, ωbn ∈ R3 is the relative body-orbital angular velocity.
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The kinematics equation of the spacecraft relative to the orbiting frame Fn are given

by,  ε̇

η̇

 =
1
2

 η I + ε×

−εT

ωbn. (3.5)

The spacecraft dynamics are governed by Euler’s equation given by [Hughes, 1986]

Jω̇bI + ω×bI JωbI = τu + τg + τd, (3.6)

where J ∈ R3×3 is the spacecraft inertia matrix, τu is the control torque, τg is the

gravity-gradient torque and τd are the all other disturbance torques acting on the

spacecraft. The spacecraft inertia matrix is assumed to have the form

J = diag{Jx, Jy, Jz}.

It is assumed that the spacecraft is only actuated about the pitch and yaw axes, such

that

τu = [0, τy, τz]
T. (3.7)

Remark. If the underactuated axis is the pitch axis, then due to the nature of the

attitude dynamics of the spacecraft, three-axis stability is not achievable directly.

The torque due to the gravity gradient, is given by [Hughes, 1986]

τg = 3ω2
0(Cbne3)

× JCbne3. (3.8)

3.2.3 Control objective

The control objective in this chapter is to regulate the body-orbital states (ε, ωbn) to a

neighborhood of the origin, without the use of angular velocity measurements. Due

to the assumption of bounded time-varying disturbances, there is no stable equilib-

rium for which the control can drive to and due nature of underactuated system, it

is more realistic to state that control objective be in the neighbourhood of the origin.
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Substitution of (3.4) and (3.8) into (3.6), together with (3.5) lead to the equations

of motion for ε and ω, which are

ε̇ =
1
2
(η I + ε×)ωbn, (3.9)

ω̇bn = J−1 (−(ωbn −ω0Cbne2)
× J(ωbn −ω0Cbne2)

+3ω2
0(Cbne3)

× JCbne3 −ω0 Jω×bnCbne2 + τu + τd
)

, (3.10)

3.3 Design of Underactuated Attitude Control Law

Since a local stability result will be obtained in this chapter, it is assumed that η(t) >

0 for all t ≥ 0 (the attitude error does not reach 180 degrees in rotation). Since (ε, η)

and (−ε,−η) represent the same attitude, one can take (choose the representation

(ε, η) for which η > 0)

η =
√

1− εTε. (3.11)

The kinematics in (3.9) can therefore be written as

ε̇ =
1
2

ω +
1
2
(A(ε)− I)ω, (3.12)

where

A(ε) =
√

1− εTεI + ε× (3.13)

The following well-known fact will be useful:

‖A(ε)‖ = 1, (3.14)

for all ε satisfying ‖ε‖ ≤ 1. Using (3.14), the following result can be obtained.

Proposition 7. ‖A(ε)− I‖ ≤ ‖ε‖(1 + ‖ε‖), for all ε satisfying ‖ε‖ ≤ 1.

Proof. Consider the function f (a) = ‖
√
(1− a)− 1‖ = 1−

√
1− a for 0 ≤ a ≤ 1,

and define g(a) = a− f (a). The derivative of g(a) for 0 ≤ a ≤ 1 is given by

dg
da

= 1− 1
2
√

1− a
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Hence, at a = 0 we have dg/da = 1/2. This means that g(a) is initially increasing.

Hence since g(0) = 0, we have g(a) > 0 for 0 ≤ a ≤ α, for some 1 ≥ a ≥ 0.

Now, suppose that at some point 1 ≥ a > α, g(a) < 0. By the intermediate value

theorem (since g is continuous), there exist α < ā < a, such that g(ā) = 0. This point

satisfies f (ā) = ā. Expanding and re-arranging gives 1− ā =
√

1− ā, which implies

that (1− ā)2 = 1− ā, which leads to ā(1− ā) = 0. This has only two possibilities,

ā = 0, 1. Hence, we have g(a) ≥ 0 for all 0 ≤ a ≤ 1, which implies that f (a) ≤ a for

all 0 ≤ a ≤ 1. Consequently, taking a = εTε, we have

‖
√

1− εTε− 1‖ ≤ ‖ε‖2

for all ε satisfying ‖ε‖ ≤ 1. Finally,

‖A(ε)− I‖ = ‖(
√

1− εTε− 1)I + ε×‖,

≤ ‖(
√

1− εTε− 1)I‖+ ‖ε×‖,

≤ ‖ε‖2 + ‖ε‖,

where ‖ε×‖ = ‖ε‖ has been made used of. This concludes the proof. �

Proposition 7 shows that the kinematics in (3.12) consist of a linear part and a

second order part in (ε, ωbn). A similar expansion for the dynamics equation in

(3.10) is now obtained. First, rewrite (3.10) as

ω̇bn = J−1 (−ω×bn Jωbn + ω0(ω
×
bn J − Jω×bn − (Jωbn)

×)Cbne2

+3ω2
0(Cbne3)

× JCbne3 −ω2
0(Cbne2)

× JCbne2 + τu + τd
)

. (3.15)

Each of the terms on the right hand side of (3.15) is now expanded. It is essential to

separate the linear and nonlinear terms of the equations of motion. This will allows

each term to be analyzed and design a control system to drive these terms to an
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ultimately bound. First, we have

− J−1ω×bn Jωbn =


Jy−Jz

Jx
ωyωz

Jz−Jx
Jy

ωxωz

Jx−Jy
Jz

ωxωy

 , (3.16)

which is second order in ω. Next, using the identity ε×ε× = εεT − εTεI [Hughes,

1986] together with (3.11) and the definition in (3.13), we get

Cbn =
(

η2 − εTε
)

I + 2εTε− 2ηε×,

=
(

1− εTε
)

I + 2εTε− 2ηε×,

= I + 2ε×ε× − 2ηε×,

= I + 2
(
η I − ε×

)
ε×,

= I − 2AT(ε)ε×. (3.17)

Consequently, Cbne2 = e2 − 2AT(ε)ε×, and upon expansion the second term in

(3.15) becomes

ω0 J−1(ω×bn J − Jω×bn − (Jωbn)
×)Cbne2 =


Jx+Jz−Jy

Jx
ω0ωz

0

− Jx+Jz−Jy
Jz

ω0ωx


+2ω0 J−1((JAT(ε)ε×e2)

×

−J(AT(ε)ε×e2)
× − (AT(ε)ε×e2)

× J)ωbn,

(3.18)

which consists of a linear and second order part in (ε, ωbn). For the third term in

(3.15), first expand

(Cbne3)
× JCbne3 = (e3 − 2AT(ε)ε×e3)

× J(e3 − 2AT(ε)ε×e3),

= e×3 Je3 + 2
(
(Je3)

× − e×3 J
)

AT(ε)ε×e3 + 4(AT(ε)ε×e3)
× JAT(ε)ε×e3.
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Since J is diagonal and e3 = [0, 0, 1]T, therefore e×3 Je3 = 0. Next, using AT(ε) =

I + AT(ε)− I, we have

2
(
(Je3)

× − e×3 J
)

AT(ε)ε×e3 = 2
(
(Je3)

× − e×3 J
)

ε×e3 + 2
(
(Je3)

× − e×3 J
)
(AT(ε)− I)ε×e3,

and expanding the first term leads to

2
(
(Je3)

× − e×3 J
)

AT(ε)ε×e3 = 2


(Jz − Jy)ε1

(Jz − Jx)ε2

0

+ 2
(
(Je3)

× − e×3 J
)
(AT(ε)− I)ε×e3.

Making use of the above results, one obtains

3ω2
0 J−1(Cbne3)

× JCbne3 = 6ω2
0


Jz−Jy

Jx
ε1

Jz−Jx
Jy

ε2

0

+ 6ω2
0
(
(Je3)

× − e×3 J
)
(AT(ε)− I)ε×e3

+12ω2
0(AT(ε)ε×e3)

× JAT(ε)ε×e3, (3.19)

which consists of a linear and second order part in (ε, ωbn) (AT(ε)− I is first order in

ε, and this is multiplied by ε× in (3.19) making the term second order). In a similar

manner, one obtains

−ω2
0 J−1(Cbne2)

× JCbne2 = 2ω2
0


Jz−Jy

Jx
ε1

0
Jx−Jy

Jz
ε3

− 2ω2
0
(
(Je2)

× − e×2 J
)
(AT(ε)− I)ε×e2

−4ω2
0(AT(ε)ε×e2)

× JAT(ε)ε×e2, (3.20)

which also consists of a linear and second order part in (ε, ωbn).

3.3.1 Control design for unactuated states

Defining the state vector x = [εT ωT
bn]

T, it is now partitioned into actuated and un-

actuated states by defining x1 = [εT ωx]T, and x2 = [ωy, ωz]T. Using the above
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developments, and noting that ωbn = ωxe1 + [e2 e3]x2, one can now obtain the dy-

namics for the unactuated states as

ẋ1 = Ā11x1 + Ā12x2 + g(x1) + h(x1, x2) + d, (3.21)

where

Ā11 =



0 0 0 1/2

0 0 0 0

0 0 0 0

8ω2
0(Jz − Jy)/Jx 0 0 0


, Ā12 =



0 0

1/2 0

0 1/2

0 ω0(Jx + Jz − Jy)/Jx


,

g(x1) =

 ωx(A(ε)− I)e1/2

a(x1),



a(x1) = 2ω0ωxeT
1 J−1((JAT(ε)ε×e2)

× − J(AT(ε)ε×e2)
× − (AT(ε)ε×e2)

× J)e1

+6ω2
0eT

1
(
(Je3)

× − e×3 J
)
(AT(ε)− I)ε×e3

+12ω2
0eT

1 (AT(ε)ε×e3)
× JAT(ε)ε×e3

−2ω2
0eT

1
(
(Je2)

× − e×2 J
)
(AT(ε)− I)ε×e2

−4ω2
0eT

1 (AT(ε)ε×e2)
× JAT(ε)ε×e2,

h(x1, x2) =

 (A(ε)− I)[e2 e3]x2/2

b(x1, x2)



b(x1, x2) =
Jy − Jz

Jx
ωyωz + 2ω0eT

1 J−1((JAT(ε)ε×e2)
×

−J(AT(ε)ε×e2)
× − (AT(ε)ε×e2)

× J)[e2 e3]x2,

d =

[
0 0 0 τdx/Jx

]T

. (3.22)

Using Proposition 7, it is clear that g(x1) is second order in x1.

Now, suppose that x2 can be used as a control input for the unactuated states x1.

Using the Popov-Belevitch-Hautus test [Zhou and Doyle, 1998], it can be seen that
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the pair (Ā11, Ā12) is controllable if and only if the matrix [Ā11 − λI Ā12] has full

rank for all λ ∈ C. Consequently, let K ∈ R2×4 be such that Ā11 − Ā12K is Hurwitz.

Next, we define the sliding variable

S = x2 + Kx1. (3.23)

Rearranging for x2, we have x2 = S− Kx1, and substituting into (3.21), we obtain

ẋ1 = (Ā11 − Ā12K)x1 + Ā12S + g(x1) + h(x1, S− Kx1) + d. (3.24)

Furthermore, from the definition of h(x1, x2) in (3.21)it can be seen that

h(x1, S− Kx1) = h1(x1) + h2(x1, S),

where h1(x1) is second order in x1, and h2(x1, S) satisfies

‖h2(x1, S)‖ ≤ (a‖x1‖+ b‖x1‖2)‖S‖+ c‖S‖2, (3.25)

for some a, b, c > 0.

Since Ā11 − Ā12K is Hurwitz, for any Q = QT > 0, there exists a P = PT > 0

such that (Ā11 − Ā12K)TP + P(Ā11 − Ā12K) = −Q [Zhou and Doyle, 1998]. Fixing

Q = QT > 0, consider the positive-definite function

V1(x1) = xT
1 Px1. (3.26)

Taking the time-derivative of V1 along trajectories of (3.24), leads to

V̇1 = −xT
1 Qx1 + 2xT

1 P(Ā12S + d) + 2xT
1 P(g(x1) + h1(x1)) + 2xT

1 Ph2(x1, S),

≤ −λmin(Q)‖x1‖2 + 2‖P‖‖x1‖(‖Ā12‖‖S‖+ ‖d‖) + 2‖P‖‖x1‖‖g(x1) + h1(x1)‖

+2‖P‖((a‖x1‖2 + b‖x1‖3)‖S‖+ c‖x1‖‖S‖2).

Suppose that ‖S‖ ≤ S̄ and ‖d‖ ≤ d̄, for some 0 < S̄ ≤ 1, d̄ > 0. Then, ‖S‖2 ≤ ‖S‖ ≤

S̄. Likewise, if the domain of x1 is restricted to ‖x1‖ < 1, one has ‖x1‖3 ≤ ‖x1‖2 ≤
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‖x1‖. Consequently,

V̇1 ≤ −λmin(Q)‖x1‖2 + 2‖P‖‖x1‖(ΓS̄ + d̄) + 2‖P‖‖x1‖‖g(x1) + h1(x1)‖

where Γ = ‖Ā12‖ + a + b + c. Next, since g(x1) and h(x1) are second order in x1,

given any υ > 0, there exists δ > 0 such that ‖g(x1) + h1(x1)‖ ≤ υ‖x1‖, for any x1

satisfying ‖x1‖ < δ. Consequently, for all x1 satisfying ‖x1‖ < min{δ, 1},

V̇1 ≤ −(λmin(Q)− 2‖P‖υ)‖x1‖2 + 2‖P‖‖x1‖(ΓS̄ + d̄)

We choose 0 < υ < λmin(Q)/(2‖P‖). Next, using the upper bound of

λmin(P)‖x1‖2 ≤ V1(x1) ≤ λmax(P)‖x1‖2, (3.27)

we have

V̇1 ≤ − (λmin(Q)− 2‖P‖υ)
λmax(P)

V1 +
√

V1
2‖P‖(ΓS̄ + d̄)√

λmin(P)
,

= −
√

V1

(
(λmin(Q)− 2‖P‖υ)

‖P‖
√

V1 −
2‖P‖(ΓS̄ + d̄)√

λmin(P)

)
, (3.28)

for all x1 satisfying ‖x1‖ < min{δ, 1}. From (3.28), one sees that V̇1 < 0 when

V1(x1) >

(
2‖P‖2(ΓS̄ + d̄)√

λmin(P)(λmin(Q)− 2‖P‖υ)

)2

, (3.29)

However, recall that this only holds when ‖x1‖ < min{δ, 1}. By (3.27),

V1(x1) < λmin(P)(min{δ, 1})2,

implies that ‖x1‖ < min{δ, 1}. Consequently, to guarantee feasibility for (3.29), the

following restriction is made:

2‖P‖2(ΓS̄ + d̄)
(λmin(Q)− 2‖P‖υ) < λmin(P)min{δ, 1}. (3.30)
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This is clearly satisfied if S̄ and d̄ are small enough. The following preliminary result

is obtained.

Lemma 3.1. Suppose that (3.30) holds, and that ‖S(t)‖ ≤ S̄, d(t) ≤ d̄ for all t ∈ [0, T),

for some T ∈ R+
⋃{∞}. If x1(0) satisfies V1(x1(0)) < λmin(P)(min{δ, 1})2, then

V(x1(t)) < λmin(P)(min{δ, 1})2 for all t ∈ [0, T). If T = ∞, and lim supt→∞ ‖S(t)‖ ≤

S` < S̄, then

lim sup
t→∞

‖x1(t)‖ ≤
2‖P‖2(ΓS` + d̄)

λmin(P)(λmin(Q)− 2‖P‖υ) .

Proof. First, note that V̇1 < 0 when (3.29) holds. Consequently,

V1(x1(t)) ≤ min


(

2‖P‖2(ΓS̄ + d̄)√
λmin(P)(λmin(Q)− 2‖P‖υ)

)2

, V1(x1(0))

 < λmin(P)(min{δ, 1})2,

for all t ∈ [0, T). Next, for any α > 0 satisfying S` + α < S̄, by definition of S`, there

exists t̄ ≥ 0, such that for all t ≥ t̄, ‖S(t)‖ ≤ S` + α/2. Consequently, in (3.28) one

can replace S̄ by S` + α/2 from time t̄ onwards. If

V1(x1(t̄)) ≤
(

2‖P‖2(Γ(S` + α) + d̄)√
λmin(P)(λmin(Q)− 2‖P‖υ)

)2

,

then,

V1(x1(t)) ≤
(

2‖P‖2(Γ(S` + α) + d̄)√
λmin(P)(λmin(Q)− 2‖P‖υ)

)2

,

for all t ≥ t̄, since V̇1 < 0 on the boundary of this set. Define the set

E ∆
= {x1 ∈ R4 :

(
2‖P‖2(Γ(S` + α) + d̄)√

λmin(P)(λmin(Q)− 2‖P‖υ)

)2

< V1(x1) < λmin(P)(min{δ, 1})2}.

Now consider the case that x1(t̄) lies in the interior of E. In this case, since E is

compact, and the right-hand side of (3.28) is strictly negative on E, there exists a

β > 0 such that V̇1 ≤ −β for all x1 ∈ E. Consequently, there exists a finite time

t′ > t̄, such that

V1(x1(t)) ≤
(

2‖P‖2(Γ(S` + α) + d̄)√
λmin(P)(λmin(Q)− 2‖P‖υ)

)2

,
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for all t ≥ t′. Since α > 0 was arbitrary, it follows that

lim sup
t→∞

V1(x1(t)) ≤
(

2‖P‖2(ΓS` + d̄)√
λmin(P)(λmin(Q)− 2‖P‖υ)

)2

.

Applying (3.27) yields the desired expression for lim supt→∞ ‖x1(t)‖. This concludes

the proof. �

3.3.2 Control design for actuated states

Now that the result in Lemma 3.1 has been established, the control design task is to

guarantee that ‖S(t)‖ ≤ S̄ for all t ≥ 0. Note that the sliding variable S in (3.23) can

be rewritten as

S = K1ωbn + K2ε, (3.31)

where K1 = [k4 I], K2 = [k1 k2 k3], and ki denotes the ith column of K. Defining the

reduced control torque

τ̄u = [τy, τz]
T, (3.32)

differentiating (3.31) and utilizing (3.9) and (3.15), leads to

Ṡ = Ωτ̄u + ξ(ε, η), (3.33)

where

Ω = K1 J−1


0 0

1 0

0 1

 ,

and

ξ(ε, η) = K1 J−1 (−ω×bn Jωbn + ω0(ω
×
bn J − Jω×bn − (Jωbn)

×)Cbne2 + 3ω2
0(Cbne3)

× JCbne3

−ω2
0(Cbne2)

× JCbne2 + τd
)
+ K2A(ε)ωbn/2.

We find that ‖ξ(ε, ωbn)‖ ≤ χ1 + χ2‖ωbn‖+ χ3‖ωbn‖2 ∆
= φ, for some χ1, χ2, χ3 > 0.
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Full-state feedback control

To motivate the velocity-free case, the full state feedback case is considered first.

Define the control law to be

τ̄u = Ω−1ū, (3.34)

where

ū = −(σS + ψ), (3.35)

with σ > 0 and

ψ = φ tanh
(

2φkuS
δ̄

)
,

where δ̄ > 0 and ku = 0.2785. One has the following property [Polycarpou and

Ioannou, 1996]:

STξ − STψ ≤ δ̄ (3.36)

Lemma 3.2. With the control law in (3.35), one has ‖S(t)‖ ≤ min{‖S(0)‖,
√

δ̄/σ}, and

lim sup
t→∞

‖S(t)‖ ≤
√

δ̄/σ

Proof. Define Vs(S) = 1
2 STS. Differentiating along a trajectory of (3.33) with control

law (3.35), and using (3.36) one obtains V̇s ≤ −2σVs + δ̄. The conclusion can be

reached by applying similar arguments as in the proof of Lemma 3.1. �

The main result for the full state feedback case can now be presented.

Theorem 3.3. Suppose that (3.30) holds. Select δ̄, σ in (3.35), such that δ̄/σ < S̄. Then,

provided x1(0) and x2(0) are chosen such that V1(x1(0)) < λmin(P)(min{δ, 1})2 and

‖S(0)‖ ≤ S̄, the following holds

lim sup
t→∞

‖x1(t)‖ ≤
2‖P‖2(Γ

√
δ̄/σ + d̄)

λmin(P)(λmin(Q)− 2‖P‖υ) .

Proof. This follows immediately from Lemmas 3.1 and 3.2. �
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Velocity-free feedback control

This subsection investigates the case where only the attitude error quaternion

(ε, η) ∈ S3 is available. The relative angular velocity ωbn is replaced in the con-

trol law (3.35) by an estimate ω̂bn which comes from a finite-time observer that is

defined in the next section. The observer will actually provide an estimate ω̂bI of the

spacecraft inertial angular velocity ω̂bI , such that the estimate ω̂ is obtained from

ω̂bn = ω̂bI + ω0Cbne2. (3.37)

The estimation error of ω̂bI is defined as

ω̃ = ωbI − ω̂bI . (3.38)

Consequently, since ωbn = ωbI + ω0Cbne2, one has

ω̂bn = ωbn − ω̃ (3.39)

Replacing ωbn with ω̂bn in (3.35) results in the control law

ū = −(σŜ + ψ̂), (3.40)

where

Ŝ = K1ω̂bn + K2ε, ψ̂ = φ̂ tanh

(
2φ̂kuŜ

δ̄

)
, φ̂ = χ1 + χ2‖ω̂bn‖+ χ3‖ω̂bn‖2. (3.41)

Recall that x = [εT ωT
bn]

T. Using (3.35), (3.39) and (3.40), the control input (3.40) can

be rewritten as

ū = −(σS + ψ) + ∆ū(x, ω̃), (3.42)

where

∆ū(x, ω̃) = σK1ω̃ + ψ− ψ̂, (3.43)

noting that ψ in (3.35) is a function of x, while ψ̂ in (3.40) can be viewed as a function

of (x, ω̃) because of (3.39). Next, note that ∆ū in (3.43) is continuous in (x, ω̃) on
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R6 ×R3. Furthermore, ∆ū(x, 0) = 0 for all x ∈ R6.

Proposition 8. Fix r > 0 and define the set W = {(x, ω̃) ∈ R6 ×R3 : ‖x‖ ≤ r, ω̃ =

0}. Then, for any ρ > 0 there exists an $(r) > 0 such that ‖ω̃‖ < $(r) implies that

‖∆ū(x, ω̃)‖ < ρ for all x satisfying ‖x‖ ≤ r.

Proof. First, note that the set W is compact. Next, choose arbitrary ρ > 0. Conti-

nuity of ∆ū implies that for each point (x, 0) ∈ W, there exists $x > 0 such that

‖∆ū(y, ω̃)‖ < ρ for all (y, ω̃) ∈ B$x(x)× B$x(0) (where Bε(x) denotes the open ball of

radius ε centered on x). Next, the collection of all such sets B$x(x)× B$x(0) (with x ∈

B̄r(0)) form an open cover of W. Hence, since W is compact, there exist x1, ..., xn ∈

B̄r(0), such that W ⊂ ⋃n
i=1 B$xi(xi) × B$xi(0). By construction, ‖∆ū(y, ω̃)‖ < ρ

for all (y, ω̃) ∈ ⋃n
i=1 B$xi(xi) × B$xi(0). Define $(r) = min{$x1, ..., $xn}. Then,

B̄r(0)× B$(r)(0) ⊂
⋃n

i=1 B$xi(xi)× B$xi(0), from which the conclusion follows. �

Using Proposition 8, one obtains the following extension of Lemma 3.2.

Lemma 3.4. Fix r > 0, and suppose that ‖x(t)‖ ≤ r for all t ∈ [0, t̄), where t̄ ∈ R+
⋃{∞}.

Then, for a given ρ > 0, there exists $(r) > 0 such that ‖ω̃(t)‖ < $(r) for all t ≥ [0, t̄) im-

plies that ‖S(t)‖ ≤ min{‖S(0)‖, (ρ +
√

ρ2 + 4σδ̄)/(2σ)} for all t ≥ [0, t̄). Furthermore,

if t̄ = ∞, then

lim sup
t→∞

‖S(t)‖ ≤
ρ +

√
ρ2 + 4σδ̄

2σ

Proof. Define Vs(S) = 1
2 STS. Differentiating along a trajectory of (3.33) with control

law (3.42), one obtains V̇s ≤ −2σVs + δ̄ + ST∆ū. Using Proposition 8, one obtains for

t ∈ [0, t̄) that V̇s ≤ −2σVs + ρ
√

2
√

Vs + δ̄. From this, it can be obtained that V̇s < 0

when

Vs >
1
8

ρ +
√

ρ2 + 4σδ̄

σ

2

The conclusion follows by applying similar arguments as in the proof of Lemma

3.1. �

3.3.3 Observer design

Let q = (qv, q4) ∈ S3 be a unit quaternion representation of the spacecraft inertial

attitude (note that this is directly related to (ε, η), since the orbiting frame is known).
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The spacecraft equations of motion relative to the inertial frame are then given by

q̇ =
1
2

B(q)ωbI , (3.44)

Jω̇bI = −ω×bI JωbI + τg + τu + τd, (3.45)

where

B(q) =

 P(q)

−qT
v

 , P(q) = q4 I + q×v .

Let q̂, ω̂bI be the estimates of q, ωbI respectively, and define the attitude estimation

error q̃ = (q̃v, q̃4) by C(q̃) = C(q)CT(q̂) and ω̃ = ωbI − ω̂bI , where

C(q) = (q2
4 − qT

v qv)I + 2qvqT
v − q4q×v , (3.46)

is the rotation matrix corresponding to q. Let q̂ satisfy

˙̂q =
1
2

B(q̂)p, (3.47)

for some p, or equivalently [Hughes, 1986], Ċ(q̂) = −p×C(q̂). Consequently, it is

straightforward to show that Ċ(q̃) = −(ωbI − C(q̃)p)×C(q̃), which is equivalent to

˙̃q = B(q̃)(ωbI − C(q̃)p). (3.48)

The observer is now defined as

˙̂q =
1
2

B(q̂)CT(q̃)
(

ω̂bI + γ1P−1(q̃)sigα(q̃v)
)

, (3.49)

J ˙̂ωbI = −ω̂×bI Jω̂bI + τg + τu + γ2 Jsigα1(q̃v), (3.50)

where γ1, γ2 > 0, α ∈ (1/2, 1), and α1 = 2α − 1. Note that P−1(q̃) is invertible

provided ‖q̃v‖ < 1. Since a local stability result is obtained, this restriction poses

no problem. Utilizing (3.45), (3.47), (3.48), (3.49), and (3.50), one obtains the error
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equations

˙̃qv =
1
2

B(q̃)
(

ω̃− γ1P−1(q̃)sigα(q̃v)
)

, (3.51)

˙̃ω = −γ2sigα1(q̃v)− J−1(ω×bI JωbI − ω̂×bI Jω̂bI) + J−1τd. (3.52)

Next, using the definition of ω̃, it is straightforward to show that

ω×bI JωbI − ω̂×bI Jω̂bI = ω̃× JωbI + ω×bI Jω̃− ω̃× Jω̃.

Finally, since a local stability result is pursued, with the assumption that ‖q̃v‖ < 1,

choose q̃4 > 0. Defining x̃ = [q̃T
v , ω̃T]T, the observer error dynamics in (3.51) and

(3.52) can be written as

˙̃x = gα(x̃) + f (q̃v, ω̃, ωbI) + d̃, (3.53)

where

gα(x̃) =

 g1α(x̃)

g2α(x̃)

 , f (q̃v, ω̃, ωbI) =

 f1(q̃v, ω̃)

f2(ω̃, ωbI)

 , d̃ =

 0

J−1τd

 , (3.54)

g1α(x̃) = ω̃/2− γ1sigα(q̃v), g2α(x̃) = −γ2sigα1(q̃v)

f1(q̃v, ω̃) =
1
2
(A(q̃v)− I) ω̃,

f2(ω̃, ωbI) = −J−1 (ω̃× JωbI + ω×bI Jω̃− ω̃× Jω̃
)

.

It can be verified that gα is homogeneous of degree k = α − 1 with respect to the

dilation δr
λ(x̃) = [λq̃T

v , λαω̃T]T.

A strict Lyapunov function will now be constructed for the nominal system cor-

responding to (3.53) (with f ≡ d̃ ≡ 0). For the purposes of Lyapunov function

construction, the requirement on α will be relaxed to α ∈ (1/2, ∞). When α = 1, the

vector field gα(x̃) becomes

gα=1(x̃) = Mx̃,
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where

M =

 −γ1 I I/2

−γ2 I 0

 .

This is Hurwitz for any γ1, γ2 > 0. Consequently, for fixed γ1, γ2 > 0 there exists a

positive-definite symmetric matrix N ∈ R6×6 such that

MT N + NM = −I. (3.55)

Next, define V̄(x̃) = x̃T Nx̃. Note that this is infinitely continuously differentiable,

positive-definite and radially unbounded. Furthermore, by (3.55), one has

Lgα=1V̄(x̃) = −‖x̃‖2 < 0. (3.56)

The procedure in Rosier [Rosier, 1992] is now used to construct a homogeneous

Lyapunov function from V̄. To this end, define

Vα(x̃) =
∫ ∞

0+

1
t`+1 a(V̄(δ

r(α)
t (x̃)))dt, (3.57)

where ` ≥ 2 and a ∈ C∞(R, R) satisfies

a(t) =

 0, t ∈ (−∞, 1],

1, t ∈ [2, ∞)

with da/dt ≥ 0 for all t ∈ R. From the results in Rosier [Rosier, 1992], one obtains

the following properties of Vα:

Proposition 9. Vα : Rn → R in (3.57) is well-defined and satisfies the following properties:

1. Vα is positive-definite and radially unbounded.

2. Vα is homogeneous of degree ` with respect to the dilation δ
r(α)
λ .

3. Vα is infinitely differentiable on Rn \ {0} and continuously differentiable at x̃ = 0.

Next, the Lie derivative of Vα along gα is examined. Since gα(0) = 0, it is clear

that Lgα Vα(0) = 0. Hence, focus on Lgα Vα(x̃) for x 6= 0. By [Rosier (1992)], any x̃ 6= 0

can be written as δ
r(α)
λ (x̄), for some λ > 0 and x̄ ∈ S5. By Proposition 4, Lgα Vα is
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homogeneous of degree `+ k with respect to the dilation δ
r(α)
λ . Hence, for any x̃ 6= 0,

Lgα Vα(x̃) = Lgα Vα(δ
r(α)
λ (x̄)) = λ`+kLgα Vα(x̄), (3.58)

for some λ > 0 and x̄ ∈ S5, indicating that to show Lgα Vα(x̃) < 0 for all x̃ 6= 0, it

suffices to show that Lgα Vα(x̃) < 0 for all x̃ ∈ S5.

Proposition 10. Choose 0 < a < 1 < b. Then, there exist 0 < l < L the following hold:

1. V̄(δ
r(α)
t (α)(x)) < 1 for all 0 < t < l

2. V̄(δ
r(α)
t (α)(x)) > 2 for all t > L

3.

Vα(x) =
∫ L

l

1
t`+1 a(V̄(δ

r(α)
t (x)))dt +

2
kLk . (3.59)

Proof. Consider the set A = {x̃ = (y, z) ∈ R3 ×R3 : a ≤ ‖x̃‖ ≤ b}. Note that by

equivalence of norms on R6, there exist ζ, β > 0 such that ζ‖x̃‖1 ≤ ‖x̃‖ ≤ β‖x̃‖1.

Hence, for t > 0,

ζ(t‖y‖1 + tα‖z‖1) ≤ ‖δr(α)
t (x̃)‖ ≤ β(t‖y‖1 + tα‖z‖1)

which leads to

ζ

β
min{t, tα}‖x̃‖ ≤ ‖δr(α)

t (x̃)‖ ≤ β

ζ
max{t, tα}‖x̃‖.

Hence, for x̃ ∈ A,

ζ

β
a min{t, tα} ≤ ‖δr(α)

t (x̃)‖ ≤ β

ζ
b max{t, tα} (3.60)

Next, note that

max{t, tα} < t1/2, 0 < t < 1, and min{t, tα} > t1/2, t > 1, (3.61)

for all α ∈ (1/2, ∞). By continuity of V̄(x) at x = 0, there exists a δ > 0, such that

‖x‖ ≤ δ implies that V(x) ≤ 1. Likewise, by radial unboundedness of V̄(x), there
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exists an r > 0 such that ‖x‖ ≥ r implies V̄(x) ≥ 2. By (3.60), it follows that there

exists 0 < ` < L, such that for all x̃ ∈ A and α ∈ (1/2, ∞), 0 ≤ t ≤ ` implies that

‖δr(α)
t (x̃)‖ ≤ δ, and t ≥ L implies that ‖δr(α)

t (x̃)‖ ≥ r. Hence, V̄(δ
r(α)
t (x̃)) ≤ 1 when

0 ≤ t ≤ `, and V̄(δ
r(α)
t (x̃)) ≥ 2 when t ≥ L, which are properties 1 and 2. Finally,

property 3 is obtained by applying these two properties to (3.57). This concludes the

proof. �

Using Proposition 10, for x̃ ∈ S5 and α ∈ (1/2, ∞),

Lgα Vα(x̃) =
∫ L

l

1
t`+1 a′(V̄(δ

r(α)
t (x̃)))

∂V̄
∂x̃

(δ
r(α)
t (x̃))

∂δ
r(α)
t

∂x̃
(x̃)gα(x̃)dt.

Next, the homogeneity of gα of degree α− 1 with respect to dilation δ
r(α)
λ implies that

∂δ
r(α)
t

∂x
(x)gα(x) =

1
tα−1 gα(δ

r(α)
t (x̃)).

Consequently,

Lgα Vα(x̃) =
∫ L

l

1
t`+α

a′(V̄(δ
r(α)
t (x̃)))Lgα V̄(δ

r(α)
t (x̃))dt. (3.62)

Now, define the function h(x̃, t, α) = Lgα V̄(δ
r(α)
t (x̃)), which is continuous on R6 ×

R+ × (1/2, ∞). By (3.56), h(x̃, t, 1) < 0 for all (x̃, t) ∈ S5× [`, L]. Consequently, since

the set S5 × [`, L]× {1} is compact, there exists ς < 0 such that h(x̃, t, 1) ≤ ς for all

x̃ ∈ S5 × [`, L]. Choose any ς̄ satisfying ς < ς̄ < 0. Then, in a similar manner to the

proof of Proposition 8, there exists ᾱ, satisfying 0 < ᾱ ≤ 1/2, such that h(x̃, t, α) <

ς̄ < 0 for all (x̃, t) ∈ S5 × [`, L] when 1− ᾱ < α < 1 + ᾱ. Finally, by properties 1. and

2. of Proposition 10 and the definition of a(t), for any x̃ ∈ S5, the term a′(V̄(δ
r(α)
t (x̃)))

must be positive on some sub-interval of [l, L] (otherwise a(s) cannot transition from

0 → 1 as s goes from 1 → 2). Consequently, (3.62) shows that Lgα Vα(x̃) < 0 for all

x̃ ∈ S5, and as explained previously, this implies that Lgα Vα(x̃) < 0 for all x̃ 6= 0.

Applying Proposition 5, for 1/2 ≤ ᾱ < α < 1 there exists c(α) > 0 such that

Lgα Vα(x̃) ≤ −c(α)V(`+k)/`
α (x̃), (3.63)

for all x̃ ∈ R6.
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Having obtained a Lyapunov function for the nominal system given by gα(x̃),

the remaining terms f (q̃v, ω̃, ωbI) and d̃ in (3.53) are now dealt with. The term

f (q̃v, ω̃, ωbI) is analyzed first, following the approach in [Du and S. Li, 2012] and

[Gui and Vukovich, 2016]. Suppose that there exists a λ0 > 0, such that

L f Vα(δ
r(α)
λ (x̃)) ≤ λ`+k c(α)

2
d, (3.64)

for all x̃ ∈ S5, when 0 < λ < λ0, where d = minx̃∈S5 V(`+k)/`
α (x̃). Define the set

U = {x̃ ∈ R : x̃ = δ
r(α)
λ (x̄), x̄ ∈ S5, 0 ≤ λ < λ0}. (3.65)

Proposition 11 (Gui et. al. (Gui, Vukovich, and S. Xu, 2016)). The set U in (3.65) is

open and contains the origin.

If (3.64) holds, then by the definition of d, we obtain

L f Vα(δ
r(α)
λ (x̃)) ≤ λ`+k c(α)

2
V(`+k)/`

α (x̃), (3.66)

for all x̃ ∈ S5, when 0 < λ < λ0. Any x̃ 6= 0 can be written as δ
r(α)
λ (x̄), for some

λ > 0 and x̄ ∈ S5 [Rosier, 1992]. Hence, for arbitrary x̃ 6= 0, (3.66) leads to

L f Vα(x̃) = L f Vα(δ
r(α)
λ (x̄)) ≤ λ`+k c(α)

2
V(`+k)/`

α (x̄),

=
c(α)

2

(
λ`Vα(x̄)

)(`+k)/`

=
c(α)

2

(
Vα(δ

r(α)
λ (x̄))

)(`+k)/`
,

=
c(α)

2
V(`+k)/`

α (x̃), (3.67)

where homogeneity of Vα has been applied in the fourth step. Continuity of L f Vα

and Vα imply that (3.67) holds for x̃ = 0 also. As a result, combining (3.63) and (3.67),

Lgα+ f Vα(x̃) ≤ − c(α)
2

V(`+k)/`
α (x̃), ∀x̃ ∈ U. (3.68)
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It remains to establish the condition in (3.64). Note that (3.64) is equivalent to the

existence of λ0 > 0, such that

L f Vα(δ
r(α)
λ (x̃))

λ`+k ≤ c(α)
2

d, (3.69)

for all x̃ ∈ S5, when 0 < λ < λ0. For x̃ = [ε̃T, ω̃T]T ∈ S5,

L f Vα(δ
r(α)
λ (x̃))

λ`+k =
∂Vα

∂q̃v
(δ

r(α)
λ (x̃))

f1(λq̃v, λαω̃)

λ`+k +
∂Vα

∂ω̃
(δ

r(α)
λ (x̃))

f2(λαω̃, ωbI)

λ`+k ,

= λ`−1 ∂Vα

∂q̃v
(x̃)

f1(λq̃v, λαω̃)

λ`+k + λ`−α ∂Vα

∂ω̃
(x̃)

f2(λαω̃, ωbI)

λ`+k ,

=
∂Vα

∂q̃v
(x̃)

f1(λq̃v, λαω̃)

λα
+

∂Vα

∂ω̃
(x̃)

f2(λαω̃, ωbI)

λ2α−1 , (3.70)

where Proposition 3 and the fact that k = α − 1 have been used. Since ∂Vα/∂q̃v

and ∂Vα/∂ω̃ are continuous, they are uniformly bounded on S5. Hence, only the

terms f1(λq̃vλαω̃)/λα and f2(λαω̃, ωbI)/λ2α−1, need to be considered. The term f1

is examined first. From (3.54), f1(λq̃v, λαω̃) = 1
2 (A(λq̃v)− I) λαω̃. For ‖q̃v‖ = 1

(which can occur when x̃ ∈ S5), this only makes sense when λ < 1. Hence, the

search for λ0 > 0 is restricted such that λ0 < 1. Now, applying Proposition 7, for

all x̃ ∈ S5, and using the fact that ‖q̃v‖, ‖ω̃‖ ≤ ‖x̃‖ = 1 yields ‖ f1(λq̃v, λαω̃)‖/λα ≤

λ(1 + λ)/2. Clearly, f1(λq̃vλαω̃)/λα → 0 as λ ↓ 0, uniformly on S5.

Next, we examine f2. From (3.54), ‖ f2(ω̃, ωbI)‖ ≤

‖J−1‖‖J‖ (‖ω̃‖(2‖ωbI‖+ ‖ω̃‖)). Now, ωbI is time-varying, so an additional

assumption is needed in order to be able to proceed. Assume that ‖ω‖ is bounded

by some ω̄. This then implies that ‖ωbI‖ ≤ ω̄ + ω0. Consequently,

‖ f2(λαω̃, ωbI)‖
λ2α−1 ≤ λ1−α‖J−1‖‖J‖ (2(ω̄ + ω0) + λα) , (3.71)

where the fact that ‖ω̃‖ ≤ ‖x̃‖ = 1 has been used. It is now clear that

f2(λαω̃, ωbI)/λ2α−1 → 0 as λ ↓ 0, uniformly on S5, provided ‖ω‖ ≤ ω̄.

Based on the above analysis, one can conclude that it is indeed possible to find

λ0(ω̄) > 0, such that (3.64) holds for all x̃ ∈ S5, when 0 < λ < λ0(ω̄). It is important

to note that λ0(ω̄) is a function of the bound ω̄, and consequently, so is the set U,
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given in (3.65). In fact, from (3.71) it can be seen that λ0(ω̄) decreases (and conse-

quently U(ω̄) shrinks) as ω̄ increases. To show the dependence of U on ω̄, from this

point on it shall be denoted by U(ω̄).

While for a given bound ω̄, it has been established that (3.68) holds on the open

set U(ω̄), it will be useful to find an open sublevel set of Vα, contained in U(ω̄), since

this will then become an invariant set, and in the absence of the disturbance τd, will

be inside the domain of attraction of the observer. To this end, since U(ω̄) is open, let

η > 0 be the radius of a closed ball contained inside U(ω̄). Let κ̄ = minx̃∈ηS5 Vα(x̃) >

0. The set

W = {x̃ ∈ Bη(0) : Vα(x̃) < κ̄}, (3.72)

is such a set.

Finally the term d̃ in (3.53) is handled. For any x̃ ∈ S5, one has from (3.54) that

Ld̃Vα(δ
r(α)
λ (x̃)) =

∂Vα

∂ω̃
(δ

r(α)
λ (x̃))J−1τd,

= λ`−α ∂Vα

∂ω̃
(x̃)J−1τd,

≤ λ`−α

∥∥∥∥∂Vα

∂ω̃
(x̃)
∥∥∥∥ ‖J−1‖‖τd‖, (3.73)

where Proposition 3 has been used. Assume that the external disturbance torque is

uniformly bounded by ‖τd‖ ≤ τ̄d, and define

a = max
x̃∈S5

∥∥∥∥∂Vα

∂ω̃
(x̃)
∥∥∥∥ ‖J−1‖, b = min

x̃∈S5
V(`−α)/`

α (x̃) > 0.

By definition of b, V(`−α)/`
α (x̃)/b ≥ 1 for all x̃ ∈ S5. Using these bounds in (3.73)

leads to

Ld̃Vα(δ
r(α)
λ (x̃)) ≤ aτ̄d

b
λ`−αV(`−α)/`

α (x̃),

for all x̃ ∈ S5. Using the same homogeneity and continuity arguments as made from

equations (3.66) to (3.67), one finds that

Ld̃Vα(x̃) ≤ aτ̄d

b
V(`−α)/`

α (x̃), (3.74)

for all x̃ ∈ R6.
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Finally, combining (3.68) and (3.74), one finds that when ‖ω‖ ≤ ω̄, for trajectories

inside U(ω̄) we have

V̇α(x̃(t)) = Lgα+ f Vα(x̃) + Ld̃Vα(x̃(t)),

≤ − c(α)
2

V(`+α−1)/`
α (x̃) +

aτ̄d

b
V(`−α)/`

α (x̃),

= −V(`−α)/`
α (x̃)

(
c(α)

2
V(2α−1)/`

α (x̃)− aτ̄d

b

)
. (3.75)

From this, it is seen that V̇α < 0 when

Vα(x̃) >
(

2aτ̄d

c(α)b

)`/(2α−1)

. (3.76)

Consequently, to guarantee feasibility for (3.76), the following restriction is made

(compare to (3.30)) (
2aτ̄d

c(α)b

)`/(2α−1)

< κ̄. (3.77)

This is clearly satisfied if τ̄d is small enough.

The following result is now obtained:

Lemma 3.5. Choose α ∈ (ᾱ, 1). Suppose that ‖ω(t)‖ ≤ ω̄ and ‖τd(t)‖ ≤ τ̄d for all t ∈

[0, t̄), for some t̄ ∈ R+
⋃{∞}, and that (3.77) is satisfied. If x̃(0) satisfies Vα(x̃(0)) < κ̄,

then Vα(x̃(t)) < κ̄ and ‖x̃(t)‖ < η for all t ∈ [0, T). If T = ∞, then

lim sup
t→∞

Vα(x̃(t)) ≤
(

2aτ̄d

c(α)b

)`/(2α−1)

, and lim sup
t→∞

‖x̃(t)‖ ≤ η` < η,

where

η` = max
x̃∈F
‖x̃‖, F =

{
x̃ ∈ U(ω̄) : Vα(x̃) ≤

(
2aτ̄d

c(α)b

)`/(2α−1)
}

.

Proof. This can be obtained using similar arguments as in the proof of Lemma 3.1,

noting that x̃(t) ∈ W ⊂ Bη(0) for all t ∈ [0, t̄) (see the definition of W in (3.72)), and

the fact that when t̄ = ∞, x̃(t)→ F ⊂ Bη`(0) as t→ ∞. �

Remark. In the absence of disturbances (τd ≡ 0), the observer in (3.49) and (3.50)

is finite-time convergent when α < 1. As shown in [Du, S. Li, and Qian, 2011]

and [A.M. Zou, 2014], finite-time control laws can generally provide convergence

in finite-time. In comparison to asymptotic control laws, finite-time control laws
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provide higher precision control performance and better disturbance rejection prop-

erties. Anticipating similar properties for finite-time observers, this is the reason

why the parameter α has been included in the proposed observer. In the case α = 1,

a similar result to Lemma 4 can be obtained using V̄(x̃) directly (without the need

for Vα), and in this case the observer becomes asymptotically convergent in the ab-

sence of disturbances. Ultimately, α provides another tuning parameter for the user

to improve the closed-loop performance.

3.4 Main Result

The main result can now be presented.

Theorem 3.6. Consider the system described by (3.9) and (3.10), together with the observer-

based control law in (3.34), (3.37), (3.40), (3.49) and (3.50). Then, provided the disturbance

torque τd is small enough (as precisely outlined in (3.78) and (3.79)), the control and observer

parameters can be chosen such that ε, ω, ω̃ are locally ultimately bounded.

Proof. Choose K in (3.23) such that Ā11 − Ā12K is Hurwitz. Choose some υ > 0,

and obtain the related δ > 0 as explained in between equations (3.26) and (3.27).

Next, choose S̄, d̄ such that (3.30) holds. Now, the set G = {(x1, S) ∈ R6 : V1(x1) <

λmin(P)(min{δ, 1})2, ‖S‖ < S̄} is bounded. It follows that since x is related to [x1, S]

by the invertible linear transformation

x =

 I 0

−K I


︸ ︷︷ ︸

T

 x1

S


︸ ︷︷ ︸

x̄

,

that the set H = {x ∈ R6 : x = Tx̄, x̄ ∈ G} is bounded also. Fix r > supx∈H ‖x‖.

Then, H ⊂ Br(0). Now, select ρ > 0, σ, δ̄ in Lemma 3.4 such that

ρ +
√

ρ2 + 4σδ̄

2σ
< S̄,

and obtain the corresponding $(r) > 0 in Lemma 3.4. Choose ` ≥ 2 in (3.57), and

choose α ∈ (ᾱ, 1), where ᾱ is given in the paragraph between equations (3.62) and

(3.63). Noting that ‖ω‖ ≤ ‖x‖, take ω̄ = r in Lemma 3.5, and obtain the set U(ω̄)
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in (3.65). Choose η > 0 as in paragraph before equation (3.72), such that η < $(r),

and choose a suitable κ̄ (as also explained in that same paragraph). Noting from

(3.22) that ‖d‖ ≤ ‖τd‖/Jx, we now require from (3.30) and (3.77) the bound on the

disturbance torque to satisfy τ̄d = min{d̄Jx, L}, where L > 0 satisfies

(
2aL

c(α)b

)`/(2α−1)

< κ̄.

Finally, consider the initial conditions such that x(0) ∈ H ⊂ Br(0), and ω̃(0) such

that V(x̃(0)) < κ̄. Now, suppose that x(t) exits Br(0) after some finite time. By

construction of Br(0), x(t) must exit H before it can exit Br(0). By Lemmas 3.1, 3.2

and 3.5, this is impossible. Hence, x(t) ∈ Br(0) for all t ≥ 0, and the ultimate bounds

in Lemmas 3.1, 3.4 and 3.5 apply. This concludes the proof. �

3.5 Numerical Examples

This section presents numerical examples to demonstrate the performance of the

proposed observer-based controller under some realistic implementation conditions,

including sampled measurements with measurement noise, sample and hold con-

trol implementation, uncertainties in the spacecraft inertia matrix, aerodynamic and

solar pressure disturbance torques and small orbital eccentricities. Several numeri-

cal cases are proposed here. In the nominal case, the response of the system with-

out any external disturbances and idealistic conditions are presented, as well as we

draw comparison between idealistic response and sampled-data response. Next, we

present the response with time-varying external disturbances to show feasibility of

the observer-based control in dealing with external disturbances. Lastly, the case

where uncertainties and time-vary disturbances are added to the sampled-data nu-

merical simulations to demonstrate the robustness of the observer-based controller.

While the following simulations are numerical implementation of the novel control

law previously developed, in practice one would need to take account several prac-

tical issues and limitations: (1) hardware physical limitations such as control satu-

ration (minimum and maximum values viable), instantaneous response, ramp-up,

size, and geometrical limitations, (2) operational limitations such as computational
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processing limitations of the on-board computer, signal delays, and signal interfer-

ence, (3) un-modelled dynamics such as spacecraft flexible appendages.

The spacecraft model is taken from [Godard, K. Kumar, and A. Zou, 2013]. The

spacecraft is in a Keplerian orbit with semi-major axis a = 6878 km, and initial

condition at perigee. The spacecraft nominal moments of inertia used in the control

and observer design are Jx = 0.0020 kg·m2, Jy = 0.0017 kg·m2, and Jz = 0.0015

kg·m2. The aerodynamic and solar pressure torques are given by

τa = 1.36A f


1 + sin (ω0t) + 0.5 sin (2ω0t)

−
(
5× 102) [4 + 2 sin (ω0t) + 0.5 sin (2ω0t)]

− [1 + 2 sin (ω0t) + 0.5 sin (2ω0t)]

 , (3.78)

τs = S f


(
2× 10−5) [1− 2 sin (ω0t)](

1× 10−3) cos (ω0t)

−
(
5× 10−5) cos (ω0t)

 , (3.79)

respectively, where A f = 1.0× 10−11 and S f = 1.70× 10−6 are derived from “worst-

case scenarios” for the RyeSat spacecraft model as outlined in [Godard, K. Kumar,

and A. Zou, 2013].

TABLE 3.1: Summary of parameters

Parameter Value

a 6878 km

K1, K2

[
0 1 0

0.65 0 1

]
,
[

0 0.005 0
0.005 0 0.005

]
(σ, δ, α, γ1, γ2, χ1, χ2, χ3) (0.1, 1× 10−2, 0.9, 1, 0.5, 0.01, 1, 1.5)

[Jx, Jy, Jz] [0.0020, 0.0017, 0.0015] kg·m2

Nominal Disturbance-Free
ε(0), ωbI(0) [0.5245, 0.5915, 0.1585]T, 0 rad/s

Nominal Disturbance
ε(0), ωbI(0) [0.5245, 0.5915, 0.1585]T, 0 rad/s

[τa, τs] time-varying

Disturbances and Uncertainties
e e ∈ (0, 0.05)

diag{∆J} ±5 %
∆qv, ε(0), ωbI(0), ω̂bI(0) ±5 deg, ±100 deg, ±0.1 deg /s, ±1.4 deg /s
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In the numerical examples, attitude measurements are generated at sample times

tk (k = 0, 1, ...) according to

qvm(tk) = q4(tk)qve,k + q4e,kqv(tk) + qv(tk)
×qve,k,

q4m(tk) = q4(tk)q4e,k − qv(tk)
Tqve,k, (3.80)

where qve,k is generated with MATLAB’s “randn” random number generator, with

standard deviation of 0.1× 180/(6π) in each component and q4e,k =
√

1− qT
ve,kqve,k.

Consequently, (qve,k, q4e,k) is a unit quaternion representing a random rotational

measurement error with 0.1 degree error (3-sigma). Using the measured attitude

qm = (qvm, q4m), the measured rotation matrix from orbital to body coordinates is

computed as

Cbn,m(tk) = C(qm(tk))Cin(tk), (3.81)

where Cin is the rotation matrix from orbiting to inertial coordinates, which can be

obtained from the orbital position and velocity vectors. The corresponding mea-

sured attitude error quaternion (εm(tk), ηm(tk)) is then extracted from Cbn,m(tk) as

[Ruiter, Damaren, and J. Forbes, 2013]

εm(tk)
× = (CT

bn,m(tk)− Cbn,m(tk))/(4ηm(tk)),

ηm(tk) =
(trace[Cbn,m(tk)] + 1)1/2

2
.

The sampled-data implementation of the proposed observer-based control law is

τ̄u(t) = Ω−1 (−σŜm(tk)− ψ̂m(tk)
)

,

˙̂q(t) =
1
2

B(q̂(t))CT(q̃m(t))
(

ω̂bI(t) + γ1P−1(q̃m(t))sigα(q̃vm(t))
)

,

J ˙̂ωbI(t) = −ω̂bI(t)× Jω̂bI(t) + τg,m(tk) + τu(t) + γ2 Jsigα1(q̃vm(t)),

then for t ∈ [tk, tk+1), where

Ŝm(tk) = K1ω̂m(tk) + K2εm(tk), ω̂m(tk) = ω̂bI(tk) + ω0(tk)Cbn,m(tk)e2,

ψ̂m(tk) = φ̂m(tk) tanh

(
2φ̂m(tk)kuŜm(tk)

δ̄

)
,
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φ̂m = χ1 + χ2‖ω̂m(tk)‖+ χ3‖ω̂m(tk)‖2,

and q̃m = (q̃vm, q̃4m) is given by

q̃vm(t) = −q4m(tk)q̂v(t) + q̂4(t)qvm(tk)− q̂v(t)×qvm(tk),

q̃4m(t) = q4m(tk)q̂4(t) + qvm(tk)
T q̂v(t).

The sample period in this chapter is chosen to be ∆T = tk+1 − tk = 0.1 seconds as a

limited example. Although in practice, the sample period can be at a much slower

rate and can have measurement unavailability (drop-outs), and the system response

for such frequencies and cases are not presented here.

The numerical integration is performed using a 4th order Runge-Kutta method

with step size equal to ∆T. Smaller step sizes were also tested, but did not produce

any noticeable change in results.

3.5.1 Nominal disturbance-free case

The purpose of the example in this subsection is two-fold: (1) to demonstrate the

performance of the observer-based control law under ideal conditions (zero or-

bital eccentricity, perfect knowledge of the spacecraft inertia matrix, no external

disturbances other than gravity-gradient); (2) to compare the performance of the

ideal continuous-time (not sampled-data) observer-based control in the absence

of measurement noise with the sampled-data observer-based control with noisy

measurements. The spacecraft attitude relative to the orbiting frame is given by

ε(0) = [0.5245, 0.5915, 0.1585], while the initial orbital angular velocity is given by

ωbI(t) = 0 rad/s.

Figure 3.2 shows the resulting attitude and angular velocity responses, respec-

tively. It can be seen that the attitude responses are almost identical, attitude con-

vergence is achieved roughly by 1 orbit. While the angular velocity responses are

similar, with the sampled-data angular velocity response exhibiting some noise evi-

dently during steady-state, this is due to the presence of noise on the measurements.

From this, it can be seen that the sampled-data observer-based control approximates
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the proposed continuous-time control very well. Having established this, the exam-

ples presented in the remaining subsections are for the sampled-data controller only.
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FIGURE 3.2: Attitude and angular velocity responses in nominal
disturbance-free case

3.5.2 Nominal case with disturbances

The purpose the example in this subsection is to demonstrate the performance of the

sampled-data observer-based control law under nominal conditions (zero orbital ec-

centricity, perfect knowledge of the spacecraft inertia matrix), but with the inclusion

of the aerodynamic and solar pressure disturbance torques. Figure 3.3 shows the

resulting attitude and angular velocity responses. Figure 3.4 shows the spacecraft

control torques. Comparing Figure 3.3 to Figure 3.2, it can be seen that the while the

attitude and angular velocity errors still converge to a neighborhood of the origin,

the presence of the disturbance torques results in steady-state attitude errors within

±0.01 in the quaternion vector and ±10−4 rad/s in the angular velocity, which is to

be expected since the disturbance torques act about all three spacecraft axes, while

the control torque is limited to the pitch and yaw axes.
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FIGURE 3.3: Attitude and angular velocity responses in nominal case
with disturbances
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FIGURE 3.4: Control torque in nominal case with disturbances

3.5.3 All uncertainties and disturbances

The purpose of the example in this subsection is to demonstrate the robustness of

the sampled-data observer-based control law to uncertainties in the spacecraft iner-

tia matrix and non-zero (emax = 0.05) orbital eccentricities, in the presence of mea-

surement noise for a variety of initial conditions with large initial attitude errors.

Furthermore, we conduct test cases for randomized initial conditions, true space-

craft inertia matrix, and orbital eccentricity in a form of fifty Monte-Carlo style sim-

ulations. While, this certainly does not represent the probability distribution of the

standard error, this simulation is presented to mildly illustrate the efficacy of the

controller.
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The true spacecraft inertia matrix is generated as follows. First, the true principal

inertia matrix is computed according to

Jp =


Jx + px 0 0

0 Jy + py 0

0 0 Jz + pz

 ,

where px, py, pz are generated using MATLAB’s “randn” random number generator,

each with standard deviation of 3× 10−5 kg·m2. This corresponds to approximately

5% uncertainty (3-sigma) in the principal inertias. Then, the true spacecraft inertia

matrix is obtained as

Jt = C(qJ)JpC(qJ)
T,

where qJ = (qvJ , q4J), qvJ is generated with MATLAB’s “randn” random number

generator, with standard deviation of 5× 180/(6π) in each component and q4J =√
1− qT

vJqvJ . Consequently, qJ is a unit quaternion representing a 5 degree (3-sigma)

random rotation of the principal axes frame. It should be noted that Jt is only used

in the numerical propagation of the true attitude dynamics. The observer-based

controller uses the nominal inertia matrix J.

The orbital eccentricity is generated using MATLAB’s “rand” function taking

values in the interval e ∈ (0, 0.05). It should be noted that the controller is assumed

to have access to high quality orbital data, from which the eccentricity can be com-

puted, so the true eccentricity is used by the controller in the computation of the

instantaneous orbital angular velocity ω0(tk).

The initial true attitude is obtained as ε(0) = a sin(φ/2), η(0) = cos(φ/2), where

a ∈ S2 is generated using MATLAB’s “randn” function followed by normalization,

and φ ∈ R is generated using MATLAB’s “randn” function, with standard devi-

ation of 100 × 180/(3π), corresponding to an initial attitude error of 100 degrees

(3-sigma). The initial true inertial angular velocity ωbI(0) is generated using MAT-

LAB’s “randn” function, with standard deviation of 0.1× 180/(3π) corresponding

to an initial angular velocity of 0.1 degrees/second (3-sigma). The initial estimated

inertial angular velocity ω̂bI(0) is generated using MATLAB’s “randn” function,
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with standard deviation of 1.4× 180/(3π) corresponding to an initial estimated an-

gular velocity of 1.4 degrees/second (3-sigma). Finally, the initial estimated attitude

quaternion q̂(0) is taken as the initial attitude quaternion measurement qm as gener-

ated in (3.80).

For clarity in presenting the results of all 50 simulations, the attitude error is

presented as the principal angle of rotation corresponding to ε, which is given by

φ = 2 sin−1(‖ε‖).

The angular velocity error is presented as ‖ω‖. Figure 3.5 shows the resulting atti-

tude and angular velocity responses. It can be seen that in all cases, they converge to

neighborhoods of zero. There is even one anomalous case where the attitude error

initially grows to 180 degrees, which is due to a high initial angular velocity value,

however, the controller still manages to recover the ultimate boundedness. These re-

sults demonstrate that even though the theoretical guarantee of ultimate bounded-

ness for the proposed observer-based controller is local and is obtained under nom-

inal conditions where the inertia matrix is perfectly known, the orbit eccentricity is

zero, control is continuous and measurements are available without measurement

noise, when implemented under realistic conditions in a sampled-data manner the

control law retains the ultimate boundedness property even for large initial condi-

tions and dynamic uncertainties.
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FIGURE 3.5: Attitude and angular velocity responses with inertia ma-
trix uncertainties, non-zero eccentricities and disturbances
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3.5.4 Effect of α parameter

In Section 3.3.3, it was mentioned that the observer parameter α provides an addi-

tional parameter to tune the closed-loop system performance. This is investigated

numerically here, for the sampled-data control implementation with measurement

noise, disturbances and system uncertainty. The initial conditions are the same as in

subsection 3.5.1, while the true eccentricity and inertia matrix are generated as de-

scribed in subsection 3.5.3. All control and observer parameters are kept fixed as in

Table 3.1, while α takes the values 0.8, 0.85, 0.9, 0.95, 1. Figure 3.6 and 3.7 shows the

resulting transient response of various α, while Figure 3.8 shows the corresponding

steady-state response. While the transient responses are similar across the consid-

ered range of α, at steady-state (as seen in Figure 3.8), the attitude error initially

decreases as α decreases from 1, but then increases as α becomes smaller. The angu-

lar velocity error shows a consistent increase as α decreases from 1. An explanation

for this can be found by considering the innovation terms in the observer, which

have the form sigα(q̃v). From its definition, it is clear that 0 > α1 > α2 implies

|sigα1(x)| > |sigα2(x)|, for any x ∈ (−1, 1). This fact makes the observer more sen-

sitive to measurement noise, once the estimation error becomes small. On the other

hand, this fact also makes the observer more robust to system uncertainties and dis-

turbances. The combination of these observations can explain the results observed

in Figure 3.8. Namely, when α initially decreases from 1, the effects of system uncer-

tainties and disturbances on the observer are reduced without significantly increas-

ing sensitivity to measurement noise. The result is improved steady-state attitude

performance. However, when α is further decreased, then measurement noise be-

comes the dominant effect, and consequently closed-loop performance deteriorates.

3.6 Chapter Summary

This chapter has treated the velocity-free attitude control problem for a nominally

nadir-pointing underactuated rigid spacecraft in circular orbits with actuation about

only two axes. An observer-based control law has been proposed by combining a
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FIGURE 3.7: Effect of α on attitude error
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sliding mode control law with an observer to estimate the spacecraft angular veloc-

ity. A rigorous analysis has been presented demonstrating that with the proposed

observer-based control law, the closed-loop system is locally ultimately bounded. Fi-

nally, numerical examples have been presented of a sampled-data implementation of

the proposed observer-based control law that demonstrate robustness to uncertain-

ties in the spacecraft inertia matrix, non-zero orbital eccentricity and measurement

noise, as well as convergence for large initial attitude errors.
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CHAPTER 4

Inertial Attitude Stabilization

using a Generalized Time-Varying

Nonlinear Controller

The problem of regulating the attitude of an inertial pointing underactuated rigid

body spacecraft using two torques under time-varying disturbances and inertia ma-

trix uncertainties is examined. A generalized time-varying state feedback controller

is proposed that is more versatile in gain tuning, potentially leading to a better per-

formance in comparison to literature. Furthermore, the measurement of angular

velocity of the spacecraft is no longer required to achieve asymptotic stability near

the origin. The stability of the combined controller-observer system is proven rigor-

ously to show local ultimate boundedness of all signals. Comprehensive numerical

examples are shown with sampled-data implementation of the observer-based con-

trol law to demonstrate convergence even for very large initial attitude errors.

4.1 Introduction

Contrasted to Chapter 3, this chapter utilizes previously developed tools and

methodologies to investigate the inertial pointing attitude stabilization of an un-

deractuated rigid body spacecraft using two torques. Since the equations of motion

relative to the inertial frame (as opposed to the body-orbital frame in Chapter 3) are

highly nonlinear and non-linearizable, for this reason, the previously established

observer-based controller is not applicable. Thus, this chapter is motivated by the
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development of a generalized time-varying nonlinear controller for the inertial atti-

tude control problem.

In [A.M. Zou, 2014], the author investigated attitude tracking of a rigid space-

craft through geometric homogeneity and Lyapunov theories. The authors used

finite-time time-varying continuous output feedback controller that is based on

backstepping technique to achieve semi-global finite-time stability that proved

faster convergence rate, better disturbance and parameter perturbation rejection

property and higher accuracy control performance than the asymptotic controller.

Authors in [Gui, Vukovich, and S. Xu, 2015] investigated spin-axis stabilization

of an axisymmetric spacecraft using bounded two torques using a saturated

proportional-derivative controller in the uncertainty-free case to produce bounded

control torques a priori while ensuring asymptotic stability of closed-loop system.

The authors in [Gui, Vukovich, and S. Xu, 2015] designed an adaptive controller

based on a sliding-mode-like function to achieve better robustness to inertial

uncertainties and disturbances as well as actuator saturation. Similarly, the authors

also investigated attitude stabilization of a spacecraft using two parallel control

moment gyroscopes using zero momentum and utilized modified direct-inverse

(MDI) steering laws by treating internal and external singularities separately [Gui,

Vukovich, and S. Xu, 2016].

Utilizing the homogeneity of systems, a velocity-free time-varying continuous

feedback controller is formulated to achieve globally exponentially stable with re-

spect to the homogenous norm. The stability of the unactuated closed-loop system

and full nominal closed-loop system along with the combined observer-controller

system are rigorously proven to provide ultimate boundedness of all signals.

The main features of this chapter is two-fold: 1) a slight generalization of an

already existing state-feedback controller for exponential convergence similar to

[Morin and Samson, 1997] to achieve inertial attitude stabilization. However, the

formulation allows more flexibility with gain selection which can potentially lead to

better closed-loop performance and more suitable to implement; 2) the design of an

angular velocity observer to remove the necessity of angular velocity measurements
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in the control law.

This chapter is organized in the following manner. The problem formulation is con-

structed in Section 4.2. Also in Section 4.2, the definition of the control objective, the

control design for unactuated and actuated states, the observer design, and main

results are presented. The numerical examples are produced in Section 4.4 to show

effectiveness of the control-observer system for inertial attitude stabilization.

4.2 Problem Formulation

4.2.1 Attitude kinematics and dynamics

The attitude kinematics and dynamics are reproduced here for convenience.

q̇ =
1
2

B(q)ω, (4.1)

Jω̇ = −ω× Jω + τu + τd, (4.2)

where

B(q) =

 P(q)

−qT
v

 , P(q) = q4 I + q×v ,

J ∈ R3×3 is the spacecraft inertia matrix, τu is the control torque and τd is the distur-

bance torque. We further separate the disturbance torque into the gravity-gradient

torque τg, and other external disturbances τ̄d,

τd = τg + τ̄d,

where

τg = 3
µ

‖R‖5 (C(q)R)× JC(q)R, (4.3)

and R ∈ R3 is the orbital position vector in inertial coordinates, and

C(q) = (q2
4 − qT

v qv)I + 2qvqT
v − q4q×v , (4.4)

is the rotation matrix corresponding to q.
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A nominal spacecraft inertia matrix Jn ∈ R3×3 is assumed known, such that J =

Jn + ∆J, where ∆J ∈ R3×3 is the inertia matrix uncertainty. The nominal spacecraft

inertia matrix is assumed to have the form

Jn = diag{Jx, Jy, Jz}.

It is assumed that the spacecraft is only actuated about the roll and pitch axes, such

that

τu = JnHu, H =


1 0

0 1

0 0

 , (4.5)

where u = [ux, uy]T is the to be designed control input. To accommodate an angular

velocity observer, the control input will be partitioned as u = un + ∆u, where un is

an ideal state-feedback control law, while ∆u represents the deviation from un due

to the estimation error of the angular velocity.

4.2.2 Control objective

The control objective in this chapter is to regulate the states (qv, ω) to a neigh-

borhood of the origin, without the use of angular velocity measurements, in the

presence of inertia matrix uncertainties and external disturbance torques. Due to the

assumption of bounded time-varying disturbances, there is no stable equilibrium

for which the control can drive to and due nature of underactuated system, it is

more realistic to state that control objective be in the neighbourhood of the origin.

Since a local stability result will be obtained in this chapter, it is assumed that

q4(t) ≥ 0 for all t ≥ 0 (the attitude error does not exceed 180 degrees in rotation).

Since (qv, q4) and (−qv,−q4) represent the same attitude, one can take (choose the

representation (qv, q4) for which q4 > 0)

q4 =
√

1− qT
v qv. (4.6)
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The kinematics of qv in (4.1) can therefore be written as

q̇v =
1
2

ω + q×v ω +
1
2
(
√

1− qT
v qv − 1)ω. (4.7)

The attitude dynamics in (4.2) can now be rewritten as

ω̇ = −J−1
n ω× Jnω + Hun + Ω + J−1

n τd, (4.8)

where

Ω = J−1
n ω× Jnω− J−1ω× Jω + (J−1 − J−1

n )JnHun + J−1 JnH∆u + (J−1 − J−1
n )τd.

Define the unactuated state vector η = [q1, q2, q3, ωz]T, the actuated state vector y =

[ωx, ωy]T, and the full state vector x = [ηT, yT]T. The equations of motion in (4.7)

and (4.8) can be written as

 η̇

ẏ


︸ ︷︷ ︸

ẋ

=

 fη(η, y)

un


︸ ︷︷ ︸

f (x,un)

+g(x) + h(x, t, τd, ∆J, ω̃) + D, (4.9)

where

fη(η, y) =



ωx/2

ωy/2

(ωz + q1ωy − q2ωx)/2

czωxωy


,

g(x) =



(q2ωz − q3ωy + (
√

1− qT
v qv − 1)ωx)/2

(q3ωx − q1ωz + (
√

1− qT
v qv − 1)ωy)/2

(
√

1− qT
v qv − 1)ωz/2

0

cxωyωz

cyωxωz


,

h(x, t, τd, ∆J, ω̃) =

 03×1[
e3 e1 e2

]T

Ω

 , D =

 03×1[
e3 e1 e2

]T

J−1
n τd

 ,
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where cx = (Jy − Jz)/Jx, cy = (Jz − Jx)/Jy, cz = (Jx − Jy)/Jz, and in the definition of

h(x, t, τd, ∆J, ω̃), we recognize in advance that we will design a continuous nominal

state-feedback control law un(x, t), such that when implemented with the estimated

angular velocity ω̂, the control deviation will be a continuous function ∆u(x, t, ω̃),

where ω̃ = ω− ω̂ is the angular velocity estimation error.

Assumption 4.1. It is assumed that cz 6= 0, otherwise ωz becomes uncontrollable for the

nominal dynamics.

Assumption 4.2. There exist τdm, τ̄dm > 0 such that ‖τd(t)‖ ≤ τdm and ‖τ̄d(t)‖ ≤ τ̄dm

for all t ≥ 0.

Defining the dilation δr
λ(x) = (λq1, λq2, λ2q3, λ2ωz, λωx, λωy), it is straightfor-

ward to verify that the nominal vector field f (x, un) is homogeneous of degree

zero with respect to δr
λ provided that the state-feedback control inputs unx(x, t) and

uny(x, t) are homogeneous of degree 1. Related to the dilation δr
λ, we define the

homogeneous norm

ρ(x) = (q4
1 + q4

2 + q2
3 + ω2

z + ω4
x + ω4

y)
1/4. (4.10)

4.2.3 Control design for unactuated states

We first consider the nominal dynamics for the unactuated states η, given by

η̇ = fη(η, y), (4.11)

where we treat the actuated states y as the control input. We define a reduced

dilation and a reduced homogeneous norm for the unactuated states as δr̄
λ(η) =

(λq1, λq2, λ2q3, λ2ωz) and

ρ̄(η) = (q4
1 + q4

2 + q2
3 + ω2

z)
1/4, (4.12)

respectively.

Remark. δr̄
λ(η) is compatible with δr

λ(x). Since fη(η, y) is homogeneous of degree

zero with respect to δr
λ, if we design a control law y = v(η, t), where both com-

ponents vx and vy are homogeneous of degree 1 with respect to δr̄
λ, the resulting
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closed-loop vector field fη(η, v(η, t)) becomes homogeneous of degree zero with

respect to δr̄
λ.

Consider the control law

vx(η, t) = −k1q1 − k3ρ̄(η) sin(t/ε),

vy(η, t) = −k2q2 + ϑ(η) sin(t/ε),
(4.13)

where

ϑ(η) =

 (k4q3 + k5ωz)/ρ̄(η), η 6= 0,

0, η = 0,
(4.14)

and k1, k2 > 0, k3, k4, k5 satisfy czk3k4, czk3k5 > 0, and ε > 0. It is straightforward to

verify that both vx and vy are homogeneous of degree 1 with respect to δr̄
λ.

Remark. The control law in (4.13) is a generalization of the one presented in [Morin

and Samson, 1997] and [H. Li, Yan, and Shi, 2017], in which k3 = k4 = k5 = 1.

Treating these as variables allows the user a greater ability to tune the closed-loop

performance.

Proposition 12. ϑ(η) is continuous on R4.

Proof. Since ρ̄(η) is positive-definite and continuous on R4, it is clear that ϑ(η) is

continuous on R4 \ {0}. Thus, we just need to consider η = 0. First, note that

|k4q3 + k5ωz| ≤ a(|q3|+ |ωz|) ≤
√

2a(q2
3 + ω2

z)
1/2, where a = max{|k4|, |k5|}. Next,

(q2
3 + ω2

z)
1/2/(q2

3 + ω2
z)

1/4 = (q2
3 + ω2

z)
1/4 → 0 as (q3, ωz)→ 0. Consequently, given

ε > 0, there exists δ > 0 such that ‖(q3, ωz)‖ < δ implies that (q2
3 + ω2

z)
1/2 <

(ε/(
√

2a))(q2
3 + ω2

z)
1/4. As a result, ‖η‖ < δ implies that ‖(q3, ωz)‖ < δ, which

leads to

|k4q3 + k5ωz| ≤
√

2a(q2
3 + ω2

z)
1/2 < ε(q2

3 + ω2
z)

1/4 ≤ ερ̄(η).

Thus, limη→0 ϑ(η) = 0, and ϑ is continuous at η = 0 also. This concludes the proof.

�
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Taking y = v(η, t) in (4.13) and substituting into (4.11) gives the nominal unac-

tuated closed-loop dynamics

η̇ = fη(η, v(η, t)) = f0(η) + f1(η) sin(t/ε) + f2(η) cos(2t/ε), (4.15)

where

f0(η) =



−k1q1/2

−k2q2/2

(ωz + (k1 − k2)q1q2)/2

czk1k2q1q2 − czk3k4q3/2− czk3k5ωz/2


,

f1(η) =



−k3ρ̄(η)/2

ϑ(η)/2

q1ϑ(η)/2 + k3q2ρ̄(η)/2

czk2k3q2ρ̄(η)− czk1q1ϑ(η)


, f2(η) =



0

0

0

cz(k3k4q3 + k3k5ωz)/2


.

Unsurprisingly, vector fields f0(η), f1(η), f2(η) are all homogeneous of degree zero

with respect to δr̄
λ.

We now proceed to construct a homogeneous strict Lyapunov function for (4.15).

As in [H. Li, Yan, and Shi, 2017], consider

V(η) = aq4
1 + bq4

2 + cq2
3 + dω2

z + eq3ωz, (4.16)

where a, b, c, d, e > 0. It is straightforward to see that V(η) is homogeneous of degree

4 with respect to δr̄
λ. A necessary and sufficient condition for V(η) to be positive-

definite, is that

4cd > e2. (4.17)

This can be obtained by considering that V(η) is positive-definite if and only if cq2
3 +

dω2
z + eq3ωz is positive-definite in (q3, ωz). In turn, since

cq2
3 + dω2

z + eq3ωz =

[
q3 ωz

]  c e/2

e/2 d


 q3

ωz

 ,
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cq2
3 + dω2

z + eq3ωz is positive-definite if and only if the above matrix is positive-

definite, leading to (4.17).

We now first consider the averaged system corresponding to (4.15) given by the

vector field f0(η). We find that the Lie derivative of V along f0 is given by

L f0V(η) = −2ak1q4
1 − 2bk2q4

2 − (eczk3k4/2)q2
3 − (dczk3k5 − e/2)ω2

z

+(c− dczk3k4 − eczk3k5/2)q3ωz + (c(k1 − k2) + eczk1k2)q1q2q3

+(2dczk1k2 + e(k1 − k2)/2)q1q2ωz. (4.18)

By Young’s inequality, we have

|q3ωz| ≤ q2
3/2+ω2

z /2, |q1q2q3| ≤ q2
1q2

2/(2δ)+ δq2
3/2, |q1q2ωz| ≤ q2

1q2
2/(2δ)+ δω2

z /2,

for any δ > 0. Applying Young’s inequality again to the second two inequalities

leads to

|q1q2q3| ≤ (q4
1 + q4

2)/(4δ) + δq2
3/2, |q1q2ωz| ≤ (q4

1 + q4
2)/(4δ) + δω2

z /2.

Utilizing these inequalities, we can now upper-bound L f0V(η) in (4.18) by

L f0V(η) ≤ − (2ak1 − |c(k1 − k2) + eczk1k2|/(4δ)

−|2dczk1k2 + e(k1 − k2)/2|/(4δ)) q4
1

− (2bk2 − |c(k1 − k2) + eczk1k2|/(4δ)

−|2dczk1k2 + e(k1 − k2)/2|/(4δ)) q4
2

− (eczk3k4/2− δ|c(k1 − k2) + eczk1k2|/2

−|c− dczk3k4 − eczk3k5/2|/2) q2
3

− (dczk3k5 − e/2− δ|2dczk1k2 + e(k1 − k2)/2|/2

−|c− dczk3k4 − eczk3k5/2|/2)ω2
z .

(4.19)
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We now proceed to choose a, b, c, d, e to make V(η) positive-definite and L f0V(η)

negative definite. First, fix e > 0. Next, choose d > 0 such that

d > e/(2czk3k5). (4.20)

Next, we set

c = dczk3k4 + eczk3k5/2. (4.21)

To ensure that an appropriate d > 0 is chosen, recall that (4.17) must hold. Substitut-

ing (4.21) into (4.17) leads to

4d2czk3k4 + 4deczk3k5/2 > e2. (4.22)

Noting that the left-hand sides of (4.20) and (4.22) both tend to positive infinity as d

increases, we can choose d > 0 to simultaneously satisfy (4.20) and (4.22), and then

with c given by (4.21), the condition in (4.17) is automatically satisfied. Next, having

chosen appropriate c, d, e, select δ > 0 small enough such that

eczk3k4 > δ|c(k1 − k2) + eczk1k2|, dczk3k5 − e/2 > δ|2dczk1k2 + e(k1 − k2)/2|/2.

With this choice of c, d, e, δ, the coefficients of q2
3, ω2

z in (4.19) are negative. Finally

choose a, b > 0 large enough to make the coefficients of q4
1, q4

2 in (4.19) negative. We

now summarize our initial findings.

Proposition 13. Consider f0(η) as defined in (4.15), with k1, k2 > 0 and k3, k4, k5 satisfy-

ing czk3k4, czk3k5 > 0. Then, there exists a smooth positive-definite V : R4 → R satisfying

β1ρ̄4(η) ≤ V(η) ≤ β2ρ̄4(η), L f0V(η) ≤ −β3ρ̄4(η), (4.23)

for all η ∈ R4, for some β1, β2, β3 > 0.

Proof. Consider V(η) as constructed above, which is homogeneous of degree 4 with

respect to δr̄
λ. From Proposition 4, L f0V(η) is homogeneous of degree 4 with re-

spect to δr̄
λ. Since V is positive-definite, and L f0V is negative definite, the result
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follows from Corollary 1, with β1 = minη:ρ̄(η)=1 V(η), β2 = maxη:ρ̄(η)=1 V(η) and

β3 = −maxη:ρ̄(η)=1 L f0V(η). This concludes the proof. �

We now proceed to the full nominal reduced system in (4.15), following the gen-

eral approach presented in [Morin and Samson, 1997]. The Lie derivative of V along

fη is given by

L fη
V(η) = L f0V(η) +

∂V
∂η

f1(η) sin(t/ε) +
∂V
∂η

f2(η) cos(2t/ε).

The last two terms here require treatment. Consider the function

W(η, t) = V(η) + εṼ(η, t/ε), (4.24)

where

Ṽ(η, t) = cos(t)
∂V
∂η

f1(η)−
1
2

sin(2t)
∂V
∂η

f2(η).

Note that εṼ(η, t) is simply the negative anti-derivative with respect to t of the two

terms we wish to eliminate in L fη
V(η).

For W(η, t) to be a suitable candidate for a Lyapunov function, it needs to be con-

tinuously differentiable. Now, V(η) and f2(η) are smooth. However, f1 is smooth

everywhere except at η = 0, so we need to check that (∂V/∂η) f1 is continuously

differentiable at η = 0. Since (∂/∂η)((∂V/∂η) f1) is smooth on R4 \ {0}, it is enough

to show that (∂/∂ηi)((∂V/∂η) f1)(η) → 0 as ‖η‖ → 0 for i = 1, 2, 3, 4. We recog-

nize utilizing Proposition 3 that (∂/∂ηi)((∂V/∂η) f1) is homogeneous of degree 3 for

i = 1, 2, and homogeneous of degree 2 for i = 3, 4 on R4 \ {0}. By Rosier [Rosier,

1992], any η 6= 0 can be written as η = δr̄
ψt(η)

(ψy(η)), where ψy(η) ∈ S3. Conse-

quently for η 6= 0,

∣∣∣∣ ∂

∂ηi

(
∂V
∂η

fi

)
(η)

∣∣∣∣ =

∣∣∣∣ ∂

∂ηi

(
∂V
∂η

fi

)
(δr̄

ψt(η)
(ψy(η)))

∣∣∣∣ ,

= ψk
t (η)

∣∣∣∣ ∂

∂ηi

(
∂V
∂η

fi

)
(ψy(η))

∣∣∣∣ ,

≤ ψk
t (η)p,
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where k = 3 for i = 1, 2 and k = 2 for i = 3, 4, and

p = max
η∈S3

∣∣∣∣ ∂

∂ηi

(
∂V
∂η

fi

)
(δr̄

ψt(η)
(ψy(η)))

∣∣∣∣ .

By Rosier [Rosier, 1992], ψk
t (η) → 0 as ‖η‖ → 0, and consequently so does

(∂/∂ηi)((∂V/∂η) f1)(η). We conclude that W(η, t) is at least continuously differ-

entiable in all of its arguments.

We shall now find restrictions on ε > 0 such that W(η, t) is a strict Lyapunov

function for (4.15). We now evaluate

∂W
∂t

+
∂W
∂η

fη(η, v(η, t)) = L f0V(η) + ε
∂Ṽ
∂η

fη(η, v(η, t)). (4.25)

Noting that Ṽ and (∂Ṽ/∂η) fη are both continuous, periodic in t with period T = 2π,

and homogeneous of degree 4 with respect to δr̄
λ, from Corollary 1 we obtain

|Ṽ(η, t)| ≤ κ1ρ̄4(η),
∣∣∣∣∂Ṽ

∂η
fη(η, v(η, t))

∣∣∣∣ ≤ κ2ρ̄4(η),

for all (η, t) ∈ R4 ×R, where

κ1 = max
{(η,t):ρ̄(η)=1,0≤t≤T}

|Ṽ(η, t)|, κ2 = max
{(η,t):ρ̄(η)=1,0≤t≤T}

∣∣∣∣∂Ṽ
∂η

fη(η, v(η, t))
∣∣∣∣ .

Consequently, from Proposition 13 we find that

W(η, t) ≥ (β1 − εκ1)ρ̄
4(η),

∂W
∂t

(η, t) +
∂W
∂η

fη(η, v(η, t)) ≤ −(β3 − εκ2)ρ̄
4(η),

(4.26)

for all (η, t) ∈ R4×R. From this, it is clear that W(η, t) is a strict Lyapunov function

for (4.15), provided

0 < ε < min {β1/κ1, β3/κ3} . (4.27)

Next, we summarize the results.

Proposition 14. Consider the control law in (4.13), with k1, k2 > 0 and k3, k4, k5 satisfying

czk3k4, czk3k5 > 0. Consider V(η) as obtained in Proposition 13, and let ε satisfy (4.27).
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Then, W(η, t) as defined in (4.24) is continuously differentiable, and satisfies

β̄1ρ̄4(η) ≤W(η, t) ≤ β̄2ρ̄4(η),
∂W
∂t

(η, t) +
∂W
∂η

fη(η, v(η, t)) ≤ −β̄3ρ̄4(η),

for all (η, t) ∈ R4 ×R, for some β̄1, β̄2, β̄3 > 0.

Proof. By construction W(η, t) is homogeneous of degree 4 with respect to δr̄
λ,

and ∂W/∂t(η, t) + (∂W/∂η) fη(η, v(η, t)) is also homogeneous of degree 4 by

Proposition 4. They are both continuous and periodic with period T = 2πε.

As shown, when ε satisfies (4.27), W is positive-definite, while ∂W/∂t(η, t) +

(∂W/∂η) fη(η, v(η, t)) is negative definite. Corollary 1 then yields the result with

β̄1 = minρ̄(η)=1,0≤t≤T W(η, t), β̄2 = maxρ̄(η)=1,0≤t≤T W(η, t) and

β̄3 = − max
ρ̄(η)=1,0≤t≤T

∂W/∂t(η, t) + (∂W/∂η) fη(η, v(η, t)).

This concludes the proof. �

Corollary 4.2.1. Under the conditions stated in Proposition 14, the nominal unactuated

states closed-loop dynamics in (4.15) are globally exponentially stable with respect to the

homogeneous norm ρ̄.

Proof. Let η(0) be given, and η(t) the resulting trajectory of (4.15). By Proposition

14, along the trajectory η(t), the Lyapunov function W(η, t) satisfies

Ẇ(η(t), t) =
∂W
∂t

(η(t), t) +
∂W
∂η

fη(η(t), v(η(t), t)),

≤ −β̄3ρ̄4(η(t)),

≤ −(β̄3/β̄2)W(η(t), t).

By the Comparison Principle [Khalil, 1998], W(η(t), t) ≤ W(η(0), 0)e−(β̄3/β̄2)t. Ap-

plying Proposition 14 again leads to ρ̄(η(t)) ≤ (β̄2/β̄1)
1/4ρ̄(η(0))e−(β̄3/(4β̄2))t. This

concludes the proof. �

4.2.4 Control design for actuated states

We now consider the full nominal system corresponding to (4.9), given by the vec-

tor field f (x, un). In the previous section, we established that if the actuated states
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y = [ωx, ωy]T is treated as a control input to the nominal unactuated state dynam-

ics fη(η, y), then the nominal unactuated state dynamics are globally exponentially

stable with control law y = v(η, t). We now wish to design the control law un for

the actuated states such that y becomes close to v(η, t). However, to ensure that

f (x, un) is homogeneous of degree zero with respect to δr
λ, we must do so in a way

that unx(x, t) and uny(x, t) are homogeneous of degree 1.

Following the methodology in [Morin and Samson, 1997], we choose

unx(x, t) = −kx(ωx − vx(η, t)), (4.28)

uny(x, t) = −ky(ωy − vy(η, t)), (4.29)

where kx, ky > 0. Since vx, vy are homogeneous of degree 1 with respect to δr̄
λ (which

is compatible with δr
λ), it is readily seen that unx(x, t) and uny(x, t) are homogeneous

of degree 1 with respect to δr
λ.

Remark. For selection of the gains, we can first consider the averaged reduced

closed-loop system corresponding to (4.15) given by

η̇ = f0(η).

Linearizing this yields the following averaged reduced dynamics for η, given by

q̇i + (ki/2)qi = 0,

for i = 1, 2, and

q̈3 + (czk3k5/2)q̇3 + (czk3k4/4)q3 = 0.

These are standard first and second order linear systems, for which there are a wealth

of results. Based on these the gains k1 to k5 may be designed to yield the desired

averaged reduced closed-loop dynamics. Following this, ε > 0 and kx, ky may be

tuned to yield the overall closed-loop performance.

We can now proceed to construct a strict Lyapunov Function for the full nominal

closed-loop system described by the vector field f (x, un), with control law given by

(4.28) and (4.29). Following the approach given in [Morin and Samson, 1997]. In
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the sequel, it is assumed that k1, k2, k3, k4, k5, ε have all been chosen to satisfy the

conditions stated in Proposition 14. Define the functions

φi(η, t, ωi) =
∫ ωi

vi(η,t))
s3 − v3

i (η, t)ds,

= ω4
i /4 + 3v4

i (η, t)/4−ωiv3
i (η, t), (4.30)

for i = x, y. As remarked in [Morin and Samson, 1997], φi(η, t, ωi) ≥ 0 for all

(η, t, ωi) ∈ R4 ×R×R, and φi(η, t, ωi) = 0 if and only if ωi = vi(η, t). It is also

straightforward to see from the second line in (4.30) that φi is homogeneous of de-

gree 4 with respect to δr
λ. Finally, using a similar approach as was used to establish

continuous differentiability of W(η, t) in (4.24), it can be shown that φi(η, t, ωi) is

also continuously differentiable on R4 ×R×R. We now consider

V̄(x, t) = W(η, t) +
1√
kx

φx(η, t, ωx) +
1√
ky

φy(η, t, ωy). (4.31)

Since W(η, t) is homogeneous of degree 4 with respect to δr̄
λ, which is compatible

with δr
λ, we find that V̄(x, t) is homogeneous of degree 4 with respect to δr

λ. We also

know that V̄(x, t) is continuously differentiable, periodic with period T = 2πε, and

non-negative. To show that it is in fact positive-definite, for any t ∈ R, V(x, t) = 0

implies that W(η, t) = 0 and φi(η, t, ωi) = 0 for i = x, y (since they are all non-

negative). W(η, t) = 0 implies that η = 0, which implies that vi(η, t) = 0 for i = x, y.

As remarked above, φi(η, t, ωi) = 0 then implies that ωi = 0 for i = x, y. Conversely,

it is straightforward to see from its definition that V(0, t) = 0 for all t ∈ R. Hence,

V(x, t) is positive-definite, and by Corollary 1 we obtain

β̃1ρ4(x) ≤ V̄(x, t) ≤ β̃2ρ4(x), (4.32)

where β̃1 = minρ(x)=1,0≤t≤T V̄(x, t) > 0, β̃2 = maxρ(x)=1,0≤t≤T V̄(x, t).
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We now compute

∂V̄
∂t

+
∂V̄
∂x

f (x, un(x, t)) =
∂W
∂t

+
∂W
∂η

fη(η, v(η, t))

+
1√
kx

∂φx

∂ωx
unx(x, t) +

1√
ky

∂φy

∂ωy
uny(x, t)

+
1√
kx

(
∂φx

∂t
+

∂φx

∂η
fη(η, y)

)
+

1√
ky

(
∂φy

∂t
+

∂φy

∂η
fη(η, y)

)
+

∂W
∂η

(
fη(η, y)− fη(η, v(η, t))

)
. (4.33)

where we have added and subtracted (∂W/∂η) fη(η, v(η, t)). We now deal with

(4.33) line by line. First, by Proposition 14, we have

∂W
∂t

+
∂W
∂η

fη(η, v(η, t)) ≤ −β̄3ρ̄4(η). (4.34)

Next, by (4.28), (4.29) and (4.30), we have

∂φi

∂ωi
uni(x, t) = −ki(ω

3
i − v3

i (η, t))(ωi − vi(η, t)), (4.35)

for i = x, y. It can be readily seen that ∂φi
∂ωi

uni(x, t) ≤ 0, and ∂φi
∂ωi

uni(x, t) = 0 if and

only if ωi = vi(η, t). Furthermore, ∂φi
∂ωi

uni(x, t) is homogeneous of degree 4 with

respect to δr
λ. As a consequence, the function

F(x, t) = ρ̄4(η) +
(
(ω3

x − v3
x(η, t))(ωx − vx(η, t)) + (ω3

y − v3
y(η, t))(ωy − vy(η, t))

)
,

(4.36)

is positive-definite and homogeneous of degree 4 with respect to δr
λ. It is also peri-

odic with period T = 2πε. Now, define the functions on (R6 \ {0})×R.

Hi(x, t) =
∣∣∣∣∂φi

∂t
+

∂φi

∂η
fη(η, y)

∣∣∣∣ /F(x, t), i = x, y.

These functions are homogeneous of degree zero with respect to δr
λ, since the nu-

merator and denominator are both homogeneous of degree 4. Define

Γi = max
x∈S5,0≤t≤T

Hi(x, t) > 0, (4.37)
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for i = x, y. Then, any x 6= 0 can be written as δr
ψt(x)(ψy(x)), where ψy(x) ∈ S5, and

Hi(x, t) = Hi(δ
r
ψt(x)(ψy(x)), t) = ψ0

t (x)Hi(ψy(x), t) ≤ Γi. As a result,

∂φi

∂t
+

∂φi

∂η
fη(η, y) ≤ ΓiF(x, t), i = x, y, (4.38)

for all (x, t) ∈ R6 ×R (note that (4.38) can be directly verified for x = 0).

Define the set X = {(x, t) : x ∈ S5, 0 ≤ t ≤ T} \ {(x, t) : y = v(x, t)}, and

consider the following function

G(x, t) =

∣∣∣ ∂W
∂η

(
fη(η, y)− fη(η, v(η, t))

)∣∣∣− (β̄3/2)ρ̄4(η)

(ω3
x − v3

x(η, t))(ωx − vx(η, t)) + (ω3
y − v3

y(η, t))(ωy − vy(η, t))
.

Note that G(x, t) is homogeneous of degree zero with respect to δr
λ. We now show

that G(x, t) is bounded from above on X. Suppose to the contrary that it is un-

bounded. Then, we can find a sequence {(xi, ti)} ∈ X ⊂ S5 × [0, T], such that

limi→∞ G(xi, ti) = ∞. Since S5 × [0, T] is compact, taking a subsequence if neces-

sary, it follows that {(xi, ti)} converges to an element (x̄, t̄) ∈ S5 × [0, T]. By con-

tinuity of the numerator of G(x, t) and the compactness of S5 × [0, T], the numera-

tor is bounded. Hence, the denominator of G(xi, ti) must converge to zero, that is,

ȳ = v(η̄, t̄). Now, since x̄ ∈ R5, it must be that η̄ 6= 0 (since otherwise we would also

have ȳ = v(0, t) = 0). By continuity of |(∂W/∂η)( fη(η, y)− fη(η, v(η, t)))|, this term

converges to zero as i→ ∞, and the numerator of G(xi, ti) becomes negative for large

enough i. However, this contradicts the original assertion that limi→∞ G(xi, ti) = ∞.

Consequently, G(x, t) is bounded from above on X. Taking

Γ3 = sup
(x,t)∈X

G(x, t), (4.39)

we obtain

∣∣∣∣∂W
∂η

(
fη(η, y)− fη(η, v(η, t))

)∣∣∣∣ ≤ (β̄3/2)ρ̄4(η)

+Γ3
(
(ω3

x − v3
x(η, t))(ωx − vx(η, t))

+(ω3
y − v3

y(η, t))(ωy − vy(η, t))
)

,

(4.40)

82



CHAPTER 4. Inertial Attitude Stabilization using a Generalized Time-Varying

Nonlinear Controller

for all (x, t) ∈ R6 ×R. Inequality (4.40) can be shown to hold directly for the case

y = v(x, t), while for (R6 ×R) \ {(x, t) : y = v(x, t)} (4.40) can be shown to hold by

applying similar homogeneity arguments as before.

Finally, substituting (4.34), (4.35), (4.38) and (4.40) into (4.33), we obtain

∂V̄
∂t

+
∂V̄
∂x

f (x, un(x, t)) ≤ −(β̄3/2− Γx/
√

kx − Γy/
√

ky)ρ̄
4(η)

−(
√

kx − Γ3 − Γx/
√

kx − Γy/
√

ky)(ω
3
x − v3

x(η, t))(ωx − vx(η, t))

−(
√

ky − Γ3 − Γx/
√

kx − Γy/
√

ky)(ω
3
y − v3

y(η, t))(ωy − vy(η, t)),

(4.41)

for all (x, t) ∈ R6 ×R. We see that ∂V̄/t∂t + (∂V̄/∂x) f (x, un(x, t)) is negative defi-

nite if we choose kx, ky such that

0 < β̄3/2− Γx/
√

kx − Γy/
√

ky,

0 <
√

kx − Γ3 − Γx/
√

kx − Γy/
√

ky,

0 <
√

ky − Γ3 − Γx/
√

kx − Γy/
√

ky. (4.42)

These inequalities are clearly feasible for kx, ky (simply make them large enough).

Next, the following Proposition is proposed.

Proposition 15. Consider the control law defined in (4.13), (4.28) and (4.29), where k1, k2,

k3, k4, k5, ε satisfy the conditions stated in Proposition 14, and kx, ky satisfy (4.42). Then,

V̄(x, t) as defined in (4.31) is continuously differentiable, and satisfies

β̃1ρ4(x) ≤ V̄(x, t) ≤ β̃2ρ4(x),
∂V̄
∂t

(x, t) +
∂V̄
∂x

f (x, un(x, t)) ≤ −β̃3V̄(x, t),

for all (x, t) ∈ R6 ×R, for some β̃1, β̃2, β̃3 > 0.

Proof. By construction V̄(x, t) is homogeneous of degree 4 with respect to δr̄
λ, and

∂V̄/∂t(x, t) + (∂V̄/∂x) f (x, un(x, t)) is also homogeneous of degree 4 by Proposition

4. They are both continuous and periodic with period T = 2πε. The first inequality

in the Proposition has already been obtained in (4.32). As shown, when kx, ky sat-

isfy (4.42), ∂V̄/∂t(x, t) + (∂V̄/∂x) f (x, un(x, t)) is negative definite. Corollary 1 then
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yields ∂V̄/∂t(x, t) + (∂V̄/∂x) f (x, un(x, t)) ≤ −aρ4(x), where

a = − max
ρ(x)=1,0≤t≤T

∂V̄/∂t(x, t) + (∂V̄/∂x) f (x, un(x, t)).

The second inequality in the Proposition is then obtained with β̃3 = a/β̃2 by appli-

cation of the first inequality in the Proposition. This concludes the proof. �

Having obtained a global strict Lyapunov function for the nominal system cor-

responding to (4.9), as in Proposition 15, we shall now proceed to the full system

without uncertainties and disturbances, described by f (x, un) and g(x) in (4.9). We

follow the approach in Du et al. [Du and S. Li, 2012] and Gui and Vukovich [Gui,

Vukovich, and S. Xu, 2016]. Suppose that there exists a λ0 > 0, such that

LgV̄(δr
λ(x), t) ≤ λ4 β̃3

2
Σ, (4.43)

for all (x, t) ∈ S5 ×R, when 0 < λ < λ0, where

Σ = min
x∈S5,0≤t≤T

V̄(x, t). (4.44)

Define the set

U0 = {x ∈ R : x = δr
λ(x̄), x̄ ∈ S5, 0 ≤ λ < λ0}. (4.45)

Proposition 16 (Gui et al. (Gui, Vukovich, and S. Xu, 2016)). The set U0 in (4.45) is

open and contains the origin.

If (4.43) holds, then by the definition of Σ, we obtain

LgV̄(δr
λ(x), t) ≤ λ4 β̃3

2
V̄(x, t), (4.46)

for all (x, t) ∈ S5×R when 0 < λ < λ0. Any x 6= 0 can be written as δr
λ(x̄), for some

λ > 0 and x̄ ∈ S5. Hence, for arbitrary x 6= 0, (4.46) leads to

LgV̄(x, t) = L f V̄α(δ
r
λ(x̄), t) ≤ λ4 β̃3

2
V̄(x̄, t),

=
β̃3

2
V̄α(δ

r
λ(x̄), t),=

β̃3

2
V̄α(x, t), (4.47)
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where homogeneity of V̄ has been used. Continuity of L f V̄ and V̄ imply that (4.47)

holds for x = 0 also with any t ∈ R. As a result, combining Proposition 15 and

(4.47),
∂V̄
∂t

(x, t) +
∂V̄
∂x

( f (x, un(x, t)) + g(x)) ≤ − β̃3

2
V̄(x, t), (4.48)

for all (x, t) ∈ U0 ×R.

It remains to establish the condition in (4.43). Note that (4.43) is equivalent to the

existence of λ0 > 0, such that

LgV̄(δr
λ(x), t)

λ4 ≤ β̃3

2
Σ, (4.49)

for all x ∈ S5, when 0 < λ < λ0. We have for (x, t) ∈ S5 × [0, T] and λ > 0

LgV̄(δr
λ(x), t)

λ4 =
1

λ4

6

∑
i=1

∂V̄
∂xi

(δr
λ(x), t)gi(δ

r
λ(x)),

=
6

∑
i=1

∂V̄
∂xi

(x, t)
gi(δ

r
λ(x))

λri
,

where Proposition 3 has been used. Since ∂V̄/∂x is continuous, it is uniformly

bounded on S5 × [0, T], which is compact. Hence, only the terms gi(δ
r
λ(x))/λri need

to be considered for i = 1, ..., 6. Related to the dilation δr
λ, we define the reduced

dilation for qv by δr̃
λ(qv) = (λq1, λq2, λ2q3). From (4.9), we see that for i = 1, 2,

|gi(δ
r
λ(x))/λri | is upper-bounded by terms of the form

|λqjλ
2ωz|

2λ
= λ2|qjωz|/2 ≤ λ2/2, j = 1, 2,

|λ2q3λωj|
2λ

= λ2|q3ωj|/2 ≤ λ2/2, j = x, y,

|(
√

1− δr̃
λ(qv)Tδr̃

λ(qv)− 1)λωj|
2λ

≤ |ωj|‖δr̃
λ(qv)‖/2 ≤ λ/2, j = x, y

where we have used the fact that |qj|, |ωk|, ‖qv‖ ≤ 1, j = 1, 2, 3, k = x, y, z for x ∈ S5,

and the fact that ‖δr̃
λ(qv)‖ ≤ ‖δr̃

λ(qv)‖1 ≤ max{λ, λ2} for ‖qv‖ ≤ 1, together with

Proposition 7. Note that Proposition 7 can only be applied if ‖δr̃
λ(qv)‖ ≤ 1, which

requires that λ ≤ 1. As a consequence, max{λ, λ2} = λ, and we require λ0 ≤ 1.
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In a similar manner, for i = 3, we obtain

|(
√

1− δr̃
λ(qv)Tδr̃

λ(qv)− 1)λ2ωz|
2λ2 ≤ λ/2.

Finally, for i = 5, 6, we obtain

|gi(δ
r̃
λ(x))|
λ

≤ |cj|λ2, j =

 x, i = 5,

y, i = 6

Putting everything together, we obtain

LgV̄(δr
λ(x), t)

λ4 ≤ b1λ2 + b2λ, (4.50)

where b1 = a1 + a2 + a5|cx|+ a6|cy|, b2 = (a1 + a2 + a3)/2 and

ai = max
S5×[0,T]

∣∣∣∣ ∂V̄
∂xi

(x, t)
∣∣∣∣ , (4.51)

for i = 1, ..., 6. From (4.50), we now find that (4.49) is satisfied for 0 < λ < λ0, when

λ0 = min{1, (
√

b2
2 + 2b1 β̃3Σ− b2)/(2b1)}. (4.52)

As result, we get the following.

Lemma 4.3. Consider the control law defined in (4.13), (4.28) and (4.29), where k1, k2, k3,

k4, k5, and ε satisfy the conditions stated in Proposition 14, and kx, ky satisfy (4.42). Then,

the closed-loop system defined by ẋ = f (x, un(x, t)) + g(x) is locally exponentially stable.

Proof. By the previous development, V̄(x, t) as given in Proposition 15 satisfies (4.48)

for all (x, t) ∈ U0 × R. By Remark 1, there exists a χ > 0, such that the closed

homogeneous ball B̄χ(0) is contained in U0. Let x(0) ∈ B(β̃1/β̃2)1/4χ(0) ⊂ Bχ(0).

Then, by Proposition 15, V̄(x(0), 0) ≤ β̃2ρ4(x(0)) < β̃1χ4. Let x(t) be the trajectory

of ẋ = f (x, un(x, t)) + g(x) resulting from initial condition x(0). From Proposition

15, we note that V̄(x(t), t) < β̃1χ4 implies that x(t) ∈ Bχ(0). By (4.48), we have

˙̄V(x(t), t) ≤ 0 while x(t) ∈ U0. Consequently, we have V̄(x(t), t) ≤ V̄(x(0), 0) <

β̃1χ4 while x(t) ∈ U0. Since x(t) cannot leave U0 before leaving Bχ(0) (the boundary
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of Bχ(0) is contained in U0), we must therefore have x(t) ∈ Bχ(0) for all t ≥ 0.

Finally, in a similar manner as in the proof of Corollary 4.2.1, we obtain ρ(x(t)) ≤

(β̃2/β̃1)
1/4ρ(x(0))e−(β̃3/(4β̃2))t. This concludes the proof. �

Next, we handle the uncertainties and disturbances contained in the terms h(x, t,

τd, ∆J, ω̃), D in (4.9). First, we define ψ ∈ R3 such that

ψ̄ =

 03×1

ψ

 = h(x, t, τd, ∆J, ω̃) + D. (4.53)

We temporarily assume that there exist ψim > 0, such that |ψi(t)| ≤ ψim for i = 1, 2, 3.

This will be made rigorous shortly.

Again, any non-zero x ∈ U0 can be written as x = δr
λ(x̄), for some x̄ ∈ S5.

Therefore, for any (x, t) ∈ U0 ×R with x 6= 0,

∂V̄
∂x

(x, t)ψ̄ =
∂V̄
∂x

(δr
λ(x̄), t)ψ̄,

=
∂V̄
∂ωz

(δr
λ(x̄), t)ψ1 +

∂V̄
∂ωx

(δr
λ(x̄), t)ψ2 +

∂V̄
∂ωy

(δr
λ(x̄), t)ψ3,

= λ2 ∂V̄
∂ωz

(x̄, t)ψ1 + λ3 ∂V̄
∂ωx

(x̄, t)ψ2 + λ3 ∂V̄
∂ωy

(x̄, t)ψ3,

≤ λ2a4ψ1m + λ3(a5ψ2m + a6ψ3m),

≤ λ2 a4ψ1m

Σ1/2 V̄1/2(x̄, t) + λ3 (a5ψ2m + a6ψ3m)

Σ3/4 V̄3/4(x̄, t),

=
a4ψ1m

Σ1/2

(
λ4V̄(x̄, t)

)1/2
+

(a5ψ2m + a6ψ3m)

Σ3/4

(
λ4V̄(x̄, t)

)3/4
,

=
a4ψ1m

Σ1/2 V̄1/2(x, t) +
(a5ψ2m + a6ψ3m)

Σ3/4 V̄3/4(x, t), (4.54)

where Proposition 3, the homogeneity and periodicity of V̄, ∂V̄/∂x and the defi-

nitions of Σ and ai in (4.44) and (4.51) have been made use of. By Proposition 3,

(∂V̄/∂ωi)(0, t) = 0 for i = x, y, z and for all t ∈ R. Hence, (4.54) holds for x = 0 also.

Consequently, combining (4.54) with (4.48), we find that

∂V̄
∂t

(x, t)+
∂V̄
∂x

( f (x, un(x, t)) + g(x) + ψ̄) ≤ −V̄1/2(x, t)
(

β̃3

2
V̄1/2(x, t)− c1V̄1/4(x, t)− c2

)
,

(4.55)
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for all (x, t) ∈ U0 ×R, where

c1 =
(a5ψ2m + a6ψ3m)

Σ3/4 , c2 =
a4ψ1m

Σ1/2 .

It is now straightforward to determine that the left-hand side of (4.55) is strictly

negative when

V̄(x, t) > Υ, (4.56)

where

Υ =

 c1 +
√

c2
1 + 2c2 β̃3

β̃3

4

. (4.57)

With reference to the proof of Lemma 4.3, we require

Υ < β̃1χ4, (4.58)

since if this holds, then in a manner similar to the proof of Lemma 4.3, (4.55) shows

that for any initial x(0) ∈ B(β̃1/β̃2)1/4χ(0), the resulting solution x(t) of (4.9) cannot

leave Bχ(0). Furthermore, along such a trajectory,

lim sup
t→∞

V̄(x(t), t) ≤ Υ, (4.59)

and by Proposition 15 it follows that

lim sup
t→∞

ρ(x(t)) ≤
(

Υ
β̃1

)1/4

. (4.60)

The final item required is to obtain suitable bounds ψim. First, since we assume

qv is available, we define the estimate of x

x̂ =

[
qvω̂zω̂xω̂y

]T

. (4.61)

The velocity-free control law is then defined as

u(x̂, t) = un(x̂, t) = un(x, t) + ∆u(x, t, ω̃), (4.62)
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where

∆u(x, t, ω̃) = un(x̂, t)− un(x, t),

is a continuous periodic function of (x, t, ω̃), satisfying ∆u(x, t, 0) = 0 for all (x, t) ∈

R6 ×R.

Proposition 17. Fix χ̄ > 0 and define the set W = B̄χ̄(0)×R× B̄τdm(0). Then, for any

ζ > 0 there exist $1(χ̄, τdm, ζ), $2(χ̄, τdm, ζ) > 0 such that ‖∆J‖ ≤ $1(χ̄, τdm, ζ) together

with ‖ω̃‖ < $2(χ̄, τdm, ζ) imply that ‖h(x, t, τd, ∆J, ω̃)‖ < ζ for all (x, t, τd) ∈W.

Proof. Define the set W̄ = B̄χ̄(0)× [0, T]× B̄τdm(0). First, note that the set W̄ is com-

pact in R6×R×R3. Note that h(x, t, τd, 0, 0) = 0 for all (x, t, τdm) ∈ W̄. Choose arbi-

trary ζ > 0. Continuity of h on R3×R×R3×R3×3×R3 implies that for each point

z = (x, t, τd) ∈ W̄, there exists $1,z, $2,z > 0 and a neighborhood Vz ⊂ R3×R×R3 of

z, such that ‖h(x̄, t̄, τ̄d, ∆J, ω̃)‖ < ζ for all ((x̄, t̄, τ̄d), ∆J, ω̃) ∈ Vz × B$1,z(0)× B$2,z(0).

Next, the collection of all such sets Vz (with z ∈ W̄) form an open cover of W̄. Since

W̄ is compact, there exist z1, ..., zn ∈ W, such that W̄ ⊂ ⋃n
i=1 Vzi. By construction,

‖h(x̄, t̄, τ̄d, ∆J, ω̃)‖ < ζ for all ((x̄, t̄, τ̄d), ∆J, ω̃) ∈ ⋃n
i=1 Vzi × B$1,zi(0)× B$2,zi(0). De-

fine $i(χ̄, τdm, ζ) = min{$i,z1, ..., $i,zn} for i = 1, 2. Then, W̄ × B$1(0) × B$2(0) ⊂⋃n
i=1 Vzi × B$1,zi(0)× B$2,zi(0), from which the conclusion follows by recognizing that

h is periodic and therefore the interval [0, T] in the definition of W̄ may be replaced

by R to obtain the result on the set W. This concludes the proof. �

Finally, we obtain the following result.

Lemma 4.4. Consider the control law defined in (4.13), (4.28) and (4.29), where k1, k2, k3,

k4, k5, kx, ky, ε satisfy the conditions stated in Proposition 15. Let χ > 0 be as defined in

the proof of Lemma 4.3. Consider ψim > 0 for i = 1, 2, 3, such that Υ as defined in (4.57)

satisfies (4.58). Suppose that τdm satisfies τdm/Jz < ψi1, τdm/Jx < ψi2 and τdm/Jy < ψi3.

Choose ζ > 0 such that ζ + τdm/Jz ≤ ψi1, ζ + τdm/Jx ≤ ψi2 and ζ + τdm/Jz ≤ ψi3.

Choosing χ̄ > χ, obtain $1(χ̄, τdm, ζ), $2(χ̄, τdm, ζ) > 0 from Proposition 17. Suppose

that ‖∆J‖ < $1(χ̄, τdm, ζ), and that ‖ω̃(t)‖ < $2(χ̄, τdm, ζ), for all t ∈ [0, t̄], for some

t̄ ∈ R+
⋃{∞}. Let x(0) ∈ B(β̃1/β̃2)1/4χ(0), with x(t) the resulting trajectory of (4.9).

89



CHAPTER 4. Inertial Attitude Stabilization using a Generalized Time-Varying

Nonlinear Controller

Then, x(t) ∈ Bχ(0) for t ∈ [0, t̄]. Furthermore, if this holds for any t̄ ≥ 0, then

lim sup
t→∞

ρ(x(t)) ≤
(

Υ
β̃1

)1/4

.

Proof. By Proposition 17, and the stated conditions on ζ and τdm, V̄(x, t) as given in

Proposition 15 satisfies (4.55) for all (x, t) ∈ (B̄χ̄(0)
⋂

U0)×R. Since (B̄χ̄(0)
⋂

U0) ⊃

B̄χ(0), it follows by similar arguments to those given following equation (4.58) that

x(t) cannot leave Bχ(0) during the interval [0, T]. Finally, if this holds for any t̄ ≥ 0,

then the arguments leading up to (4.60) are valid. This concludes the proof. �

4.2.5 Observer design

Let q̂, ω̂ be the estimates of q, ω respectively, and define the attitude estimation error

q̃ = (q̃v, q̃4) by C(q̃) = C(q)CT(q̂) and ω̃ = ω− ω̂. Let q̂ satisfy

˙̂q =
1
2

B(q̂)p, (4.63)

for some p, or equivalently [Hughes, 1986], Ċ(q̂) = −p×C(q̂). Consequently, it is

straightforward to show that Ċ(q̃) = −(ω− C(q̃)p)×C(q̃), which is equivalent to

˙̃q = B(q̃)(ω− C(q̃)p). (4.64)

The observer is now defined as

˙̂q =
1
2

B(q̂)CT(q̃)
(

ω̂ + γ1P−1(q̃)sigα(q̃v)
)

, (4.65)

Jn ˙̂ω = −ω̂× Jnω̂ + τgn + τu + γ2 Jsigα1(q̃v), (4.66)

where γ1, γ2 > 0, α ∈ (1/2, 1), α1 = 2α− 1 and

τgn = 3
µ

‖R‖5 (C(q)R)× JnC(q)R, (4.67)

is the nominal gravity-gradient torque. Note that P−1(q̃) is invertible provided

‖q̃v‖ < 1. Since a local stability result is obtained, this restriction poses no prob-

lem. Utilizing (4.2), (4.5), (4.62), (4.63), (4.64), (4.65), and (4.66), one obtains the error
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equations

˙̃qv =
1
2

B(q̃)
(

ω̃− γ1P−1(q̃)sigα(q̃v)
)

, (4.68)

˙̃ω = −γ2sigα1(q̃v)− J−1
n (ω× Jnω− ω̂× Jnω̂) + Ω̃ + J−1

n τ̄d, (4.69)

where

Ω̃ = J−1
n ω× Jnω− J−1ω× Jω + (J−1 − J−1

n )JnH(un(x, t) + ∆u(x, t, ω̃))

+J−1τg − J−1
n τgn + (J−1 − J−1

n )τ̄d.

Next, using the definition of ω̃, it is straightforward to show that

ω× Jω− ω̂× Jω̂ = ω̃× Jω + ω× Jω̃− ω̃× Jω̃.

Finally, since a local stability result is pursued, with the assumption that ‖q̃v‖ < 1,

choose q̃4 > 0. Defining x̃ = [q̃T
v , ω̃T]T, the observer error dynamics in (4.68) and

(4.69) can be written as

˙̃x = gα(x̃) + f̃ (q̃v, ω̃, ω) + h̃(x, t, τ̄d, r, ω̃, ∆J) + d̃, (4.70)

where

gα(x̃) =

 g1α(x̃)

g2α(x̃)

 , f̃ (q̃v, ω̃, ω) =

 f̃1(q̃v, ω̃)

f̃2(ω̃, ω)

 ,

h̃(x, t, τ̄d, R, ω̃, ∆J) =

 03×1

Ω̃

 , d̃ =

 0

J−1
n τ̄d

 , (4.71)

g1α(x̃) = ω̃/2− γ1sigα(q̃v), g2α(x̃) = −γ2sigα1(q̃v)

f̃1(q̃v, ω̃) =
1
2
(A(q̃v)− I) ω̃,

f̃2(ω̃, ω) = −J−1
n
(
ω̃× Jnω + ω× Jnω̃− ω̃× Jnω̃

)
.

Note that

h̃(x, t, τ̄d, R, ω̃, 0) = 0,

91



CHAPTER 4. Inertial Attitude Stabilization using a Generalized Time-Varying

Nonlinear Controller

for all (x, t, τ̄d, R, ω̃) ∈ R6×R×R3× (R3 \ {0})×R3. It can be verified that gα is ho-

mogeneous of degree k = α− 1 with respect to the dilation δ
re(α)
λ (x̃) = [λq̃T

v , λαω̃T]T.

For a spacecraft in a bounded orbit about a primary body, the following assumption

can be made.

Assumption 4.5. There exist 0 < Rm < RM such that R(t) ∈ O for all t ≥ 0, where

O = {R ∈ R3 : Rm ≤ ‖R‖ ≤ RM.

Proposition 18 (Chapter 3). Given γ1, γ2 > 0 and ` ≥ 2, there exists ᾱ ∈ (1/2, 1) with

corresponding Vα : Rn → R satisfying the following properties for α ∈ (ᾱ, 1):

1. Vα is positive-definite and radially unbounded.

2. Vα is homogeneous of degree ` with respect to the dilation δ
re(α)
λ .

3. Vα is infinitely differentiable on Rn \ {0} and continuously differentiable at x̃ = 0.

4. Lgα Vα(x̃) ≤ −c(α)V(`+k)/`
α (x̃) for all x̃ ∈ R6, with c(α) > 0.

5. Given χ̄ > 0, there exists an open set U(χ̄) containing the origin such that ‖x‖ ≤ χ̄

implies that

Lgα+ f̃ Vα(x̃) ≤ − c(α)
2

V(`+k)/`
α (x̃), (4.72)

for all x̃ ∈ U(χ̄).

While for a given bound χ̄, it has been established that (4.72) holds on the open

set U(χ̄), it will be useful to find an open sublevel set of Vα, contained in U(χ̄),

since this will then become an invariant set, and in the absence of uncertainty and

disturbance, will be inside the domain of attraction of the observer. To this end,

since U(χ̄) is open, let η > 0 be the radius of a closed ball contained inside U(ω̄).

Let κ̄ = minx̃∈ηS5 Vα(x̃) > 0. The set

W = {x̃ ∈ Bη(0) : Vα(x̃) < κ̄}, (4.73)

is such a set.

Finally the terms h̃ and d̃ in (4.70) are handled. Similar to Proposition 17, we have

the following result.
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Proposition 19. Fix χ̄, η̄ > 0 and define the set Y = B̄χ̄(0) × [0, T] × Bτ̄dm(0) ×

O × B̄η̄(0). Then, for any ξ > 0 there exist $3(χ̄, τ̄dm, η̄, ξ) > 0 such that ‖∆J‖ ≤

$3(χ̄, τ̄dm, η̄, ξ) implies that ‖Ω̃‖ = ‖h̃(x, t, τ̄d, R, ω̃, ∆J)‖ < ξ for all (x, t, τ̄d, R, ω̃) ∈ Y.

Using Proposition 3, for any x̃ ∈ S5 and λ > 0 small enough that δ
re(α)
λ (x̃) ∈

B̄η(0), one has from (4.71) and Proposition 18 that when η̄ ≥ η in the definition of

the set W in (4.73),

Lh̃+d̃Vα(δ
re(α)
λ (x̃)) =

∂Vα

∂ω̃
(δ

re(α)
λ (x̃))(Ω̃ + J−1

n τ̄d),

= λ`−α ∂Vα

∂ω̃
(x̃)(Ω̃ + J−1

n τ̄d),

≤ λ`−α

∥∥∥∥∂Vα

∂ω̃
(x̃)
∥∥∥∥ (ξ + ‖J−1

n ‖τ̄d), (4.74)

when (x, t) ∈ B̄χ̄(0)×R, provided ‖∆J‖ < $3(χ̄, τ̄dm, η̄, ξ). Define

a = max
x̃∈S5

∥∥∥∥∂Vα

∂ω̃
(x̃)
∥∥∥∥ , b = min

x̃∈S5
V(`−α)/`

α (x̃) > 0.

By definition of b, V(`−α)/`
α (x̃)/b ≥ 1 for all x̃ ∈ S5. Using these bounds in (4.74)

leads to

Ld̃Vα(δ
r(α)
λ (x̃)) ≤ a(ξ + ‖J−1

n ‖τ̄dm)

b
λ`−αV(`−α)/`

α (x̃),

for all x̃ ∈ S5 with λ > 0 small enough that δ
re(α)
λ (x̃) ∈ B̄η(0), provided (x, t) ∈

B̄χ̄(0)×R and ‖∆J‖ < $3(χ̄, τ̄dm, η̄, ξ). Using the same arguments as surrounding

equation (4.54), one finds that

Lh̃+d̃Vα(x̃) ≤ a(ξ + ‖J−1
n ‖τ̄dm)

b
V(`−α)/`

α (x̃), (4.75)

for all x̃ ∈ B̄η(0), provided (x, t) ∈ B̄χ̄(0)×R and ‖∆J‖ < $3(χ̄, τ̄dm, η̄, ξ).

Finally, combining (4.72) and (4.75), one finds that when (x, t) ∈ B̄χ̄(0)×R and

‖∆J‖ < $3(χ̄, τ̄dm, η̄, ξ), for trajectories x̃(t) inside Bη(0) we have

V̇α(x̃(t)) = Lgα+ f̃ Vα(x̃) + Lh̃+d̃Vα(x̃(t)),

≤ − c(α)
2

V(`+α−1)/`
α (x̃) +

a(ξ + ‖J−1
n ‖τ̄dm)

b
V(`−α)/`

α (x̃),

= −V(`−α)/`
α (x̃)

(
c(α)

2
V(2α−1)/`

α (x̃)− a(ξ + ‖J−1
n ‖τ̄dm)

b

)
. (4.76)
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From this is is seen that V̇α < 0 when

Vα(x̃) >
(

2a(ξ + ‖J−1
n ‖τ̄dm)

c(α)b

)`/(2α−1)

. (4.77)

Consequently, to guarantee feasibility for (4.77), the following restriction is made

(
2a(ξ + ‖J−1

n ‖τ̄dm)

c(α)b

)`/(2α−1)

< κ̄. (4.78)

This is clearly satisfied if τ̄dm > 0 and ξ > 0 are small enough. The following result

is obtained.

Lemma 4.6. Choose α ∈ (ᾱ, 1). Suppose that x(t) ∈ B̄χ̄(0) for all t ∈ [0, t̄], for some

t̄ ∈ R+
⋃{∞}. Select η > 0 such that B̄η(0) ⊂ U(χ̄) and obtain κ̄ = minx̃∈ηS5 Vα(x̃).

Selecting η̄ > η, suppose that τ̄dm > 0 is small enough that ξ > 0 can be selected such

that (4.78) is satisfied, and obtain corresponding $3(χ̄, τ̄dm, η̄, ξ) from Proposition 18. Fi-

nally, suppose ‖∆J‖ < $3(χ̄, τ̄dm, η̄, ξ). If x̃(0) ∈ W where W is defined in (4.73), then

Vα(x̃(t)) < κ̄ and ‖x̃(t)‖ < η for all t ∈ [0, t̄]. If this holds for any t̄ ≥ 0, then

lim sup
t→∞

Vα(x̃(t)) ≤
(

2a(ξ + ‖J−1
n ‖τ̄dm)

c(α)b

)`/(2α−1)

, and lim sup
t→∞

‖x̃(t)‖ ≤ η` < η,

where

η` = max
x̃∈F
‖x̃‖, F =

{
x̃ ∈ Bη(0) : Vα(x̃) ≤

(
2a(ξ + ‖J−1

n ‖τ̄dm)

c(α)b

)`/(2α−1)}
.

Proof. This can be obtained using similar arguments as in the proof of Lemma 4.4,

noting that x̃(t) ∈ W ⊂ Bη(0) for all t ∈ [0, t̄] (see the definition of W in (4.73)), and

the fact that if this holds for any t̄ ≥ 0, x̃(t) → F ⊂ B̄η`(0) as t → ∞. This concludes

the proof. �

4.3 Main Result

The main result can now be presented.

Theorem 4.7. Consider the system described by (4.1) and (4.2), together with the observer-

based control law in (4.5), (4.13), (4.28), (4.29), (4.62), (4.65) and (4.66). Then, provided
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the disturbance torque τd and inertia uncertainty ∆J are small enough, the control and ob-

server parameters can be chosen such that the closed-loop system states are locally ultimately

bounded.

Proof. Choose control law parameters k1, k2, k3, k4, k5, kx, ku, ε as in the statement of

Lemma 4.4. In addition, for small enough τdm > 0, it is possible to choose parameters

χ, χ̄, ζ, as in the statement of Lemma 4.4, and obtain related $1(χ̄, τdm, ζ), $2(χ̄, τdm, ζ)

also as in Lemma 4.4.

For the observer, choose α ∈ (ᾱ, 1), and γ1, γ2 > 0. Choose η > 0 as in Lemma 3,

with the added restriction that η ≤ $2(χ̄, τdm, ζ) and obtain κ̄ > 0 as in Lemma 3.

Selecting η̄ > η, suppose that τ̄dm > 0 is small enough that ξ > 0 can be selected such

that (4.78) is satisfied, and obtain corresponding $3(χ̄, τ̄dm, η̄, ξ) from Proposition 18.

Finally, suppose ‖∆J‖ < min{$1(χ̄, τdm, ζ), $3(χ̄, τ̄dm, η̄, ξ)}.

Now, consider the set H = Bχ(0)× Bη(0), and consider the initial conditions x(0) ∈

B(β̃1/β̃2)1/4χ(0) (as in Lemma 4.4), and x̃(0) ∈ W (as in Lemma 3). It is clear that

(x(0), x̃(0)) ∈ H, and that therefore (x(t), x̃(t)) must remain in H over some interval

[0, t̄), with t̄ > 0. By Lemmas 4.4 and 4.6, it can be inferred that x(t) cannot reach

the boundary of Bχ(0) before x̃(t) reaches the boundary of Bη(0), and vice-versa.

So, the only possibility for (x(t), x̃(t)) to leave H is if x(t) and x̃(t) both reach the

respective boundaries of Bχ(0) and Bη(0) at the same time instant. Let t̄ > 0 be that

time instant. We then have ρ(x(t̄)) = χ and ‖x̃(t̄)‖ = η, while (x(t), x̃(t)) ∈ H

for 0 ≤ t < t̄. By definition of χ̄, we therefore have x(t) ∈ B̄χ̄(0) for t ∈ [0, t̄].

By Lemma 3, it then follows that ‖x̃(t̄)‖ < η, and subsequently by Lemma 4.4 that

x(t̄) ∈ Bχ(0), which is a contradiction. Hence, we see that (x(t), x̃(t)) ∈ H for all

t ≥ 0. By Lemmas 4.4 and 4.6, it then follows that they are ultimately bounded. This

concludes the proof. �

4.4 Numerical Examples

This section presents numerical examples to demonstrate the performance of the

proposed observer-based controller under realistic implementation conditions, in-

cluding sampled measurements with measurement noise, sample and hold control

implementation, uncertainties in the spacecraft inertia matrix, aerodynamic and
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solar pressure disturbance torques and small orbital eccentricities. For comments

on practical implementations, one can refer Section 3.5.

The spacecraft model is taken from Godard et al. [Godard, K. Kumar, and A.

Zou, 2013]. The spacecraft is in a Keplerian orbit with semi-major axis a = 6878 km,

and initial condition at perigee. The spacecraft nominal moments of inertia used

in the control and observer design are Jx = 0.0020 kg·m2, Jy = 0.0017 kg·m2, and

Jz = 0.0015 kg·m2. The aerodynamic and solar pressure torques are given by

τa = 1.36A f


1 + sin (ω0t) + 0.5 sin (2ω0t)

−
(
5× 102) [4 + 2 sin (ω0t) + 0.5 sin (2ω0t)]

− [1 + 2 sin (ω0t) + 0.5 sin (2ω0t)]

 , (4.79)

τs = S f


(
2× 10−5) [1− 2 sin (ω0t)](

1× 10−3) cos (ω0t)

−
(
5× 10−5) cos (ω0t)

 , (4.80)

respectively, where A f = 1.0× 10−11 and S f = 1.70× 10−6 are derived from “worst-

case scenarios” for the RyeSat spacecraft model as outlined in [Godard, K. Kumar,

and A. Zou, 2013]. Table 4.1 shows the control and observer parameters.

TABLE 4.1: Summary of parameters

Parameter Value

a 6878 km
(k1, k2, k3, k4, k5, kx, ky) (0.04, 0.04, 0.04, 0.1, 5, 0.05, 0.05)

(α, γ1, γ2) (0.9, 0.04, 0.02)
[Jnx, Jny, Jnz] [0.0020, 0.0017, 0.0015] kg·m2

Nominal Disturbance-Free
ε(0), ωbI(0) [0.5245, 0.5915, 0.1585]T , 0 rad/s

Nominal Disturbance
ε(0), ωbI(0) [0.5245, 0.5915, 0.1585]T , 0 rad/s

[τa, τs] time-varying

Disturbances and Uncertainties
diag{∆J} ±5 %

∆qv, ε(0), ωbI(0), ω̂bI(0) ±5 deg, ±180 deg, ±5 deg s−1, ±1.4 deg s−1
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In the numerical examples, attitude measurements are generated at sample times

tk (k = 0, 1, ...) according to

qvm(tk) = q4(tk)qve,k + q4e,kqv(tk) + qv(tk)
×qve,k,

q4m(tk) = q4(tk)q4e,k − qv(tk)
Tqve,k, (4.81)

where qve,k is generated with MATLAB’s “randn” random number generator, with

standard deviation of 0.1× 180/(6π) in each component and q4e,k =
√

1− qT
ve,kqve,k.

Consequently, (qve,k, q4e,k) is a unit quaternion representing a random rotational mea-

surement error with 0.1 degree error (3-sigma).

The sampled-data implementation of the proposed observer-based control law

is

τu(t) = JnHun(xm(tk), tk)),

˙̂q(t) =
1
2

B(q̂(t))CT(q̃m(t))
(

ω̂(t) + γ1P−1(q̃m(t))sigα(q̃vm(t))
)

,

J ˙̂ω(t) = −ω̂(t)× Jω̂(t) + τg,m(tk) + τu(t) + γ2 Jsigα1(q̃vm(t)),

then for t ∈ [tk, tk+1), where

xm(tk) =

[
qT

vm(tk) ω̂z(tk) ω̂x(tk) ω̂y(tk)

]T

.

and q̃m = (q̃vm, q̃4m) is given by

q̃vm(t) = −q4m(tk)q̂v(t) + q̂4(t)qvm(tk)− q̂v(t)×qvm(tk),

q̃4m(t) = q4m(tk)q̂4(t) + qvm(tk)
T q̂v(t).

The sample period in this chapter is chosen to be ∆T = tk+1 − tk = 0.1 seconds,

measurement limitations outlined in Section 3.5 also applies here. Numerical inte-

gration is performed using a 4th order Runge-Kutta method with step size equal to

∆T. Smaller step sizes were also tested, but did not produce any noticeable change

in results.
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4.4.1 Nominal disturbance-free case

The purpose of the example in this subsection is two-fold: (1) to demonstrate

the performance of the observer-based control law under ideal conditions (perfect

knowledge of the spacecraft inertia matrix, no external disturbances other than

gravity-gradient); (2) to compare the performance of the ideal continuous-time (not

sampled-data) observer-based control in the absence of measurement noise with the

sampled-data observer-based control with noisy measurements. The spacecraft at-

titude relative to the orbiting frame is given by qv(0) = [0.5245, 0.5915, 0.1585],

q4(0) =
√

1− qv(0)Tqv(0), while the initial orbital angular velocity is given by

ω(0) = 0 rad/s.

Figure 4.1 shows the resulting attitude and angular velocity responses, respec-

tively. It can be seen that the attitude and angular velocity responses are similar, with

the sampled-data responses exhibiting some noise, which is due to the presence of

noise on the measurements.The sampled-data approximates continuous-time con-

trol, attributing to the finite-time observer-based controller. Having established this,

the examples presented in the remaining subsections are for the sampled-data con-

troller only.

4.4.2 Nominal case with disturbances

The purpose the example in this subsection is to demonstrate the performance of the

sampled-data observer-based control law under nominal conditions (perfect knowl-

edge of the spacecraft inertia matrix, and gravity-gradient torque), but with the in-

clusion of the aerodynamic and solar pressure disturbance torques. The initial con-

ditions are the same as in Section 4.4.1. Figure 4.2 shows the resulting attitude and

angular velocity responses. Figure 3 shows the spacecraft control torques. Compar-

ing Figure 4.2 to Figure 4.1, it can be seen that the while the attitude and angular

velocity errors still converge to a neighborhood of the origin, the presence of the dis-

turbance torques results in slightly larger steady-state attitude and angular veloc-

ity errors, which is to be expected since the disturbance torques act about all three

spacecraft axes, while the control torque is limited to the roll and pitch axes.
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FIGURE 4.1: Attitude and angular velocity responses in nominal
disturbance-free case
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FIGURE 4.2: Attitude and angular velocity responses in nominal case
with disturbances

4.4.3 All uncertainties and disturbances

The purpose of the example in this subsection is to demonstrate the robustness of the

sampled-data observer-based control law to uncertainties in the spacecraft inertia

matrix, in the presence of measurement noise for a variety of initial conditions with

large initial attitude errors. To this end, one hundred simulations are performed,
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FIGURE 4.3: Control torque in nominal case with disturbances

where the true spacecraft inertia matrix, initial conditions are randomly generated.

Remark. While one hundred simulations with random variables are performed. The

purpose of the simulations is only to showcase the observer-based control system

and its robustness. The data should not be taken as a probability distribution statis-

tics.

The true spacecraft inertia matrix is generated as follows. First, the true principal

inertia matrix is computed according to

Jp =


Jx + px 0 0

0 Jy + py 0

0 0 Jz + pz

 ,

where px, py, pz are generated using MATLAB’s “randn” random number generator,

each with standard deviation of 3× 10−5 kg·m2. This corresponds to approximately

5% uncertainty (3-sigma) in the principal inertias. Then, the true spacecraft inertia

matrix is obtained as

Jt = C(qJ)JpC(qJ)
T,

where qJ = (qvJ , q4J), qvJ is generated with MATLAB’s “randn” random num-

ber generator, with standard deviation of 5 × 180/(6π) in each component and

q4J =
√

1− qT
vJqvJ . Consequently, qJ is a unit quaternion representing a 5 degree

(3-sigma) random rotation of the principal axes frame. It should be noted that

Jt is only used in the numerical propagation of the true attitude dynamics. The

observer-based controller uses the nominal inertia matrix J.
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The initial true attitude is obtained as qv(0) = a sin(φ/2), q4(0) = cos(φ/2),

where a ∈ S2 is generated using MATLAB’s “randn” function followed by normal-

ization, and φ ∈ R is generated using MATLAB’s “randn” function, with standard

deviation of π/3, corresponding to an initial attitude error of 180 degrees (3-sigma).

The initial true inertial angular velocity ω(0) is generated using MATLAB’s “randn”

function, with standard deviation of 5 × π/(3 × 180) corresponding to an initial

angular velocity of 5 degrees/second (3-sigma). The initial estimated inertial an-

gular velocity ω̂(0) is generated using MATLAB’s “randn” function, with standard

deviation of 1.4×π/(3× 180) corresponding to an initial estimated angular velocity

of 1.4 degrees/second (3-sigma). Finally, the initial estimated attitude quaternion

q̂(0) is taken as the initial attitude quaternion measurement qm(0) as generated in

(4.81).

For clarity in presenting the results of all 100 simulations, the attitude error is

presented as the principal angle of rotation corresponding to ε, which is given by

φ = 2 sin−1(‖qv‖).

The angular velocity error is presented as ‖ω‖. Figure 4.4 shows the resulting atti-

tude and angular velocity responses. It can be seen that in all cases, they converge

to neighborhoods of zero, even with very large initial attitude errors. These results

demonstrate that even though the theoretical guarantee of ultimate boundedness

for the proposed observer-based controller is local and the control is continuous and

measurements are available without measurement noise, when implemented under

realistic conditions in a sampled-data manner the control law retains the ultimate

boundedness property even for large initial conditions.

4.5 Chapter Summary

This chapter investigated the velocity-free attitude control problem for the inertial

attitude stabilization of underactuated rigid spacecraft in circular orbits using two
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FIGURE 4.4: Attitude and angular velocity responses with inertia ma-
trix uncertainties and disturbances

torques. Utilizing the homogeneity of systems, a velocity-free time-varying con-

tinuous feedback controller is formulated. A proposed observer-based control law

combining a sliding mode control law with a observer is used to estimate the space-

craft angular velocity. A rigorous analysis has been presented to demonstrate that

proposed observer-based control laws, both the reduced nominal closed-loop sys-

tem and full nominal closed-loop system, are locally ultimately bounded. Numer-

ical examples have been presented of a sampled-data implementation of the pro-

posed observer-based control law that demonstrate robustness to uncertainties in

the spacecraft inertia matrix, non-zero orbital eccentricity and measurement noise,

as well as convergence for large initial attitude errors.
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CHAPTER 5

Model Predictive Control of

Underactuated Spacecraft

The space system of study is a small satellite equipped with two reaction wheels that

provide two control torques. This chapter proposes the MPC-based strategy to sta-

bilize the spacecraft’s attitude with a pair of reaction wheels under the assumption

of zero total system angular momentum. The attitude stabilization of a spacecraft

using two torques supplied by reaction wheels aligned about the principal axes of

the spacecraft is investigated in this chapter. Unlike other methods, MPC allows for

the direct incorporation of practically important constraints such as spacecraft point-

ing, angular velocity, and wheel rate constraints. Unlike the majority of MPC appli-

cations to attitude control in the literature, which use an approximate discretized

dynamics model, the exact continuous dynamics model is utilized in the MPC for-

mulation. Numerical examples demonstrate the efficacy of the proposed approach.

5.1 Introduction

The stabilization of an underactuated spacecraft is complex, as such system does

not have a controllable linearization, and is not feedback linearizable. This becomes

further problematic when stabilizing using internal torque actuators. This chapter

extends the inertial attitude control problem of Chapter 4. It deals with finding con-

trol actions using optimal control theory and model predictive control to effectively

stabilize the underactuated rigid-body spacecraft system.
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Stabilization using internal torque actuators such as momentum-exchanging de-

vices like reaction wheels (RWs) or control moment gyroscopes (CMGs) can achieve

better precision than external actuators such as rockets or thrusters [Petersen, Leve,

and Kolmanovsky, 2017b]. The comparative study between actuators is not out-

lined in this chapter. There are several drawbacks in using internal torque actuators,

namely the total angular momentum in the spacecraft system must be conserved.

The complete dynamics of the spacecraft with two reaction wheels is not control-

lable [Krishnan, McClamroch, and Reyhanoglu, 1995]. With the assumption of zero

total angular momentum, the spacecraft dynamics is locally controllable at any equi-

librium attitude in finite time but cannot be asymptotically stabilized to any equilib-

rium attitude using time-invariant continuous feedback.

However, by using model predictive control (MPC), we can generate control laws

that can be used to stabilize the attitude for an underactuated spacecraft. The study

of model predictive control (MPC) has gained much attention in the recent years

due to its ability to generate feedback controllers with enforced constraints on dy-

namical continuous-time systems. MPC has a rich history [Mayne, 2014b; Qin and

Badgwell, 2003] in academic literature and in the process industries, where proven

to be more effective in comparison other multivariable control alternatives. MPC

optimizes a control sequence while minimizing a specified cost function over a fi-

nite horizon. Analysis of its stability and optimality can be found in Mayne [Mayne,

2014a]. Application of MPC in underactuated systems by design or by result of

on-board failures is not well-addressed. When there are fewer number of available

torques than degrees-of-freedom, the spacecraft degrades to to an underactuated

nonholonomic system that results in highly nonlinear equations of motion, which

can result in uncontrollability of the equations (kinematics and dynamics) of the

spacecraft[Crouch, 1984]. See Fontes [Fontes, 2001] for construction of a stabilizing

nonlinear MPC for time-varying nonlinear system with input constraint. Further-

more, the system equations are not feedback linearizable which when linearized,

possesses an uncontrollability linearization.MPC had been widely used in litera-

ture to solve attitude problems. Petersen et al. [Petersen, Leve, and Kolmanovsky,

2017a] proposed the use MPC to control a spacecraft with two reaction wheels. Uti-

lizing zero momentum strategy and approximate model of the system dynamics, a
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state-discontinuous feedback locally stabilizing control law for pointing equilibrium

was generated via MPC while satisfying constraints. It was proven that the attitude

equations can be reduced in the case where angular momentum is zero [Krishnan,

McClamroch, and Reyhanoglu, 1995]. This implied the possibility of rest-to-rest ma-

neuvers as the reduced equations are small-time locally controllable (STLC). Gui et

al. [Gui, Vukovich, and S. Xu, 2015] investigated the equilibrium STLC of combined

dynamics of spacecraft with three or more independent-type CMGs in pyramid and

roof-type configurations. Assuming constant inertial angular momentum and no

external torques the spacecraft was stabilized via time-invariant piecewise contin-

uous feedback laws with controllability proofs while imposing singular avoidance

constraints.

5.2 Problem Formulation

5.2.1 Attitude kinematics and dynamics

FIGURE 5.1: Two-RW system topology.

Consider a spacecraft with equipped with two reaction wheels (RW) with coordinate

topology shown in Figure 5.1. The frame of the ith reaction wheel is represented by

the orthogonal set Fwi = {ri1 , ri2 , ri3}, for i = 1, 2, where ri1 and ri3 are set to aligned

with the rigid-body spacecraft body frame and ri2 = ri3 × ri1 , to complete the right-

handed triad. More specifically, we align the reaction wheel’s spin axis (ri3) with one
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of the spacecraft’s principal axis with reaction wheel angular velocity, ωi ∈ R for

i = 1, 2. Without the loss of generality, assume that the reaction wheels are aligned

in the body principal axes, yb and zb, making the spacecraft xb-axis an unactuated

axis. Thus, classifying this system as underactuated. Let the angular momentum of

the reaction wheels be denoted by h and given by the equation:

hi = Jwωi, i = 1, 2 (5.1)

The total angular momentum contribution of the reaction wheel array, h, with inertia

Jw can be expressed as

h = Aw

n

∑
i=1

hi = Jwω1r13 + Jwω2r23 . (5.2)

The total angular momentum of the spacecraft-RW system with respect to FI , written

in Fb is written as

H = Jω + Awh, (5.3)

where

Aw =


0 0

1 0

0 1

 , (5.4)

is RW configuration matrix, J ∈ R3×3 is the spacecraft inertia matrix.

When no external torque (H = 0) act on the spacecraft (this assumption is real-

istic after detumbling has occured), H will remain a constant, and ω can be solved

directly from (5.3) and the zero-momentum restriction imposes the following:

ω = −J−1Awh. (5.5)

Remark. If the spacecraft’s angular momentum is initially non-zero (H 6= 0), then

due to the conservation of angular momentum, regardless of its new attitude vector,

the angular momentum will remain non-zero and the spacecraft cannot be stabilized

with respect to the origin without some form of external torque.
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Assuming the angular momentum contribution of the reaction wheel in (5.3) is

negligible [Kurokawa, 2007; S. Bhat and Tiwari, 2009], then the equations of motion

that describes the dynamics of the system that evolves in the angular momentum

level set diffeomorphic to R3 ×Tn is given by:

ṗ = −S(p)J−1Awh, (5.6)

ḣ = u, (5.7)

where

S(p) =
1
4

(
(1− pT p)I + 2ppT + 2p×

)
,

p = [p1, p2, p3]T ∈ R3 denotes the Modified Rodrigues Parameters (MRPs) which

describes the spacecraft orientation. h = [h1, h2, . . . , hn]T ∈ Rn represents the an-

gular momentum vector and u = [u1, u2, . . . , un]T ∈ Rn is the control input vector

with |ui| ≤ umax for i = 1, 2, . . . , n. The rotation matrix corresponding to the MRPs,

p is given by

C(p) =
I + 8p×p× − 4(1− pT p)p×

(1 + pT p)2 , (5.8)

Let the state vector of (5.6) and be denoted by x = (p, h) ∈ M with configuration

manifold M = R3 ×Rn. Then, the dynamics represented by (5.6) can be written in

control system form as:

ẋ = f0(x) +
n

∑
i=1

ui fi(x), x ∈ M, ui ≤ umax (5.9)

where the terms f0(x) =
(
−S(p)J−1 (Awh) , 0

)
and fi(x) = (0, ei) are called the drift

vector field and control vector fields, respectively. Here, ei denotes the ith standard

basis vector in Rn.

5.2.2 Optimal control

Recall in Chapter 2, that the optimal control problem is is the minimization problem

for J(q(t), u(t), t0, t f ) with control constraints and fixed boundary conditions under

the assumption that the solution to the minimization exists in the Sobolev space

denoted by Wmx ,∞ ×Wmu,∞ for mx ≥ 1 and mu ≥ 0. Given all admissible control
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u = u(t) in t ∈
[
t0, t f

]
, find the corresponding solution x∗(t) of the problem that

minimizes the cost functional J(x(t), u(t), t) and satisfying the boundary condition:

min. J(x(t), u(t), t0, t f ) = φ
[
x f , t f

]
+
∫ t f

t0

L [x(t), u(t), t] dt (5.10)

such that

ṗ = −S(p)J−1Awh,

ḣ = u,

x(t0) = x0,

x(t f ) = x f ,

h(x) ≤ g(x),

umin ≤ u(t) ≤ umax,

where the term h(x) ≤ g(x) describes the path constraints of the problem described

by (5.10). The optimal control problem is the minimization problem for (5.10) with

control constraints and fixed boundary conditions. The next step is to discretize

the dynamics described by (5.9). In this chapter, the optimization problem was dis-

cretized using pseudospectral discretization method, which is described next.

5.2.3 Pseudospectral discretization

In this chapter we use pseudospectral optimal control theory (Legendre pseudospec-

tral method) to solve the underactuated spacecraft attitude stabilization. Pseu-

dospectral optimal control theory is a spectral-based algorithm for solving nonlin-

ear optimization control problems. The optimal trajectory is computed using trans-

formation of the physical domain to the computational domain, interpolate using

Lagrange polynomial interpolation, weighted differentiation, and weighted integra-

tion [I. Ross and Karpenko, 2012]. Much of foundation of pseudospectral optimal

control theory, a theoretical-computational framework for solving an optimal prob-

lem, is the direct consequence of the Stone-Weierstrass approximation theorem. The

Weierstrass approximation theorem states that a continuous real-valued function on
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a compact interval can be uniformly approximated by a set of polynomial sequence.

The theorem is stated as follows:

Theorem 5.1 (Stone-Weierstrass (I. Ross and Karpenko, 2012)). Let R ⊃ [t0, t f ] ⇒

x(t) ∈ R be a continuous function. Then, there exists a set of algebraic polynomial sequence

W =
{

t→ xN}∞
N=0 such that,

lim
N→∞

sup
t∈[t0,t f ]

‖x(t)− xN(t)‖ = 0.

Since, the optimal state trajectory, x∗(t), is assumed to exist in the Sobolev space

(Wmx ,∞ ×Wmu,∞) - the optimal solution space, it then follows that there exist a poly-

nomial sequence W that converges to x∗(t) in the function space, L∞. The feasibil-

ity of the generated optimal control can be confirmed by numerical integration of

the continuous dynamics of the underactuated spacecraft system using 4th order

Runge-Kutta routine.

Time-domain transformation

For a finite-horizon optimal control problem, the physical time domain t ∈ [t0, t f ]

is mapped by affine transformation into computational domain of τ ∈ [−1, 1] using

the following,

t = Ψ(τ) =

(
t f + t0

2

)
+

(
t f − t0

2

)
τ ↔ τ = Ψ−1(t) =

(
2

t f − t0

)
t−
(

t f + t0

t f − t0

)
(5.11)

with derivative
dτ

dt
=

(
t f − t0

2

)
(5.12)

Equations (5.11) and (5.12) are used to the computation of the Legendre-Gauss-

Lobatto (LGL) quadrature node points spacing as seen in Figure 5.2.

Lagrange polynomial interpolation

Let the set of N LGL node points, ti ∈ R, on the interval [−1, 1] be denoted by

χ = {t : i = 0, · · · , N} ∈ RN . Then, the corresponding Lagrange interpolant can be
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FIGURE 5.2: time domain transformation into computational domain
with distinct node points and the corresponding Lagrange interpola-

tion polynomial.

written as

xN(t) =
N

∑
i=0

φi(t)xi − 1 ≤ t ≤ 1 (5.13)

where φi(t) is the N-th order Lagrange interpolating polynomial is given by

φi(t) =
N

∏
j=0, j 6=i

t− tj

ti − tj
, (5.14)

the numerator of (5.14) is zero except when j = i at each LGL node point, ti. When

j = i, Equation (5.14) satisfies the Kronecker relationship φi(tk) = δik, where

δjk(tk) =

 1, j = i

0, j 6= i.

Remark. Using Equation (5.13), the optimal control polynomial can be interpolated

and is given by

uN(t) =
N

∑
i=0

φi(t)ui − 1 ≤ t ≤ 1. (5.15)

Differentiation and integration

The derivative at node points of the N-th order Lagrange interpolating polynomial

is given by
dxN(t)

dt

∣∣∣∣∣
t=ti

=
N

∑
i=0

Djixi (5.16)
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where Dji is the differentiation matrix given by

Dji =
dφi(t)

dt

∣∣∣∣∣
t=ti

. (5.17)

Similarly, the integration at node points of the N-th order Lagrange interpolating

polynomial is given by

∫ 1

−1
xN(t)dt =

N

∑
i=0

∫ 1

−1
φi(t)dtxi. (5.18)

5.2.4 Model predictive control

Let the generic cost function be:

J(x(tk), uk(·), t0, t f ) =
∫ tk+T

tk

`(x, u)dτ, (5.19)

where x(tk) = (pk, ωk), tk is the sample instants, uk(·) is the control over the interval

[tk, tk + T] and `(x, u) is a positive semi-definite function of x and u satisfying

`(x, u) ≥ α‖x‖2, α > 0, ∀x, u, and `(0, 0) = 0.

Now, consider the following system:

ẋ = f (x, u), f (0, 0) = 0. (5.20)

We assume that (5.20) has a unique solution x(t) ∈ X(t) ⊂ Rn for a given x(t0),

u(·) ∈ U(t) ⊂ Rm, (0, 0) ∈ X(t) × U(t). Moreover, for a given x(tk), uk(t),

t ∈ [tk, tk + T], let xk(t) be the resulting solution over the interval t = [tk, tk + T].

Then, the end-point constraint, xk(tk + T) = 0, is required.

General MPC algorithm

Given x(t) at time tk

Compute uk(t) for interval t ∈ [tk, tk + T]

Set u(t) = uk(t) over interval [tk, tk+1)

Repeat process at time tk+1 with x(tk+1) = xk(tk+1)
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where we have x(t) = xk(t) and u(t) = uk(t) for all t ∈ [tk, tk+1).

The next step is to compute the control uk(t) for the interval [tk, tk + T]. Sup-

pose that at time tk−1, for a given feasible x(tk−1) we have a feasible uk−1(t), ie.

xk−1(t) ∈ X(t), uk−1(t) ∈ U(t), and xk−1(tk + T) = 0 for all t ∈ [tk−1, tk−1 + T].

Define a candidate control:

ūk(t) =

 uk−1(t), t ∈ [tk, tk + T − ∆t)

0, t ∈ [tk, tk + T − ∆t)
. (5.21)

5.2.5 Stability analysis

Since the solutions are unique and ūk ≡ uk−1 on the interval [tk, tk + T − ∆t) and

tk + T − ∆t = tk−1 + T, we have

x̄k(t) =

 xk−1(t), t ∈ [tk, tk + T − ∆t)

0, t ∈ [tk, tk + T − ∆t)
. (5.22)

where (x(t), u(t)) = (0, 0) is feasible, since (0, 0) ∈ X(t)×U(t). Then, we have the

following result:

J(x(tk−1), uk−1(·)) =
∫ tk

tk−1

`(x(t), u(t))dt +
∫ tk−1+T−∆t

tk

`(x̄k, ūk)dt +
∫ tk+T

tk+T−∆t
0 dt

(5.23)

Next, define Jk−1 = J (x(tk−1), u(tk−1)), and J (x(tk), ūk) =
∫ tk−1+T−∆t

tk
`(x̄k, ūk)dt +∫ tk+T

tk+T−∆t 0 dt, then we have Jk−1 =
∫ tk

tk−1
`(x, u)dt + J (x(tk), ūk). Choose uk(·) to sat-

isfy Jk = J (x(tk), u(·)) ≤ J (x(tk), ū(tk)), ie. improve on uk regardless of optimality.

Then, we have

Jk − Jk−1 ≤ −
∫ tk

tk−1

`(x, u)dt ≤ −α
∫ tk

tk−1

‖x‖2dt, (5.24)

or

Jk−1 − Jk ≥ α
∫ tk

tk−1

‖x‖2dt. (5.25)
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Summing from k = 1 to m, we have

m

∑
k=1

(Jk−1 − Jk) ≥ α
m

∑
k=1

∫ tk

tk−1

‖x‖2dt

J0 ≥ J0 − Jm ≥ α
m

∑
k=1

∫ tk

tk−1

‖x‖2dt.
(5.26)

The second line of (5.26) holds for all m ≥ 0.

Now, for a given t ≥ 0, there exist m ≥ 0 such that t ≤ tm. Then we have,

h
∫ t

t0

‖x‖2dt ≤ h
∫ tm

t0

‖x‖2dt ≤ J0. (5.27)

Thus, it holds for all t ≥ 0. Hence, x(t) ∈ L2.

If X(t), U(t) is required to be contained in compact sets, and that f (·, ·) be con-

tinuous in its arguments, then ẋ = f (x, u) is bounded, meaning x(t) is uniformly

continuous. By Barbalat’s Lemma, lim
t→∞

x(t) = 0.

Remark. Since x(t) = xk(t), u(t) = uk(t) for all t ∈ [tk, tk+1) and xk, uk are feasible by

design, then (x(t), u(t)) ∈ X(t)×U(t), for all t ≥ 0. The feasibility of this method

depends the given initial condition ẋ(t0), a feasible u0(t), t ∈ [t0, t0 + T) needs to

be found. If it exists, then by previous analysis, each subsequent problem remains

feasible.

5.3 Numerical Simulations

This section presents a numerical simulation to demonstrate the performance of the

proposed MPC and the numerical problem proposed in this section is solved using

DIDO c©, a MATLAB c© toolbox for solving optimal control problems [I. Ross, 2015].

The DIDO c© program implements a fast spectral algorithm based on pseudospectral

optimal control theory [I. Ross and Karpenko, 2012; Gong, Fahroo, and I. Ross, 2008],

where all functions are expanded to an infinite series of special basis function and

truncated to a convergence tolerance. DIDO c© have been successfully used in several

practical examples, which attained reputable results [Fahroo and I. M. Ross, 2013;

Hurni, Sekhavat, and I. Ross, 2010; Karpenko et al., 2012; Bedrossian et al., 2009].

The spacecraft parameters are taken from [Godard, K. Kumar, and A. Zou, 2013].
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The spacecraft is in a Keplerian orbit with semi-major axis a = 6878 km, and given

initial conditions at perigee. The spacecraft nominal moments of inertia in the con-

trol and observer design are Jx = 0.0020 kg·m2, Jy = 0.0017 kg·m2, and Jz = 0.0015

kg·m2. The initial attitude is p0 = [0.3168, 0.3168, 0.0957]T with a zero-momentum

restriction, in which assumes detumbling has occurred. The optimization program

and MPC parameters are outlined in Table 5.1. The time horizon is chosen to be

1 orbit, to match the simulation window using one hundred optimal control node

points for better interpolation performance. The MPC control window is generally

chosen as a one-tenth of the orbital period. The dynamics of the spacecraft is inte-

grated using 4th order Runge-Kutta with standard step size of 0.1 second. Due to

TABLE 5.1: MPC Parameters

Parameter Parameter Value

Time Horizon T (orbit) 1.0
Number of Nodes N 100
MPC Control Window ∆T (orbit) T/10
Cost Function gains [a, b, c] (102)[1, 1, 0.1]

computational limitations, only a single orbit simulation is performed and optimal

candidate control signals generated for ten control windows can be seen in Figure

5.3 (ti, for i = 0, · · · , 9) with 0.1 orbit spacing. The control signals are then interpo-

lated and used as control input to the underactuated spacecraft plant. It can be seen

from Figure 5.4, that a new control trajectory is sequentially generated, for example,

at t = 0.1 and t = 0.2 orbits, respectively. From Figures 5.4, 5.6, and 5.7, the applied

torque is 5.672× (10)−6 Nm. As seen in Figure 5.5, by t = 0.9 orbit the optimal

control solver has generated ten interpolated control signals for the MPC. The MRP

and momentum response of continuous plant are given by Figures 5.8 and 5.9, re-

spectively, where the underactuated rigid-body spacecraft system is stabilized from

a rest-to-rest maneuver within t = 0.3 orbit with steady-state bound of ±2× (10)−3

in the MRP vector.
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FIGURE 5.3: Optimal MPC Control Interpolation.

FIGURE 5.4: Optimal MPC Control Interpolation: 0 ≤ t ≤ 0.3 orbits.

5.4 Chapter Summary

In this Chapter, the optimal control of an underactuated spacecraft with two reac-

tion wheels using model predictive control was examined. The continuous dynam-

ics model was used to generate an optimal control sequence using pseudospectral

optimal control theory and interpolated using Lagrange polynomial interpolation.

The effectiveness of the MPC was numerically simulated for small underactuated

spacecraft where rest-to-rest stabilization was achieved in 0.3 orbit with a maximum
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FIGURE 5.5: Optimal MPC Control Interpolation: 0.7 ≤ t ≤ 1.0 orbits.

FIGURE 5.6: MPC continuous dynamics control signals.

control torque of no greater than (10)−5 Nm.
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FIGURE 5.7: MPC continuous dynamics control signals at 0 ≤ t ≤ 0.3
orbit.

FIGURE 5.8: MRP response.
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FIGURE 5.9: Angular momentum response.
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CHAPTER 6

Concluding Remarks

6.1 Contributions

This section outlines the key contributions of this research. These contributions arise

from the problem statements, proven in the chapters and summarized the key find-

ings as follows.

1 A novel nonlinear observer-based attitude control law that achieves attitude con-

vergence without any angular velocity measurements for a nadir-pointing un-

deractuated rigid-body spacecraft system in the presence of time-varying dis-

turbances, non-zero orbital eccentricity, inertia matrix uncertainties, measure-

ment noise in a sample-data implementation. The novel control law also guar-

antees ultimate boundedness of all signals even with high initial errors.

2 A generalized novel time-varying attitude control law that achieves convergence

in inertial attitude for the underactuated rigid-body spacecraft system. The

novel control law allows design flexibility that can lead to better performance.

3 An implementation of an optimal model predictive control to an underactuated

spacecraft using pseudospectral optimal control theory with continuous dy-

namics model to achieve stabilization for a underactuated rigid-body space-

craft system with two reaction wheels.
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6.2 Conclusions

The objective of this dissertation was to investigate the nonlinear control of the at-

titude for an underactuated spacecraft system in accordance to the problem state-

ments and research objectives outlined in Chapter 1. In summary, control design

development and rigorous stability proofs were presented in Chapter 3 for the body-

orbital frame attitude control problem, then extended to the inertial frame in Chapter

4. Thereafter, Chapter 5 presented a method of generating optimal control signals to

stabilize the underactuated control system described in the previous chapters.

The velocity-free attitude control problem for a nominally nadir-pointing and

inertial-pointing underactuated rigid-body spacecraft in circular orbits with actu-

ation about only two axes were examined in 3 and 4, respectively. An observer-

based control law was proposed by combining a sliding mode control law (Chap-

ter 3) with an finite-time nnonlinear observer to estimate the spacecraft angular ve-

locity. Where in Chapter 4, the homogeneity of systems was utilized to develop a

generalized velocity-free time-varying state feedback controller that achieved glob-

ally exponentially stable with respect to the homogenous norm. A rigorous analysis

was presented demonstrating that with the proposed observer-based control laws,

the closed-loop system was locally ultimately bounded. Numerical examples were

presented of a sampled-data implementation of the proposed observer-based con-

trol law that demonstrate robustness to uncertainties in the spacecraft inertia ma-

trix, non-zero orbital eccentricity and measurement noise, as well as convergence

for large initial attitude errors. Lastly, in Chapter 5, the Legendre pseudospectral

method was used discretized the spacecraft dynamics into Legendre-Gauss-Lobatto

node points, and Lagrange polynomial interpolation was applied to obtain a candi-

date optimal control sequence. Model predictive control was used to implement the

optimal control in predefined control windows sequentially to achieve stability for

rest-to-rest maneuver.
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6.3 Future Work

The problem of controlling the attitude of an underactuated rigid spacecraft is still

pose many realistic challenges. In recent years, there have been several major ad-

vancements in the MPC theory and particularly in applications. However MPC is

limited to the computation power and the accuracy of the interpolating polynomial.

Increasing the number of nodes in the optimal control generation would yield better

results, but at the expense of computation cost and time, which can impose practi-

cal limitations where MPC can be applied. In Chapter 5, although reaction wheels

are used for torque generation, other internal torque actuators can be used, namely,

in CMGs. Singularities in CMG is a problem in many applications, by using pseu-

dospectral optimal control theory, singularities can be added as path constraints.

Thus eliminating problems due to singularities.
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