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Abstract
OFDM Systems: Symbol Error Rate Evaluation, Filter Bank Design and Joint

Maximum Likelihood Detection

YUHONG WANG
Master of Applied Science of Electrical and Computer Engineering

Ryerson Universtiy

A closed-form symbol error rate (SER) formula for a generic OF DM system with Af-ary
phase shift keying (MPSK) modulation, and optimal phase detector for each subchannel, is
derived. By employing the derived SER formula as the objective function, a novel OFDM
system based on designed complex-valued unitary filter banks is presented to minimize
the SER. A detection algorithm is presented for a generic OFDM system to jointly detect
subchannel symbols received in one time frame. Monte-Carlo numerical sirnulations are
performed to verify the theoretical SER analysis and compare the error performance of the
proposed OFDM system with DFT-based OFDM and DWNMT systems, and the new joint
detection algorithm with the conventional subchannel detection algorithm. The above
efforts provide systematic approaches for the OFDM error performance analysis and the
OFDM system design.

Keywords: OFDM system, MPSK, symbol error rate, unitary filter bank, joint max-

imum likelihood detection.
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Chapter 1

Introduction

N recent years, multi-carrier modulation (MCM) has become increasingly popular as
Ia transmission technique, especially in high speed communications, including wireline
and wireless systems. The principle of MCM consists of splitting up a wideband signal at
a high symbol rate into several lower rate signals, each one occupying a narrower band,
so called a subchannel or a subcarrier. By dividing the input data stream into parallel
substreams, and each stream being modulated and multiplexed onto one of subchannels at
different carrier frequencies, the power spectrum of the transmitted signal can be shaped
to match the channel characteristics to achieve near optimal performance theoretically.
The general recognized advantage of the MCM is its robustness against different types of
channel distortions, such as multipath propagation and narrowband interferences [1, 2, 3].

Orthogonal frequency division multiplexing (OFDM), as the most important class of
the MCM, has been under intensive research and development in recent years [4, 5, 6, 7).
In the OFDM modulation, subcarriers are made mutually orthogonal so that the receiver
can separate these subcarriers even there is spectral overlapping among them. The MCM
approach adopted in OFDM is the filtered multitone, in which a filter bank modulator
and demodulator transfers time-division multiplexed (TDM) data to frequency-division
multiplexed (FDM) data and vice versa [8, 9]. A filter bank modulator divides the spec-
tra of communication channels into a set of spectrally overlapping or non-overlapping

subchannels, and the aliasing caused by spectral overlapping will be removed by a fil-
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2
ter bank demodulator, if the Jlter bank modulator and demodulator fulfills the perfect

reconstruction (PR) property 10].

Mainly two types of filter banks have been adopted as modulators and demodulators
in OFDM systems. The application of the first one, discrete Fourier transform (DET)
filter banks, was proposed decades ago [11] and has found broad applications such as
very high-speed digital subscriber lines (VDSL) [12], European digital audio broadcast-
ing(DAB), European digital video broadcasting (DVB) and short-range wireless access
and wircless LAN standards (IEEE802.11a). A DFT filter bank exhibits the desired mu-
tual orthogonality of subchannels and can be implemented with a fast Fourier transform
(FFT) algorithm. The other type of the filter banks, which are generated from a well
designed prototype filter via extended lapped transform (ELT), have been proposed for
discrete wavelet multitone (DWMT') systems as another realization of the OFDM modula-
tion [13, 14, 15]. Adopted as one of signaling standards for asymmetric digital subscriber
lines (ADSL), a DWMT system can achieve a high level of subchannel spectral contain-
ment so that it is more robust with regard to interchanmnel interference and narrow band
channel noise compared to the DFT-based OFDM system [13, 16].

In most practical OFDM systems, the mutual orthogonality of subchannels is often
destroyed by non-ideal transmission channels. The transmitted symbols for a given sub-
channel may be distorted by co-subchannel symbols (intersymbol interference or ISI) and
symbols on the other subchannels (interchannel interference or ICI), as well as the channel
noise. For the DFT-based OFDM system, the high degree of spectral overlaps among the
subchannels of DFT filter banks makes it difficult to retain subchannel isolation for multi-
path channels, therefore a technique in which a ‘cyclic prefix’ is inserted at the beginning
of each data segment has been adopted, at the cost of system efficiency [2, 8], to partially
offset the interference introduced by communication channels. Due to the existence of
ISI, ICI and channel noise in an OFDM system, the precise error performance evalua-
tion can not be readily obtained. Recently some attempts based on certain assumptions

and bounds have been made to investigate the error performance of the OFDM systems

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[6, 17, 18, 19, 20, 21]. The absence in these efforts includes the following two topics:

a. The error performance evaluation has been conducted only for the DFT-based
OFDM systems. However, the error performance of a generic OFDM system, in
which the modulation filters form a set of orthonormal basis, and the filter bank
modulator and demodultor fulfill the PR property, such as the DWMT systems, has

not been systematically investigated.

b. The detection algorithm adopted for OFDM systems has been the conventional
subchannel detection algorithm, under which the detection and decoding is done
per received subchannel symbol by considering effects from all the other symbols,
excent the one to be decoded, as interference. Consequently, under this detection
algorithm, for a given suchannel, information carried by the symbols of the other
subchannels is not used for obtaining a better evaluation of symbols transmitted on

the given subchannel and to improve the system error performance.

Both of the above topics are addressed in this thesis. The error performance of a
generic OFDM system, with DFT-based OFDM and DWMT as two realizations, is stud-
ied by considering the effects of both interference and additive channel Gaussian noise.
By studying the constellations of received symbols and the interference for a given sub-
channel, and modelling the sum of ISI and ICI as a Gaussian process using the Central
Limit Theorem, the statistical proi)ability of the received symbol on a given subchannel

is investigated. Furthermore, a closed-form expression of the symbol error rate (SER) is

derived for a generic OFDM system employing MPSK modulation and the conventional
optimal phase detector in each subchannel. This SER formula can be applied to both the
DFT-based OFDM and the DWMT systems. It can aiso be used as a design criterion for
an OFDM system. This SER formula is verified with numerical Monte-Carlo simulations
by employing DFT based OFDM systems and conventional discrete wavelet multitone

(DWMT) systems. Simulation results are consistent with the derived formula. This work

is presented in [22].
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4
In addition, by using the derived SER formula as the objective function, a novel OFDM

system based on designed complex-valued unitary filter banks with improved system error
performance is presented. A unitary filter bank is a good candidate to OFDM modula-
tor/demodulator due to the inherent mutual orthogonality between filters. In addition,
unlike to real-valued coefficient filters, complex-valued filters have asymmetric frequency
responses and are more suitable to deal with complex-valued signals which arc often
present in wireless systems. Filters in the presented OFDM system are parameterized
with free parameters, which can be adjusted to various applications. In this thesis, the
free parameters are determined to minimize the SER by emploving the derived SER as the
objective function. Simulation results show that the designed OFDM system outperforms
the conventional DWMT systems in terms of SER and has comparable SER performance
with the DFT-based OFDM systems [22]. By taking different objective functions, the
complex-valued filter banks can be adjusted to various criterions in OFDM design as
presented in [23, 24].

To address the topic b, a detection algorithm for a generic OFDM system which jointly
detects and decodes subchannel symbols received in one frame, is presented. The main
advantage of this joint detection algorithm is that, it turns the mutual effects of jointly
decoded subchannel symbols, from interference to useful information contributing to the
constellation points of each other. The received symbols from a subset of subchannels
are considered as the multidimensional vector symbols and the constellation points of the
vector symbols are derived. Based on derived constellation points, maximum likelihood
(ML) criterion is employed in detecting the vector symbol. Lower and upper bounds of the
vector symbol error rate is presented. Simulations are conducted to compare the detection
performance 'nder the proposed joint detection algorithm and the conventional subchan-
nel detection algorithm. It is shown that the joint detection algorithm outperforms the
subchannel detection algorithm for both DET-based OFDM and DWMT systems. This
part of work is presented in [25].

Outline: The remainder of this thesis is organized as follows. In Chapter 2, the
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5

fundamentals of digital filter banks, which act as the modulator and demodulator for the
OFDM transmission, are introduced. In Chapter 3, the basic principles and properties of
an OFDM system are summarized. ITn Chapter 4, a closed-formed SER formula is derived,
for a generic OFDM system with MPSK modulation and the optimal phase detector for
each subchannel. A novel OFDM system, based on designed complex-valued unitary filter
banks, is presented. In Chapter 5, a new joint detection algorithm and errvor performance
analysis under this algorithm are introduced. Chapter 6 concludes the thesis and proposes
several topics for further work.

Notations: Boldface lower-case letters are used to represent vectors, and boldface
upper-case letters are reserved for matrices. The notations AT and AT represent the
transpose and transpose-conjugate (Hermitian) of A, respectively. The superscript ‘#’,

A”, denotes the conjugation only. The Kronecker function d(n) is defined as

1 n =0,
_ L : 1.1
sy ={5 130 (L)
The notation diag(ag,a;,---,ap_1) denotes an P x P diagonal matrix with diagonal

elements ag, k=0,1,---, P — 1.
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Chapter 2

Principles of Digital Filter Banks

HE idea of subdividing a signal frequency band into a set of subbands was recog-
T nized very early in the fields of multirate signal processing, where subband parti-
tioning was introduced to perform short-time spectrum analysis of speech signals, initially
in analog and then in digital form. It was later found that, for the digital representa-
tion of speech signals, if the subbands are individually quantized (subband coding) with
possibly different accuracy, it is possible to achieve, for the same total bit rate, a signal
quality better than that obtained by quantizing the full-band signal. Over the last two
decades, this discipline of technology has found applications in image compression, the
digital audio industry, statistical and adaptive signal processing and in many other fields
[26, 27]. It also fits naturally with certain special classes of time-frequency representations
such as the short-time Fourier transform and the wavelet transform, which are useful in
analyzing the time-varying nature of signal spectra.

The principal element for the spectral splitting is the perfect rcconstruction (PR)
quadrature mirror filter (QMF) bank. The PR QMF structure allows spectral decompo-
sition into a set of overlapping segments in such a way that the aliasing incurred in the
initial ‘analysis stage’ is eliminated during signal reconstruction by the ‘synthesis’ stage,
and all the amplitude and phase distortion is completely eliminated in the reconstructed
signal.

In this chapter, the fundamentals of digital filter banks, with emphasis on maximally

I Reproduced with permission of the copyright owner. Further reproduction prohibited without permigsa«ir.
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7
decimated QMPF filter banks, are presented. The topics to be discussed include operations

of decimation and interpolation in Section 2.1.1, polyphase structures in Section 2.1.2 and
the property of PR in Section 2.1.3. In addition, the filter bank based transmultiplexer,
which acts as the modulator and demodulator in MCM systems, is introduced in Section
2.2. Section 2.3 summarizes this chapter.

This chapter provides a summary of the principles of digital filter banks as presented

in [10, 26, 28].

2.1 Fundamentals of Digital Filter Bank

- N +K ‘HD(Z) to(n) Fb(:.) ’_’fK XO—(H)T
VK uwy(n) F (z) V% X, (n

. . l . X ~ (]l 3-(”)
T [ e N o B Py e

Figure 2.1: Block diagram of a generic digital filter bank

Fig. 2.1 illustrates a generic form of a QMF digital filter bank with P subbands. The
upsampling / downsampling factor is donated as K and K < P. As shown in Fig. 2.1, a
filter bank can be a parallel arrangement of a set of filters with a common input (analysis
filter bank) or with the output of the filters summed to generate a single synthesized
signal (synthesis filter bank). The analysis filter bank, {ho(n), hi(n),---, hy(n)}, with
hy(n) denoted as tI * wpulse response for the pth-filter for 0 < p < P — 1, splits the
signal z(n) into P suuband signals. In frequency domain, the analysis filter bank splits
the spectrum of z(n) into P uncorrelated subbands. Fig. 2.2 shows the ideal magnitude
responses in a P subband filter bank. The synthesis bank {fo(n), fi(n). -, fp—1(n)},
combines P signals {Z¢(n),Z1(n), -, Zp_1(n)} into one signal £(n), typically called the
reconstructed signal.

A filter bank is said to be critically sampled or maximally decimated when K = P.



e

Fy F[ = F;’—-I

Figure 2.2: Ideal magnitude responses in a P-subchannel filter bank

According to the sampling theory, the original signal «:(n) can not be recovered perfectly
from the signal #(n) if K > P. With K < P, z(n) may be restored from #(n) if the filter

bank satisfies the PR property.

2.1.1 Basic Building Blocks

Two of the most basic building blocks used in multirate filter bank systems are the
decimator and the interpolator, which are shown in Fig. 2.1 with symbols | K and T A,
respectively. The I{-fold decimator takes an input sequence x(n) and retains only samples
that occur at times which are multiples of K. Fig. 2.3 demonstrates the idea for K = 2.

The input/output relation is therefore y(n) = z(Kn).

x(n)

-1 0 1 2 n
) | | g | !
y(7
vl
0 I

Figure 2.3: Demonstration of decimation for K = 2

The relation of the input z(n) and output y(n) of a K-fold decimator, which denoted
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as | K, in Z-transform domain is

K-

Y(z) = [X(2)]ix = Z (MW, (2.1)

| where W is defined as W = ™72 With 2 = ¢/, Eq. (2.1) becomes
l l K-1

Y(e]w — Z X e(_)(w Q’rl)/h (22)
which shows that Y (e/) is a sum of K uniformly shifted versions of an K-fold stretched
version of X (e?*). There are overlaps between various terms in Eq. (2.2) and these overlaps

are usually called aliasing.

The K-fold interpolator, indicated by the symbol of T K, has the following input-

output relationship:
z(%), if n is multiples of K,
- ) 2.3
y(n) { 0, otherwise, (2.3)
i.e., the output y(n) of the interpolation is obtained by inserting K —1 zero-valued samples
K =2

x(n)
|

x(n) y(n) 0 1 2 3 4

}

y(n)

o

- |=n
01 2 3 4 5 6 7

s ‘ between the adjacent samples of z(n). Fig. 2.4 is a demonstration of this operation for
l
l
{
)
)

Figure 2.4: Demonstration of the interpolator for K = 2.

In the transform domain the input-output relationship of an interpolator, expressed

with T K, is equivalent to

i.e., Y(e™) is merely a K-fold compressed version of X (e/). Since X (e™) is periodic

|
/
!
[ Y(e) = X2k = X&) or V()= X (), (2.4)
$ with period 27, the function Y (e’) has period of 27/K.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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As shown in Fig. 2.1, the filter proceeding a (K -fold) decimator, Hy(z), k = 0,1,---, P—

1, is called a decimation filter. A decimation filter is used to bandlimit the signal and

reduce the aliasing effect caused by the decimator. On the other hand, an interpola-

tion filter F,(z), £ = 0.1,---, P — 1, follows an interpolator to eliminate the repetitions

of the compressed version of uy(e™) caused by the interpolator. In time domain, the

input-output relation of a decimation filter can be expressed as:

oo e}
up(n) = D ap(Dhp(nK —1) = > hy(Dazp(nK — 1), (2.5)
l=—00 i=—oa
forp = 0,1,--+, P — 1, and the input-output relation of an interpolation filter can be
expressed as:
) = 3 w()fyn — K1), (2.6)
l=—c0

2.1.2 Polyphase Structures

subbands and the upsampling/downsampling factor.

with impulse response h(n). Define the P sequences

e(n)=h(l+Pn), 0<I<P-1,
and define
Ez)= >, «ln)z™,
then H(z) can be expressed as
P-1
H(z) =Y z7'Ei(").
1=0

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

The polyphase representation is important in the analysis and implementation of multirate
filter bank systems because it permits great simplification of theoretical results and also
leads to computationally efficient implementations of decimation/interpolation filters, as
well as filter banks. In the following, the discussion is limited to the maximally decimated
filter banks of which the number of subbands equals to upsampling/downsampling factor,

ie. K = P. In the following, the letter P is used to represent both the number of

To explain the basic idea of the polyphase . fructure, let H (=) be any transfer function



11
Asdefined in Eq. (2.8), {Eo(2), Ei(2),- -+, Ep_1(z)} are said to be the P polyphase compo-

nents of H(z) and Eq. (2.9) is called the (P-component) polyphase representation of H(z).
A second type of polyphase representation is of the form H(z) = S5t 2~ FP-1-0 R (2F),
where Ry)(z) = Ep_1(z) are permutations of E)(z). The latter representation is more
convenient in dealing with synthesis filters.

Two useful identities about polyphase structure, so called noble identities, are intro-

duced in Fig. 2.5, while symbol ‘=’ means two items in both sides of the symbol are

equivalent. These identities hold for any H(z). Please refer to [26] for proofs of these

identities.
x{n) % Hiz) )’(n)w_-——x(fz) H(Z) 'K (1)
M)l HE) |tk [0 —— 3 vk HzX) ()

Figure 2.5: Noble identities of multirate systems

The filter banks in Fig. 2.1 can be simplified by applying polyphase structure. The

analysis filters can be expressed as
Hy(z) =S 27 Eyu(2"), (2.10)
where E,(2F) is the z-transform of ep(n) which is defined as
ep(n) = h,({ + Pn). (2.11)

We can put the z-transform of analysis filters in matrix format as

Ho(2) 1
e = E(2") o (2.12)
Hp_(2) ()
where
Ego(z) Eo(z) -+ Egp-1(2)
pa=| B B Bl gy
EP—;,O(Z) EP—;,I(Z) oo Bp_1p1(2)
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The set of synthesis filters can be expressed in a similar way with the second type of

polyphase structure as
P-1
Fy(2) = > 2 E=10R,(25), (2.14)
=0
where Ry,(z) = Eyp-1-y(z). Using matrix notations we have

[ Fo(2) Fi(z) - Fpa(z) | =]z @D 22 ... 1]R(), (2.15)
where
Roo(z) Roi(z) -+ Rop-1(z)
R(z) _ Rlo(z) Rll(z) . Rlypz_l(z) (2,16)
Rp_10(z) Rp_11(2) -+ Rp_1p-1(2)

By adopting above polyphase representations, the filter banks of Fig. 2.1 can be rep-
resented with a equivalent representation shown in Fig. 2.6. With noble identities shown
in Fig. 2.5, Fig. 2.6 can be redrawn as in Fig. 2.7, where matrix Q(z) = R(z)E(z) is the
transfer matrix. Polyphase representations can be used to explain the PR property which

will be discussed in the following.

x,(n)
x1m—{1p [ rer)

Xp_;(n _._>

E(z7) %

m—_.fx\',,_,(n)

TDM Synthesis bank FDM Analysis bank TDM
x,(n) > __>Q” (1)
X, () R(2) E(z) _55\,(11)

< " [
Xp_ g (0)—n] —»fﬁl,_ , (1)

Figure 2.6: The polyphase representation of a P-band maximally decimated filter bank
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1P bp ~x(n)

Figure 2.7: The simplification of polyphase representation of P-band maximally decimated
filter bank

2.1.3 Perfect Reconstruction Property

When a QMF bank is free from aliasing, amplitude distortion and phase distortion, then
the reconstructed signal #(n) is merely a scaled and delayed version of z(n), i.e. Z(n) =
cz(n — myg), where both ¢ and myg are constants and myg is an integer, then this filter
bank is said to have the PR property. The necessary and sufficient condition of the PR

property for a maximally decimated QMI bank are
Q(z) = R(2)E(z) = cz™""I, (2.17)
or most generally,

Q(z)=R(2)E(z) =cz™ [ z"?IT I%_T } , (2.18)

for some integer r with 0 < r < P — 1 and some integer ng. The I is the identity matrix.
The delay involved in the filter bank is mq = Png -+ r + P — 1. Without loss of much
generality, by omitting the effects of the constant delay and scaling and assigning the
delay factor as r = 1, the necessary and sufficient condition for a filter bank to be PR can

be written as

Q(z) = R(2)E(2) =1, (2.19)

or
Q(z) = R()B(z) = [0 Lo ] (2.20)

- Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



14
2.2 TFilter Bank Based Transmultiplexer

The function of transmultiplexer in digital communications is to convert between two data
formats called the TDM format and the FDM format. This function can be accomplished

with a set of analysis filters and a set of synthesis filters.

2.2.1 TDM and FDM

To describe the TDM format consider Fig. 2.8(a), where three signals are passed through
3-fold interpolator and added through a delay chain. It can be shown that y(n) is an

interleaved version of the three signals, that is , it has the form

y(‘n,) = { .- ,1'0(0), .’131(0), 172(0), 5150(1)7 T} (1)3 -732(1)’ t }

This is the TDM version of the three signals. We can recover the three signals from

y(n) by using the time-domain demultiplexer shown in Fig. 2.8(b). To explain the FDM

X, (1 )— ’3 y(n) *3 r—".xo(o) XO(I) e s e
z-! !
X, (n)—-w ?3 ‘3 =X, (—1)x,(0) o=
z-! z!
x,(n)—= } 3 y(n) |3 —=x,(=1)x,(0) **°*
(@) (b)

Figure 2.8: (a) Time domain multiplexing (b) Time domain demultiplexing.

operation, consider Fig. 2.9 where the frequency responses of three signals xg(n), z1(n)
and z5(n) are shown. The FDM signal y(n) is a single composite signal, whose transform
Y (e?) is obtained by ‘pasting’ the frcquency response of the individual signals next to
each other. The FDM operation can be performed using the circuit shown at the right
bottom of Fig. 2.9, where each individual signal is first passed through an interpolator
to obtain a 3-fold compression of the transform. The interpolation filter F,(z) (assume
ideal for this discussion), p = 0, 1, 2, retains one out of the three images which appear in

X,(e?¥). The shaded portions in Fig. 2.9 are the retained images from each signal. The
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filter responses, which pass the shaded regions of the respective signals, are shifted with

respect to each other so that the retained parts from X,(e’®) do not overlap with the
retained parts form X (e7*), p £ k. When the outputs of the three filters are summed

up, the FDM signal, Y (e?¥), is obtained.

|Xo (&) Xo(e™)
[ W @ﬁ\/‘\ﬂ .
21

0] 27 ]
' (&) -~ T\ w
0! 2T l 27
X ,(e/®) X, (e37)
\/l ) /% )
0 27 l ‘ 27

4 y(e,m) x()(”‘
v o N{r@h

Signal O' Signal 1' Signal 2 x,(n) , ' y(n)

Figure 2.9: The operation of a frequency division multiplexer.

Fig. 2.10 shows the complete filter bank based transmultiplexer. When the synthesis
filters, {Fy(z), Fi(z),- -, Fp_1(2)}, are non-ideal, the adjacent spectra in Fig. 2.9 will
actually tend to overlap. Similarly if the analysis filters, H,(z),p = 0,1,---, P — 1, are
non-ideal, the output of H,(z), p =0, 1,---, P~1, has contributions from X, (e’) as well
as Xp(e’*) for p # k. Therefore in general, each of the reconstructed signals Z,(n) has
contribution from the desired signal z,(n) as well as the ’cross-talk’ terms zy(n), p # k.
In the following, we will present an approach to transmultiplexing in which cross-talk
is permitted in the TDM — FDM converter and then cancelled by the FDM — TDM
converter stage. It can be shown that the cross talk terms can be completely eliminated

with carefully selected analysis and synthesis filters.
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L,’X‘O (n)

_.er (z)

7~
K —+x (n)
-

FDM .
%o (N tK W * Hp. ’(2) — ‘ K ™ X (1)
TDM - Synthesis Bank Analysis Bank TDM

Figure 2.10: The transmultiplexer based on filter bank structure

2.2.2 Perfect Reconstruction Transmultiplexer

If the received signal £,(n) of subchannel p, p = 0,1,---, P—1, is just a delayed and scaled
version of z,(n), then the transmultiplexer is a PR transmultiplexer. In the following, the
sufficient condition for a PR transmultiplexer is summarized.

Fig. 2.10 shows that

IS XV B E (e = 5 Xl Fr(2) H(2)]up = zxk 1S (2)
= = (2.21)

for 0 < k,p < P—1, where Sy,(2) is the polyphase component of Hi(z)Fp(z). By defining

zo(n)
xz(n) = , (2.22)
Tp_q (7’2.) _j
and N -
| Zo(n)
z(n) = ’ : , (2.23)
| Zp-1(n) |
Eq. (2.21) can be expressed more compactly as
X(z) = S(2) X (z). (2.24)

e., the transmultiplexer is an linear time-invariant (LTI) system with transfer matrix
S'(z). The system is free from cross talk if and only if S(z) is a diagonal constant matrix.
Without loss of generality, the sufficient condition for a PR transmultiplexer can be defined
as

S(z)=1I.
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x, (1) ip R(z") [ 7= () Y E(zP) ——x,(n)
. 3 ] y(n) << - :
. ; : - : .
I l - ~-1 ~
Xp_ (n}—={ 4 P | bk < —m——m\’},_, (n)
TDM Synthesis bank FDM Analysis bank TDM
(a)
x,(n)— —’f\\'o(n)

x,(n)— R(z) E(z) 5, (n)

n
—xp_, (1)

X (11)——= f\?o(n)
x,(n)— A
= 0
R(z) N
Xpp_y {1} I :\\,P_z (n)
Xy, (M) —X,_, (1)

(©

Figure 2.11: (a) Equivalent structures for the transmultiplexer using polyphase matrices, (b)
rearrangement using noble identities, (¢) simplificd structure.

The relation between maximally decimated PR filter bank and maximally decimated
PR transmultiplexer is summarized in the following. By using the polyphase decomposi-
tion for the transmultiplexer shown in Fig. 2.10, the resulting equivalent transmultiplexer
circuit is shown in Fig. 2.11(a) and can be further simplified into the equivalent form shown

in Fig. 2.11 (c). It is, therefore, clear that the transfer matrix S(z) can be expressed as

S(z) = E(2)T'(2)R(z), (2.26)
where
I'(z) = [z-lgp_] H : (2.27)

The sufficient condition for a PR transmultiplexer can then expressed with the transfer

function of a QMF as

S(z) =1 Ex)T(2)R(z) = [ & R(2)E(z) =T7'(2). (2.28)
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Substituting for I'(z), this becomes

~
o
b
©

g

@) =rEBE=| % T
which is the sufficient and necessary condition for a QMF to have PR property which is
described in section 2.1.3. Therefore, we can summarize the above results as follows: If
Hy(z) and Fp(z), p=0,1,---, P —1, are the analysis and synthesis filters in a maximally
decimated QMF bank satisfying the PR condition of Eq. (2.29), then the transmultiplexer,
with synthesis bank F,(z), p=0,1,---, P—1 and analysis bank H,(2), p=0,1,---, P—1,

is a PR transmultiplexer.

2.3 Summary

In this chapter, the fundamentals of digital filter banks and filter bank based transmul-
tiplexers are summarized as presented in [10, 26, 28]. The operations of the decimator
and interpolator are introduced. The functions of the analysis filter and synthesis filters
are described. The polyphase presentation of a filter bank and the sufficient and neces-
sary condition for a filter bank to be PR are presented. The TDM and FDM functions
performed by a filter bank vased transmultiplexer is demonstrated and the relationship
between the PR filter bank and the PR transmultiplexer is derived. In the next chapter,

the fundamentals of an OFDM system will be presented on the basis of the filter bank

theory introduced in this chapter.

e e et e g,
| e o o e
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Chapter 3

Orthogonal Frequency Division
Multiplexing (OFDM) Systems

: S one of the most important classes of MCM, OFDM is a modulation scheme that
A allows digital data to be efficiently and reliably transmitted over a radio channel,
even in multipath environments. An OFDM system transmits data by using a large
number of narrow bandwidth subcarriers, which are chosen in such a way that they do not
interfere with each other. The name ‘OFDM’ is derived from the fact that the digital data
is sent using many subcarriers, each of a different frequency (FDM) and these subcarriers
are orthogonal to each other, hence orthogonal frequency division multiplexing [29].

The origins of the OFDM modulation started in the iate 1960’s. In 1971 Weinstein [11]
introduced the idea of using a DFT-based filter bank for implementation of the generation
and reception of OFDM signals. In 1990’s, the DWMT modulation was proposed as an
alternative of the DFT-based OFDM modulation [13]. The OFDM modulation has been
adopted in many standards of current and future wireline and wireless applications, such
as asymmetric digital subscirber line (ADSL), European digital audio broadcasting(DAB),
European digital video broadcasting(DVB), short-range wireless access and wireless LAN
standards (IEEE802.11a).

In this chapter, the basic principles of OFDM systems are introduced. Section 3.1
presents the data generation and modulation in OFDM modulation, characteristics of

OFDM filter bank modulator and demodulator, and orthogonality of subchannels in

19
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OFDM systems are presented. Section 3.2 explains two important realizations of the

OFDM modulation, the DFT-based OFDM system and the DWMT system and the prop-

erties of both systems. Section 3.3 summarizes this chapter.

3.1 Basic Principles of OFDM

3.1.1 Data Generation and Modulation

Transmitter

vy (n) xgo(n)

v(l_i)> Data |y, (n)| Constellation |x,(n)| Filter Bank RE
Data in | Parsing_ 3 Encoding : .| Modulator Modulation

il Data Constellation [ 1 Fijter Bank RF
Data oul| Deparsing Symbol Decision|_ 2 |Demodulator Demodulation

Receiver

Figure 3.1: The block diagram for an OFDM transceiver

Fig. 3.1 shows a block-level diagram for an OFDM transceiver. The operation of an
OFDM transceiver is outlined as follows. Since the data to be transmitted are typically
in the form of a serial bit data stream (as v(n) shown in Fig. 3.1), a data parsing stage
is needed to convert the input serial bit stream to the symbols to be transmitted over
subchannels. Fig. 3.2 shows operation details of data parsing [10].

As shown in Fig. 3.2, v(n) represents the binary data stream to be transmitted over
a transmission channel and it is divided into non-overlapping b-bit segments, which are

then partitioned into P groups vg(n),v1(n),---,vp_1(n). The group vy(n) consists of b,

bits, p=10,1,---, P — 1. The tiine interval between v,(n) and v,(n + 1) is b times longer
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Figure 3.2: Data parsing function in an OFDM transceiver. The number of subchannels P = 3.
Sign ‘-’ represents single binary symbol

than that between v(n) and v(n + 1). This longer symbol times provide better immunity
to impulse noise.

Each binary data group generated by the parsing stage, v,(n), p=20,1,.--, P —1, are
encoded separately using various discrete coding schemes. One of the typical modulation
schemes in an OFDM system is the MPSK modulation. The alphabet size (for example,
BPSK or 16-PSK) of the modulation scheme for a subchannel is chosen to be the maximum
that the subchannel, on which the coded symbols are to be transmitted, can support with
an acceptable symbol error rate. In an OFDM system, the channel is divided into a
number of narrow band subchannels. A subchannel which is affected by the narrowband
interference can be identified easily, the alphabet size for that subchannel can be made
small, or the use of the subchannel can be inhibited.

The output of the constellation encoding block, zg(n), z1(n), -, zp_1(n), are modu-
lation symbols for the filter bank modulator. In the OFDM transmission, time is divided
into continu.us, non-overlapping frames, and during the frame n, P symbols, zo(n), z1(n),
-+, zp_1(n), with each one modulated to one of P subchannels, are transmitted in paral-
lel. The output of the filter bank modulator, a serial data stream of the FDM format, is
modulated on a radio frequency (RF) carrier and transmitted through the transmission
channel. At the receiver end, filter bank demodulator receives the composite data stream

and time-division multiplexes them into P parallel data streams. After all received sym-
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bols have been decoded, the parallel data streams are converted into the serial binary data

stream in an inversive way of parsing function at the transmitter end. The combination

of the pair of the OFDM filter bank modulator and demodulator is referred as an OFDM

transmultiplexer.

3.1.2 OFDM Transmultiplexer

An OFDM transmultiplexer is a transmultiplexer based on filter bank structure, which is
introduced in section 2.2. Fig. 3.3 shows the block diagram of the OFDM modulator and

demodulator, or the OFDM transmultiplexer, and the communication channel.

xo(n)-—> ?K FO (Z) uo(n) > Ho (Z) ‘ K = }’0(’1)
x(n)—tK Fi(z) u ) ‘ﬂ Hi(z) 1K [,
xpy (n)— {K ——-‘FP_I(Z}\ uP_,n)}( ] Channel % )— H, ,(z 1K e, (1)
s(n r(n
Modulator Demodulator

Figure 3.3: The block diagram of an OFDM trausmultiplexer

Operation of OFDM Transmultiplexer

The operation of an OFDM transmultiplexer can be described as follows. The output
of the modulation filter of subchannel p, Fy(z), 0 < p < P —1, has the format

o0

up(n) = Z zp(2) fp(n — 1 K). (3.1)
i=—oc

Fig. 3.4 demonstrates how this construction is done in time domain for the 0-th filter
Jo(n), which we assume to be a lowpass filter. Essentially one copy of the impulse response
sequence fy(n) is drawn around every sample of z(n) (separated by K) and all copies are
summed up. If the length of fy(n) is not greater than K, there will be no overlap in ug(n).
Outputs from all modulation filters, {uo(n),ui(n), --,up-1(n)}, are added up to form

the composite signal s{n) to be transmitted through the transmission channel. At the

receiver, the filter bank demodulator separates the signal r(n) into the components y,(n),
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Figure 3.4: The construction of output of transmitting filters

which are distorted and noisy versions of the symbols z,(n), 0 < p < P — 1. The task
at this point is to detect the symbols z,(n) from y,(n) with acceptable error probability,
thus the crucial issue in OFDM transmission is to make y,(n) resemble z,(n).
Property of OFDM Modulation and Demodulation Filters

In the ideal case, which means no distortion and noise in the channel, z,(n) should
be perfectly retrieved from y,(n), p = 0,1,---,P — 1, therefore the modulation and
demodulation filters should satisfy the PR property which is expressed in Eq. (2.25).

This PR property can be alternatively expressed in time domain as:
D2 for (e (K = 1) = 6(p1 — p2)8(n), (3.2)
L

where 0 < p1,p2 < P —1, 6(p1 — p2) and §(n) are the Kronecker functions.

For OFDM systems, P subchannels are selected to be mutually orthogonal, which
means they are mutually independent of each other, or mathematically, the inner prod-
uct of each pair of subchannel impulse response sequences is zero. Orthogonality is the
essential property of an OFDM system since it allows multiple information signals to
be transmitted over a common chann.l and each signal can be detected with a negligi-
bly small amount of interference from the other signals, if the channel distortion is mild
compared to the bandwidth of a subchannel. The orthogonality between each pair of

subchannels can be expressed in time domain as

2 ()5, = Kn) = 6(p1 — p2)d(n), (3.3)

where 0 < p;,po < P — 1.
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The equivalent expression of Eq. (3.3) in frequency domain can be written as

1 K—-1 W —
T le( K

2k (w — 27k
’s s
K = {

My (—

) =3(p1 — pa)- (3.4)

m

Eq. (3.3) also guarantees that cach modulation filter, fy(n), p=0,1,.--, P — 1, has
unit energy. When all subchannels are mutually orthogonal as expressed in with Eq. (3.3),
the PR can be fulfilled by making the relation between the modulation and demodulation
filters as
holl) = £3(=1), (3.5)
where 0 < p< P -—1.
From Eq. (3.5), it can be concluded that when modulation filters are mutually or-
' thogonal and have unit energy, i.e., modulation filters are orthonomal, the demodulation
| filters are orthonormal as well.
Fading channels, which are multipath and frequency selective, always destroy the
orthogonality of subchannels. As a consequence, the received subchannel symbols y,(n),

0 <p < P—1 are distorted by both ISI and ICI introduced by the fading channel.

3.2 DFT-Based OFDM and DWMT

The DFT-based OFDM system and the DWMT system are two important realizations
of OFDM systems. The former is the most well known OFDM system and it has been
thoroughly investigated in [5, 6, 8, 29, 30].

3.2.1 DFT-based OFDM

The idea of using the inverse DFT (IDFT) and DFT transforms for the generation and
reception of OFDM signals was proposed by Weinstein and Ebert several decades ago {11].
This approach presentes an opportunity for an easy implementation of OFDM, especially
with the use of Fast Fourier Transform (FFT), which is an efficient implementation of
DFT. The IDFT and DFT transforms can be implemented with an IDFT filter bank and
a DFT filter bank, respectively [8, 14].
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The construction of IDFT filter bank can be divided into two steps. Firstly the low

pass modulation filter is chosen as a P-long rectangular pulse

L, 0<I<P-1
[ & 0<is , 3.6
fo(l) { 0, otherwise, o

and then the other P — 1 modulation filters are obtained by rotating the low pass filter as

Fp(l) = fo(l)e™, (3.7)

where w, = 27p/P. We can see that, the frequency response of the /7 —1 band pass trans-
mitting filters {Fi(e?), Fa(e®), -+, Fp_1(e™)} are obtained by shifting the frequency

response of the low pass filter Fy(e?™), i.e.
F,(e?) = Fy(edw=2mlPy j =1, P —1, (3.8)

and all filters {fo(n), fi(n), -, fo—1(n)} are of same length L = P.
The OFDM modulation with filters defined in Egs. (3.6) and (3.7) can also be described

with matrix operations. Denoting the IDEFT matrix ® as

fol0)  fo(1) -+ fo(P—1)
By p = f1:(0) flfl) fl(P:—l) , (3.9)
foa(0) fra(t) -+ foaP—1)
and vector X as
ro(n)
X = “n) , (3.10)
IP—'I(TI’)

the output of the IDFT filter bank modulator, which is denoted as U = [ug(n),ui(n),

o+ up_1(n)]T, can be obtained by
U=X. . (3.11)

The orthogonormality of the IDFT filter bank follows the fact that the IDFT matrix
& is unitary, i.e., P = I, where I is the identity matrix. Eq. (3.5) holds to make the

filter bank modulator and demodulator fulfill the PR property.
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In a DFT-based OFDM system, a subchannel has significant spectral overlap with

a large number of its neighboring subchannels. Fig. 3.5 shows the frequency responses
for the subchanmnels, which occupying frequency range [0, 0.14], of a DFT-based OFDM
system with P = 32 subchanncls. It shows that the first sidelobe is as high as —13 dB.
The inteilsive spectral overlaps of adjacent subchannels in DFT-based OFDM systems
indicate the subchannel isolation can only be retained for channels which have virtually

no distortion.

D)X
D)

40

Amplitude Characteristics

L " L : . . .
0.1 0.2 0.3 0.4 05 06 0.7 0.8
Angutar Frequency

Figure 3.5: Subchannel frequency responses of DFT-based OFDM system for w € [0, 0.88] and
P =32

To compensate for the high degree of spectral overlaps, a technique in which a ‘cyclic
prefix’ (CP) being inserted at the beginning of each transmission block, which consisting
of P symbols, was proposed. The CP can be the trailing zeroes (a null signal), which is
referred as the zero-padded CP, or a part of the signal block as shown in Fig. 3.6. At
the receiver end, the CP is discarded to avoid interblock interference and each truncated
block is demodulated with a DFT filter bank. With the inclusion of the CP, the following
rule holds: If the channel impulse response is shorter than the length of the CP, Ly,
the subchannel isolation is achieved [30]. However, for fixed symbol alphabet sizes, the
inclusion of the CP reduces the transmission rate by the fraction of P/(P + L;) [13].

Theoretically, the inclusion and removal of zero-padded cyclic prefix can be accom-
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' Figure 3.6: The stylized plot of CP inclusion. The [} long CP can also be the trailing zeroes.

plished by choosing upsampling/downsampling factor as & = L + Ly and modulation

filters in Fig. 3.3 as '13]

ny={ 0 —P— L+ 1<I< — P,
PE =D, — P+ 1<I<0.

(3.12)

DFT-based OFDM systems with CP is implemented as schematically shown in Fig. 3.7.

L Add CP.

| Constellation E Pa{gllel
. : Encoding : =l e Serial
!
- Constellation = Se{éal
¢ | Symbol Decision| s | & |__$ |parallel

Channel

Remove CP.

!

Figure 3.7: The schematic diagram of a DFT-based OFDM system

3.2.2 Discrete Wavelet Multitone Systems

The DWMT, or the overlapped discrete multitone, is an alternative form of OFDM trans-

mission and it is proposed recently by Sandberg [13]. A DWMT system incorporates

careful pulse design to achieve a high level of subchannel spectral containment, without

sacrificing the PR property of the set of subchannels. The advantages introduced by the

spectral containment properties of DWMT subchannels are that, the DWMT system is

better able than the DFT-based OFDM system to ameliorate the effects of narrowband

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



28
interference and narrow band channel noise [2, 13}, and do not need CP to separate trans-

mitted data blocks for better error performance with compromised system efficiency. In
a DWMT system, upsampling/downsampling factor K = P.

In DWMT systems, modulation filters are a set of real-valued cosine modulated filters
which are generated from a prototype low pass filter w(n) with the extended lapped

transforms (ELT) [15, 31, 32, 33].

fo(n) = w(n) \/%cos [% (p + é) <n + I—Dzi]—)] (3.13)

There are two constrains for w(n). Firstly the modulation filters generated with Eq. (3.13)
should be mutually orthogonal, secondly the modulation filters and demodulation filters
constructed with Eq. (3.5) should satisfy the PR property to make the system a PR

system. Under these two constraints, w(n) must fulfill the requirement expressed as [15],

[33]):

>x

> w(n — mPw(n +nP +2rP) = 6(r), (3.14)

m=—0oo

i.e., as long as w(n) satisfies Eq. (3.14), the filters generated with Egs. (3.13) and (3.5)
can be employed respectively as modulation and demodulation filters of a DWMT system.
It is shown that even with the enforcement of the PR condition in Eq. (3.14), there are
enough degrees of freedom in choosing the lengths of modulation filters, and there are
flexible combinations of transition width and stopband attenuation for subchannels.
Usually in DWMT systems, the length of w(n), L, is chosen to be L = gP, g > 2
is the overlapping factor. In the DWMT transmission, each symbol in the g frames,
n,n—1,...,n—g+ 1, contributes to the data segment that is transmitted during frame n.
Since there are more than one choice of w(n) for each specific g, the one with the
biggest mainlobe energy is usually chosen for the DWMT system. A good choice of w(n)
for g = 2 is [32]:
[ 1
w(n) = sin [2—}3 (n + 5)] (3.15)
The frequency responses of several subchannels, which are constructed with prototype

filter w(n) defined in Eqgs. (3.15) and (3.13), are shown in Fig. 3.8 for a DWMT system
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Figure 3.8: Frequency responses of a DWMT system for w € [0,0.88] and P = 32

with P = 32 subchannels. From Fig. 3.8 we can see that the first side lobe of subchannels
in the DWMT system is about 25 dB down from the main lobe and each subchannel
occupies just the half the bandwidth which is occupied by the subchannels in the DEFT-
based OFDM with same number subchannels, as shown in Fig. 3.5. Generally for a
DWMT system, with g getting larger, higher spectral concentration and tight subchannel

spectral containment can be obtained.

3.3 Summary

In this chapter, the fundamentals of a generic OFDM system are presented. The data
generation and modulation in an OFDM system, the the mutual orthogonality of sub-
channels and the properties of modulation filters and demodulation filters of an OFDM
system are introduced. The effect of fading channels on an OFDM system is explained.
The properties and implementations of two special OFDM systems, namely DFT-based

OFDM and DWMT systems, are presented as well.
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Chapter 4

Symbol Error Rate Evaluation and
Filter Bank Design for OFDM
Systems with MPSK Modulation

S explained in chapter 3, the orthogonality among subchannels of an OFDM system
A.is often destroyed by fading channels. As a result, the received signal of each
subchannel is distorted by not only the channel noise, but ICI and ISI. The existence
of the large amount of interference makes it difficult to theoretically evaluate the error
performance of an OFDM system. Recently some atterapts have been made to investigate
the error performance of the DFT-based OFDM systems based on certain assumptions
and bounds [6, 17, 18, 19, 20, 21, 34]. However, the error performance of a generic
OFDM system, which fulfills both the perfect reconstruction (PR) and the orthogonality
properties, as expressed in Eqs. (3.2) and (3.3) respectively, has not been systematically
studied.

In this chapter, the error performance of a generic OFDM system, with the DFT-based
OFDM system and the DWMT system as two realizations, is studied by considering the
effects of both ISI, ICI and the additive channel noise. By investigating the expressions
of a received symbol and interference involved in the received symbol to be decoded, and
modelling the sum of ISI and ICI as a Gaussian random process, the probability density
function (PDF) of the received symbol is derived. A closed-form symbol error rate (SER)

expression is formulated for an OFDM system with MPSK modulation and the optimal

30
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phase detector for each of the subchannels. Numerical Monte-Carlo simulations have

been performed to verify the derived SER formula and simulation results demonstrate
the consistency with the theoretical analysis, for both the DFT based OFDM systems
and the conventional DWMT systems.

The derived SER formula can be used to evaluate both the DFT-based OFDM systems,
no matter with or without CP, and the DWMT systems. It can alsc be employed as a
criterion to design an OFDM system to obtain satisfactory error performance. By using
this formula as the objective function, a novel OFDM system based on designed complex-
valued unitary filter banks is presented in order to improve the error performance. Unlike
to filters with real-valued, complex-valued filters have asymmetric frequency responses
and are more suitable to deal with complex-valued signals which are often present in a
wireless system. The filters of the designed unitary filter banks are inherently orthogonal.
By parameterizing the coefficient of the complex-valued unitary filter banks with free
parameters, it is possible to adjust the OFDM system for various design criterions. In
this chapter, the derived SER. formula is taken as the objective function, the complex-
valued filter banks are designed to minimize the SER. Simulation results show that the
new OFDM system based on designed filter banks outperforms the DWMT system in
terms of SER, and its SER performance is comparable to that of the DFT-based OFDM
system with CP, which is less efficient in terms of transmission rate.

The remainder of this chapter is organized as follows: In Section 4.1, a closed-form
SER formula for a generic OFDM modulated with MPSK scheme is derived and its
performance over AWGN channels and fading channels is investigated. In Section 4.2, a
novel OFDM system based on complex-valued unitary filter banks, which can be adjusted
to different design criterions, is presented. System simulations are described in Section
4.3 to verify the theoretical analysis about the SER performance, and to demonstrate the

SER performance of designed OFDM systems. Section 4.4 summarizes this chapter.
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4.1 Symbol Error Rate Evaluation for OFDM Syé—
tems with MPSK Modulation

4.1.1 System Modelling

H)—=hg I, | F Iy VK [, (1)

~ h, K [y

51K =1 f,

[ ] O—Q—V‘

X_ ()T = [ —S'm-)* c(n) —*(b—,(,%“ B, VK =y, (n)

Figure 4.1: Block diagram for filter bank modulator and demodulator in OFDM systems

The filter bank based modulator and demodulator, with P subchannels, of a generic
OFDM system are illustrated in Fig. 4.1. The modulation and demodulation filters of
subchannel p, 0 < p < P — 1, are denoted respectively as f, and h,, which are of length
L = gK, where g is the overlapping factor, and K is the upsampling/downsampling factor.
The modulation filters f,, 0 < p < P—1, fulfill the orthogonality property (Section 3.1.2),
ie,for0<p;,po <P-—1

L-1
Z Ior (D). ;}(l —nK) = §(n)é(p1 — p2)- (4.1)
=0

Moreover, the modulation and demodulation filters satisfy the PR, property defined as

L1
z_: Jor (Dl (R K — 1) = 6(n)6(py — p2). (4.2)

Both DFT-based OFDM and DWMT systems are special cases of a generic OFDM

system. For DFT-based OFDM, the low pass modulation filter is chosen as (section 3.2.1)

L 0o<i<L-1
. — \/1—): — — 3
Fo0) { 0 otherwise (4:3)

Then the other P — 1 modulation filters are obtained by rotating the low pass filter to

F(l) = fo(l)e™, (4.4)
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where w, = 2np/P, p =1, .-+, P—1. The inclusion of zero-padded CP can be implemented

by choosing the upsampling/downsampling factor K = P + Ly, where Ly is the length of
the CP and it is no shorter than the length of the transmission channel ¢(n). Demodulation

filters are generated as follows to remove the CP that is a.'ded at the transmitter end

B 0 —P - L, +1<I< - P,
ho(l) = { (=0 —P + 1<I<0. (4:5)

For DFT-based OFDM, the overlapping factor ¢ = 1. The length of filters for a DFT-
based OFDM system with CP is L = P + L.

For a conventional real-valued cosine modulated filter bank based DWMT system,

K = P and modulation filters are generated as (section 3.2.2)

2 1 P4+1\«w
7o) =wy| oos|(p+5) (14 =) T, (4.6)
for p=0,1,---, P — 1, and w(l) is the impulse response of a low-pass filter, which is of

length L = gP, g > 2. The demodulation filters of a DWMT system can be obtained by
ho(l) = fo(=1), —L+1<1<0. (4.7)

The transmission channel ¢(n) is modelled as a linear time invariant (LTT) FIR (finite
impulse response) filter!of length L., followed by a stationary zero-mean random Gaussian
noise source e(n), which is independent of transmitted symbols {z,(n),p = 0,1, -, P—1}.

For an OFDM system with MPSK modulation scheme, abbreviated as an MPSK-
OFDM system, a conventional optimal phase detector is employed for each subchannel to
calculate the phase of each received symbol and decode the received symbol with preset

phase boundaries. The SER for a generic MPSK-OFDM system is derived in the following.

4.1.2 Symbol Error Rate for Generic MPSK-OFDM Systems

In OFDM systems, at each time frame n;, P parallel symbols {zg(n1), 1(n1), - -+, zp—1(m1)}

are transmitted, with each symbol modulated to one of the P subchannels. The transmit-

1e(n) can be considered as the overall transfer function resulting from the real communication channel
and a time domain equalizer (TEQ), which precedes the filter bank demodulator in cases where a TEQ
is employed.
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ted subchannel symbol in subchannel p; at frame n, zp, (n1), represents as well constel-

lation points generated by a modulation scheme such as MPSK. Corresponding to each
transmitted constellation point, z,, (n;), there is a received symbol yp, {n1 +d), where d is
the system delay. If only the delay involved in the convolution with the modulation filter
and demodulation filter, both of length L = gK, is considered, then d = g. The following
formulation gives the expression of y,, (n; + d).

Formulation 1: In an OFDM system shown in Fig. 4.1, assume the channel impulse
response is ¢(n), n = 0,1,---, L. — 1, and the zero-mean addictive Gaussian random noise
is e(n). Then, for a given subchannel p;, the received symbol yp, (ny + d), corresponding

to the symbol z,, (n;) which transmitted at time frame n;, can be expressed as:
Y (nl -+ d) = gpl + g + Cv (48)

where 7, is the contribution from symbol z, (ny), € is the contribution from channel
noise, and ( is the interference calculated by summing up all ICI and ISI items. Note

that z, (n:) is the only transmitted symbol contributing to 7,,, which can be expressed

as follows

gpl = QPlPl ("7*1)-73171 (n1)= (49>
& can be calculated as
£= Y. ey, (mK —n), (4.10)
n=—o00
and ¢ can be calculiated as
‘ e P-1 [s <7
C= Y. D oypmzn)+ D app(n)Tp (n). (4.11)
n=-—00 p#p;,p=0 n#EN ,N=—00

In Egs. (4.9) and (4.11), app, (n), for 0 < p,py < P — 1, is the weight of the contribution

from the transmitted symbol z,(n) to the received symbol y,, (71 +d), and it is calculated

as:
Lc.—1 L-1
Qppy (1) = ZO c7) > Dby [(ni = n)K — j —1], (4.12)
j= =0

where L, is the length of the channel ¢(n).
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Proof: As shown in Fig. 4.1, the composite data sequence to be transmitted over

channel, s(n), is the sum of the output signals of all modulation filters, i.e.

= )_J i z,(1) fp(n — i K). (4.13)

p=0 i=—00

At the receiving end, the received signal r(n) is distorted by channel noise and interference
due to the non-ideal channel. 7(n) can be expressed as:

o0

r(n) = s(n) *c(n) +e(n) = > s(k)e(n —k) + e(n), (4.14)

k=—00
where ‘+’ represents the convolution. As indicated in Fig. 4.1, r(n) is passed to the filter
bank demodulator h,, p = 0,1, -+, P—1, and the output of each subchannel demodulation

-

filter is downsampled by factor /7. The received symbol for the subchannel p; at time
frame n; can be expressed as:

oo

Up(m+d) = Y. r(m)hy, (mK —m),. (4.15)

m=—0oQ

By substituting Eqs. (4.13), (4.14) into (4.15),

Yp, (M1 + d) i: i Z Z fo(k — nK)e(m — k)hy, (ni K —m)
p=0 n=

— m=—00 k=—00

+ i e(m)h,, (m K —m). (4.16)

m=-—0oo

Let j =m—k and l =k — nK, Eq. (4.16) becomes
Le—1

Ypu (1 + d) Z Z zp(n) Z 7) }__jl FpWhp (n —n)K —j = 1) + & (4.17)
=0

p=0 n=—co 7=0

where ¢ is defined in Eq. (4.10). By defining ay,, (n) and ¢ as in Egs. (4.12) and (4.11)

respectively, Eq. (4.17) can be reduced to Eq. (4.8). Formulation 1 is proven.
Remarks: When the filter bank based modulator/demodulator and the communica-

tion channel are all linear and time invariant, the term 7, in Eq. (4.8) is deterministic

for a given transmitted symbol z, (n1). According to Eq. (4.9), 7, is a weighted version

of z,, (n1) and the weight ay,p, (1) is a constant for a given subchannel p;. Therefore in
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general, the constellation points of z,, (n1) and Yy, are a one-to-one mapping. For each

constellation point of zp, (n1), there is a corresponding constellation point 7, which can
be calculated by Eq. (4.9). All the possible values of 7, form the set of constellation
points at the receiving end of subchannel p;. The noise item £ and interference item ¢
are both random processes.

The following theorem derives a closed-form SER formula for MPSK modulation by
calculating the PDF of y,, (n1 + d) and setting the detection boundaries for the optimal
phase detector of each subchannel.

Theorem 1: When the transmitted symbols, z,(n),0 < p < P — 1, are coded by
the MPSK scheme with symbol energy .. and an optimal phase detector is adopted for
each subchannel, the SER of the received symbol y,, (n; + d), which corresponds to the
transmitted symbol z,,(n1), can be determined as:

i=bym a2 y
P.p = %/0 " exp [v%] do, (4.18)

where:
lamm (nl)IQEZ )
Ep,p;épl Zn lapm (Tl.)|2 + Zn,n#nl |a'p1m (?Z)IQ]E;,; + UTQL ’

is the signal to noise and interference ratio (SNIR), o2 is the variance of zero mean

7= (4.19)
addictive Gaussian random noise e(n) and cy,, (n) is defined in Eq. (4.12).

Proof: In the MPSK coding scheme, the transmitted symbols z,(n) is coded as :
Tp(n) = Ve, k=0,1,---, M —1, (4.20)

where ), is the transmitted phase and takes one of the values from the set {(27k)/A}. Due
to the fact that the coefficients of modulator/demodulator and channel can be complex-
valued, y,, (n1 + d) may be complex-valued as well. We denote the real and imaginary
parts of yp, (n1 + d) as a and b.

To get the expression for the SER of y,, (n; + d), the joint PDF fap(a,b) must be

formulated. In the following, we first derive the characteristic function of y,, (nq + d).
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Since e(n) is a zero mean Gaussian random process, it is easy to see from Eq. (4.10)

that € is a Gaussian random process with zero mean and variance

o2 = a2, (4.21)

n

From Eq. (4.11), the interference ¢ is the weighted sum of identical independent dis-
tributed (iid) random variables, z,(n), each with mean u, and variance o2. According to
the Central Limit Theorem [35], ¢ approaches a Gaussian random process as the quantity
of z,,(n), which is mainly dominated by P, gets large. Moreover, the mean and variance

of ¢ can be calculated as:

-i pe= D D apm(n)Elzp(n)] + 3. app Elup (n)]; (4.22)

ppFEM N nnE

02 = > DlamM)PVarfz(m)] + > lapp ()P Varlzy, (n)]; (4.23)

mpENR N n.nsng
where E[],Var[] and |- | denote the expected value, the variance and the absolute value,

respectively. Without loss of generality, assume

E[z,(n)] = 0. (4.24)
From Eq. (4.20),

Varle,(n)] = e (4.25)
for p=0,1,---, P — 1. Then the mean and variance of Gaussian random variable ¢ can
be obtained as:

/J’C = 0, (426)

oi=| 2 2lem )P+ 32 lapp()®] &, _ (4.27)

p.pFEP1L N n,nn,

Since the noise £ and the interference ¢ are independent to each other, the received

symbol yp, (n1 + d) is a Gaussian random variable with mean 7, and variance

op = 0f + . (4.28)

 Reproduced withbe&hfssion of the copyright owner. Further reproduction prohibited without permission.



38
Using Eqgs. (4.21) and (4.27), we get

‘75:‘72'*‘ Z Ziapm(")lQ"*' Z |Qfmp1(n)l2 Cx- (4.29)

ppFEPL M n,n#Fny
The characteristic function of y,, (n1 + d) can be expressed as:

vig?

2,(v) = exp(7Ty, ~ ) (4.30)

The joint PDF of ¢ and b can then be obtained with the characteristic function of yp, (ny +
d) as:
— 2 —
‘ oxp | — la — Re(g,,)]* +[b— Im(g,, )]?
2ro? 902 :
y ]
where Re(-) and I'm(-) represent the real and imaginary parts of a complex-valued, re-

fag(a,b) =

(4.31)

spectively.
With the change of variables from (a,b) to (V, ©,), which are defined as
V =+Va?+ b2, (4.32)

and

0, = tan™* (g) , (4.33)

the PDF of the detected phase ©, can be obtained by

fl'@ (‘/7 e?/) =

s VZi4lg, |2 —2Vig,. | cos(@, — 6
2‘ QCX !:_ |Jp1| lyp1| ( Yy yp1> ’ (434)

2
) 20'y

where 65, = tan—l[%g—;%] is the phase of the output constellation point 7, .

Since ¥, (n; + d) is a Gaussian random process, the optimal phase detector based on
the maximum likelihood (ML) detection criterion can be employed to perform detection
for subchannel p;. The operation principle of the optimal phase detector is to compute
the phase of y,, (n; +d) and select the constellation point, from the constellation set of 7, ,
with the smallest phase difference relative to y,, (n1 + d). Then the transmitted symbol
is determined from the one-to-one mapping relation between the constellation points of

Ty, (na) and T, . The decision boundaries for y,, (n; + d) can be determined based on the
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constellation points of 7. According to Eq. (4.9), ¥, is a scaled version of 2, (n1) and

the weight a, (n1) is a constant for a given subchannel, i.e. the phase difference between
the constellation points of 7, is same as that of transmitted symbol z, (n1). Therefore
the phase difference of any two adjacent constellation points of g, is 27 /M. Without loss
of generality, we assume the phase of the transmitted symbol z,,(n1) is 0. In this case,
no decision error will happen if the phase of y,, (n; + d) falls inside the range A, which is

denoted as

v m
0y e+ 0y 4.35
2z O 77 + O (4.35)

To calculate the SER, the integration range of the variable V in Eq. (4.34) is [0, +00),

A==

which is computationally complex. In the following, we convert the integration over the
infinite range into a integration over a finite range. The variable (V,8,) in Eq. (4.34) are

replaced with (7,1, ), which are defined as follows:

T o= \/V? + 2V cos(0y — 05, )Ty, | + 1T, 1° (4.36)
Vsin(©, — 65 )
W, = tan”" T , 4.37)
Y Vcos(0, — g, )+ [Ty, | (
Then the PDF of (r,4,) is
oy (7 U 38
Fr, (7,%y) = gg—gexp ——205 . (4.38)

Please refer to the Appendix B for the details of Eqs. (4.36)-(4.38). According to [36, 37,
38, 39], the SER can be calculated as

RMZQA

(AT—1)m

AT

A [ Fro, ), (4.39)

[y, | sin(w/AM)

where R = % Tyl and the expression of SER can be simplified as in Eq. (4.18),
where
T 2
v = —~[J”§,t : (4.40)
Ty

By substituting Eqs. (4.9) and (4.29) into Eq. (4.40), we get Eq. (4.19). Thus Theorem

1 is proved.
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The overall SER for a MPSK-OFDM system, P, can be obtained by averaging F,,

over all P subchannels,
1 P—1

Po=% > Py, (4.41)

p1=0
4.1.3 SER Expression for AWGN Channels

For an AWGN channel or a channel which is perfectly equalized, expression of SER for a
generic MPSK-OFDM system can be simplified on the basis of Eq. (4.19). For an AWGN

channel, ¢(n) = d(n). It can be scen from Eq. (4.2) that

1 P=m a.lld n =1
. n} = ’ . ?
Qpp, (1) { 0 otherwise, 42

i.e., the only symbol which has nonzero contribution to y,, (n1 + d) is x,,(ni1). Since

oz = o2, the SNIR 7 in Eq. (4.19) becomes

€a 4
T=p= =, (4.43)
0’71
which is the signal-to-noise ratio (SNR). From Eq. (4.41) the overall SER, F, is
P,=P,,. (4.44)

By substituting Eq. (4.42) into Eq. (4.18), we get the SER for a MPSK-OFDM system,
which is identical to the SER formula for a single carrier MPSK system over AWGN
channels. With the increase of SNR, the SER will decrease quickly. It can also be
seen from Eq. (4.44) that for an AWGN channel, the nunber of subchannels, P, has no
effect on the system error performance. Fig. 4.2 shows the SER. results for both single
carrier modulation and the convetional DWMT modulation, with different numbers of

subchannels, over an AWGN channel. The modulation scheme adopted is binary phase

shift keying (BPSK).
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SER

O DWMT: N=32
+ DWMT: N=8
— VSAinql_e_cvarrier

6
SNR (dB)

Figure 4.2: Error performance of single carrier modulation and the conventional DWMT (g =
2) modulation with BPSK

4.1.4 SER Expression for Fading Channels

To investigate the performance of OFDM systems over fading channels, we rewrite v in

Eq. (4.19) in an alternative expression as

N »
[ pprtmn 2om [Cppy (1)1 4 Z ity 10 (M)l + 1 (4.45)

It can be seen from Eq. (4.45) that when SNR p is much larger than 1 (0dB), F.p, is

")/'—_‘

dominated by the ratio of weights for the desired symbol and the interference, which can

be approximated as

~ lo"])ﬂ?; (n'])lz 5- (44:6)
ZP'P?‘L-M Z’n }O'I)Pl (’l’l)' + Zn,n#'nl la'mm ('I’L)'

In this case, the SER performance will not change much with the increasc of SNR p.

8

Fig. 4.3 shows the error performance of a DWMT system, with overlapping factor g = 2,
over a sample fading channel.

For DFT-based OFDM systems, from Eq. (4.12), the inclusion of zero-padded CP does
not change the value of numerator in Eq. (4.46), but the value of the denominator will

decrease because of the increase of the upsampling/downsampling factor K. Therefore,
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Figure 4.3: Error performance of the conventional DWMT systems (g = 2) over channel ¢(n) =
[1,0.5¢97/6,0.3e=97/3, 0.2¢97/2 0.1].

DFT-based OFDM systems with CP will demonstrate superior error performance than
DFT-based OFDM systems without CP.

Expressions of (4.18) and (4.41) provide a systematic approach to calculate the SER
of a generic MPSK-OFDM system, which fulﬁllé the orthogonality and PR conditions in
Eqgs. (4.1) and (4.2). Moreover, the SER formula can be used as the objective function in
the design of modulation and demodulation filter banks for an OFDM system to achieve
better error performance. In the following, a novel OFDM system, based on complex-

valued unitary filter banks designed to minimize SER, is presented.

4.2 Complex-Valued Unitary Filter Bank Based OFDM
System Design

Unitary filter banks are a special class of maximally decimated (P = K) PR filter banks.
A unitary filter bank is a good candidate to the modulator/demodulator for an OFDM
system because the inherent mutual orthogonality among its filters. Unitary filter banks

with FIR filters have many useful properties. Among these properties are that they
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can be completely factorized, are easy to implement with a lattice structure and have no

questions of stability [26]. Moreover, they can be used to construct orthonormal multiband
wavelet bases, which are powerful tools for non-stationary signal analysis. Due to the
existence of complex-valued signals in wireless systems, complex-valued filters, which have
asyminetric frequency responses, are proposed in this paper. The complex-valued filter
bank is completely parameterized and the coefficients of all filters are expressed with free
parameters, which can be determined on basis of different applications. In this paper,
the SER, expressed in (4.18) and (4.41) of an OFDM system which employs MPSK
coding scheme for all P subchannels, is taken as the objective function to optimize the

performance of the designed filter banks.

4.2.1 Parameterization of Filter Bank Coefficients

The Houscholder factorization of the polyphase component matrices of modulation filters
{fo, /i, <+, fp—1} can be summarized as follows [26, 40]. The z-transform of filter f,

p=20,1,---, P —1 can be formulated in the polyphase form as:
P-1
Fo(z) =3 27%F,.(z9). (4.47)
k=0
Define the polyphase component matrices F'(z) as follows:
(F(z))pk = Fp(2). (4.48)
If F(z) is a unitary matrix, i.c.
FT(z YF(2) =1, (4.49)
where I is the identity matrix, then F'(z) has the Householder factorization

J—1

F(z) = {H [I — v, v + z‘l'u.,;u{f]} Vv, (4.50)
n=1

where J is the McMillan degree of F'(z), v, is unit-norm Householder parameters, and

V is a P x P constant unitary matrix which can be selected according to various appli-

cations. As a special case, for filter banks associated with P band wavelet transforms,
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the unitary matrix V' may be generated by assigning one column as a constant vector

[#’ ﬁ’ T #]T which corresponds to the scaling filter, then adding orthogonal columns

to generate wavelet filter vectors [41], [42]. The P—1 orthogoral columns may be produced

2
The Householder parameters are of unit norm, therefore each Householder parameter

via the Gram-Schmidt process in ways.

in Eq. (4.50) can be further para.meterized as [40]:

Vns = { [HA o 52721( _n?;,)} c08(O j)e?mi, j = O 1,---,P—2 (4.51)
1522 sin(Bnp), j=P—1

forn=1,---,J — 1, Le., v, can be determined by 2(P — 1) angle paramecters. After V'

has been determined, the filter bank {fo, f1, -+, fp—1} is determined by 2(J — 1)(P — 1)

angle parameters. The length of filters f,, p=0,1,---,P—1,is L = JP.

The relation between modulation filters and demodulation filters can be expressed as

ho(l) = £2(=0), (4.52)
where p=20,1,---,P—landl=—-L+1,—-L+2,---,0.

4.2.2 SER Improvement Based on Proposed Filter Banks

To calculate all filter coefficients in Eq. (4.50), the constant matrix V' and the free pa-
rameters O g, dnj, in Eq. (4.51) should all be determined. The procedure to design an
OFDM system based on the P-band complex-valued unitary filter bank to optimize SER

performance is outlined as follows.

e Step 1: Choose the unitary matrix V' according to different applications. For sim-

plicity, we propose V as the P x P DFT matrix, which is defined as

V= = 1 16__7'27.‘(19—1)(71—1)) (4.53)

for k,n=1,2,---, P.
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e Step 2: Define the objective function. We take the SER formula for a MPSK coded

OFDM system expressed in Eq. (4.41), which is reproduced in the following, as the

objective function:

Fe Z ep1> (4.54)

where P.,, can be calculated by

(M=br

e
where « is a function of coeflicients of modulation/demodulation filters, which
in turn are functions of free parameters 6,; and ¢,;, j = 1,2,---, P — 2, n =
0,1,---,J -1

e Step 3: Apply a numerical optimization methods to determine the values of free
parameters. First set up initial values for all free parameters 0, ; and ¢nj, J =
0,1,---,P—-2,n=1,2,---,J — 1, then a conjugate gradient method can be used
to minimize the 2(J — 1)(P — 1) dimensional function P,.. Note that the optimiza-
tion may fall into a local minimum. Some global optimization methods such as
adding random interference and simulated annealing may also be used. However, in

practice, a local minimum may be satisfactory as well.

4.3 Simulations

To verify our theoretical analysis of error performance of a generic MPSK-OFDM system,
Monte-Carlo numerical simulations are performed with three types of OFDM systems,
namely the DFT-based OFDM system with zero-padded CP which is no shorter than
the length of the transmission channel, the DFT-based OFDM without CP, and the
conventional DWMT systems with overlapping factor g = 2, whose modulation filters are

generated by prototype filter [32]

w(l) = sin [2 2 (z + 1)} (4.56)
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for I = 0,1,2P — 1. Both AWGN channels and fading channels are considered in the

simulations. In simulations, the procedure to calculate the SER for a specific SNR is
outlined in the flowchart of Fig. 4.4. The quantity of symbols generated in simulations is
108.

In system simulation, the transmitted MPSK data streams z,(n), p=0,1,---, P — 1,
are generated according to Eq. (4.20). The composite data sequence before the channel,
s(n), as illustrated in Fig. 4.1, are obtained by first upsampling each of the MPSK symbol
stream {zg(n),z1(n), -+, 2p_1(n)} by factor i, then convolving each data stream with
one of the P subchannel modulation filters, finally summing up the outputs of all P mod-
ulation filters. After s(n)’s convolution with the channel ¢(n), the AWGN noise, whose
power is calculated according to a particular SNR, is added to the transmitted sequence
to obtain distorted data sequence r(n). Then r(n) is passed through the demodulation
filter of each subchannel, and the result signals are downsampled by factor K. An optimal
phase detector is employed for each subchannel according to the preset phase detection
boundaries. Matching of the detected symbol with the original data is made and errors
are counted to obtain SER for the particular SNR.

Fig. 4.5 and 4.6 show both the analytical and simulation results over an AWGN channel
for DFT-based OFDM systems with and without zero-padded CP, and DWMT generated
with prototype filter expressed in Eq. (4.56). The modulation scheme is quadrature phase
shift keying (QPSK) and the number of subchannels are 16 and 32, respectively. It can
be seen that our theoretical analysis matches the simulations results. In addition, all
three kinds of OFDM systems exhibit the same error performance as that in single-carrier
systems over an AWGN channel and this performance does not change with the number
of subchannels. The identical SER performance of single carrier systems and OFDM
systems over AWGN channels has been explained in section 4.1.3.

Figs. 4.8 and 4.9 show the results of these OFDM systems, with P = 16 subchannels,
over two sample multipath fading channels with impulse response c¢i(n) = [1,0.5¢7/9]

and co(n) = [1,0.5e7™/6,0.3e=77/3,0.2¢77/2,0.1] for QPSK symbols, respectively. The am-
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LGenerate transmitted symbols with MPSK scheme for all P subchanneg
!

\f
Upsample and convolve with filter bank modulator

l

Y

Summation of outputs of all modulation filters

|

Convolve with transmission channel

l

Add AWGN noise according to the specific SNR

|

Convolve with filter bank demodulator and downsample

i

Subchannel detection with optimal phase detector

l

Comparison of decoded symbol and originall
transmitted symbol

N
Are they same?
Y
€rror counter = error counterJ Frror counter=error counter +1 J

]

Have all decoded
symbols compared ?

lY

SER = error counter /p

Figure 4.4: Flowchart of system simulation

plitude characteristics of frequency responses of both channels are shown in Fig. 4.7.

Fig. 4.10 and 4.11 show the results of these OFDM systems, with P = 32 subchannels,
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OF CP: analytical
DFT-based w. CP: simulation

- DFT-based w/o. CP: analytical :
DFT-based w/o. CP: simulation |::
DWMT: analytical g=2
DWMT: sim

SNR (dB)

Figure 4.5: Comparison of the analytical and simulated performance of OFDM systems over
AWGN channels: QPSK (P = 16)

SER

DFT-based w. CP analytical
DFT-based w. CP: simulation
- DFT-based w/o. CP: analytical |:
DFT-based w/o. CP: simulation |-
DWMT: analytical g=2
DWMT: simulation g=2

SNR (dB)
Figure 4.6: Comparison of the analytical and simulated performance of OFDM systems over

AWGN channels: QPSK (P = 32)

over the two sample multipath fading channels ¢;(n) and ca(n) for QPSK symbols. Each
simulation result demonstrates the consistency with corresponding theoretical analysis.

As expected, the DFT-based OFDM system with CP has superior SER over the other
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-— Ci(n)

Amplitude Characteristics

Figure 4.7: Amplitude characteristics of frequency responses of two channels used in simula-
tions

two OFDM systems, with the cost of system efficiency. It is also demonstrated that the
DWMT has the poorest SER. The reason is that both channels have no narrow band
interference in comparison to the bandwidth of the subchannels. Therefore, ISI is the
dominant effect on the SER than ICI, which DWMT is designed to minimize. Moreover,
since the filters in DWMT are of longer length, the dispersive channel may distort more
symbols and increase ISI.

To investigate the error performance of the new OFDM based on filter banks designed
in section 4.2, simulations are performed with a DFT-based OFDM with zero-padded CP,
a conventional DWMT system of which the prototype filter is defined in Eq. (4.56), and the
new OFDM system based on complex-valued unitary filter banks. The filters of both the
DWMT system and the new OFDM system are of length L = 2P. As shown in Figs. 4.12
and 4.13, that the new OFDM system based on proposed complex-valued unitary filter
banks has better SER than the DWMT system. Its performance is comparable to that
of the CP included DFT-based OFDM, whose transmission efficiency is decrecased by a

factor of P—fLI’ where Ly is the length of CP. L is chosen no less than the length of
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Figure 4.8: Comparison of the analytical and simulated performance of OFDM systems with
QPSK coding over channel ¢;(n) (P = 16)

DFT-—-based w. CP: analytical
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Figure 4.9: Comparison of the analytical and simulated performance of OFDM systems with
QPSK coding over channel ¢cp(n) (P = 16).
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SER

i: i1t $1.0
DFT-based w. CP: analytical
DFT-based w. CP: simulation
DFT-based w/o. CP: analytical
DFT—-based w/o. CP: simulation
DWMT: analytical g=2
DWMT: simulation g=2

o i it

15 20 25 30
SNR (dB)

Figure 4.10: Comparison of the analytical and simulated performance of OFDM systems with
QPSK coding over channel ¢i(n) (P = 32)

© DFT-~-based w. CP: simulation
-—-~ DFT-~based w/o. CP: analytical

¢ DFT-based w/o. CP: simulation
----- DWMT: analytical g=2

*  DWMT: simulation g=2

; ; H H
5 10 15 20 25 30
SNR (dB)

10

Figure 4.11: Comparison of the analytical and simulated performance of OFDM systems with
QPSK coding over channel ca(n) (P = 32).

4.4 Summary

In this chapter, a closed-form formula of SER is derived for a generic OFDM system

with MPSK modulation and optimum phase detection in each subchannel, based on the
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Figure 4.12: System performance of different OFDM systems with QPSK modulation over
channel ¢;(n) (P = 32).
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Figure 4.13: System performance of different OFDM systems with QPSK modulation over
channel cp(n) (PP = 32).

constellation points of received symbols and the assumption that the sum of ISI and ICI
can be modelled as a Gaussian random processes. It is shown that for AWGN channels,

OFDM systems demonstrate identical SER. performance with single carrier systems. For
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fading channels, when SNR is far bigger than 0dB, SER of an OFDM will be dominated

by the ratio of weights for desired symbol and interference. This formula can be used
to evaluate DFT-based OFDM and DWMT systems as well as to design new OFDM
systems.

By employing the derived formula as the objective function, we present a design
method for a novel OFDM system based on complex-valued multiband unitary filter banks
to minimize SER. The proposed OFDM system has more flexible frequency response and
is more suitable to deal with complex-valued signals present in wireless systems. This de-
sign method provides flexibility in choosing OFDM subchannels for different applications
by optimizing filter banks towards different objective functions.

Simulations are performed with DFT-based OFDM systems with and without zero-
padded CP, and the DWMT system with overlapping factor g = 2. Simulation results
show the consistency of theoretical SER analysis and numerical simulations. Moreover,
simulations demonstrated that the designed OFDM system outperforms the conventional
DWMT systems, filters of both systems are of same length, in terms of SER, the perfor-
mance of the designed OFDM is also comparable to that of the DFT-based OFDM with
zero-padded CP, while the latter system compromises transmission efficiency for better

error performance.
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Chapter 5

Joint Maximum Likelihood
Detection Algorithm for OFDM
Systems and Error Performance
Analysis

N Chapter 4, the error performance of a generic OFDM system is investigated by
Iconsidering transmitted symbols of each subchannel individually. When detecting the
received symbols of a given subchannel, all transmitted symbols on the other subchannals
are considered as random ICI interference. We refer this detection algorithm as the
subchannel algorithm which has been adopted in many attempts recently [6, 17, 18, 19,
20, 21] when evaluating the error performance of an OFDM system. However, when
employing the subchannel detection algorithm, the detection and decoding of a given
subchannel does not take advantage of the information carried by the other subchannels
to obtain a better evaluation of the transmitted symbols of the given subchannel, and to
improve the system error performance.

In this chapter, a joint detection algorithm is proposed for a generic OFDM system
to jointly detect and decode symbols received in one frame. The main advantage of the
joint detection algorithm is that it turns the mutual effects, of subchannel symbols to be
jointly decoded, from interference into useful information contributing to the constellation

points of each other.
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As explained in Section 3.1.1, in a P-subchannel OFDM system, during each time

frame, P symbols, with each one modulated to one of P subchannels, are transmitted in
parallel. The transmitted symbols are modulated with discrete schemes, such as MPSK
and quadrature amplitude modulation (QAM). For a given {rame, the transmitted symbol
of a given subchannel is a one-dimensional symbol. The alphabet size of the constellation
points, for the one-dimensional transmitted symbol, is finite. As a result, the alphabet
size of the constellation points of the P-dimensional transmitted symbol, which consists
of symbols transmitted on all P subchannels at the given frame, is also finite. The
transmitted P-dimensional symbol and received P-dimensional symbol are referred as the
transmitted OFDM symbol and received OFDM symbol respectively. For the case that
the filter bank modulator and demodulator and the transmission channel are all linear and
time invariant, all the constellation points of a received OFDM symbol can be obtained.

Considering the alphabet size of the constellation points of a reccived OFDM sym-
bol will increase exponentially with the increase of the number of subchannels, P, the
received OFDM symbol is evenly partitioned into a number of subsets, which consisting
symbols with lower dimensions, to prohibit excessive computation load. The subchannel
symbols received in one subset, referred as a received vector symbol, are jointly detected
by considering the effects of all subchannels excluded in the subset as interference. In this
way, the ICI involved in a received symbol is partially reduced.

In this chapter, for linear and time invariant filter bank modulator/demodulator and
transmission channels, the constellation points and the PDFE of the received vector symbol
are derived. The maximum likelihood (ML) criterion is employed to decode a received
vector symbol by comparing the Mahalanobis distances between the received vector sym-
bol and each of the constellation points of the received vector symbol, and decode the
received vector symbol as the constellation point which is the closest to the receive vec-
tor symbol in terms of the Mahalanobis distance. A lower bound and an upper bound
of the vector symbol error rate (VSER) are derived to provide a practical viewpoint of

the system error performance by employing the proposed joint detection algorithm. Sim-
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ulations are performed to investigate the performance of the joint detcction algorithm.

Simulation results show that the joint detection algorithm has superior error performance
to subchannel detection algorithm.

This chapter is outlined as follows. In Section 5.1, the joint detection algorithm for
a gencric OFDM system is presented by deriving the constellation points of the received
vector symbols in 5.1.2, then investigating the PDF of received vector symbols and ML
detection in 5.1.3, and finally analyzing the system error perforinance under joint ML
algorithuin, and deriving a lower and an upper bounds of the VSER in 5.1.4. Results of

numerical simulations are demonstrated in Section 5.2. Section 5.3 concludes the chapter.

5.1 Joint Detection Algorithm for OFDM Systems
5.1.1 System Modelling

A generic block diagram of an OFDM filter bank modulator and demodulator with P

subchannels is shown in Fig. 4.1, which is reproduced below.

B(n)——4 g =1 f, - 1, hy, 4K [
s —UEHL g T P B TY il

X (MK Jomi

s(n) c(n) é) r(n§ Bt UK (1)

Figure 5.1: Block diagram for filter bank modulator and demodulator in OFDM systems

The theoretical model of a generic OFDM system is the same as in section 4.1.1, and
it is reiterated here. The upsampling/downsampling factor K = P + L;, for DFT-based
OFDM systems, where Ly is the length of zero-padded CP, and K = P {for DWMT
and other OFDM systems without CP [13]. Modulation and demodulation filters of the
subchannel p are respectively denoted as f, and h,, p =0,1,---, P — 1. Both filters are
of length L = ¢gK, where g is the overlapping factor, g = 1 for DFT-based OFDM and

g = 2 for DWMT systems. The constraint for the set of modulation filters is that, f,
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0 <p< P 1, fulfill the following othorgonality property,

L1
> fuW)f,(l—nK) =68(n)é(p1 —p2), 0<p1,p2 <P -1 (5.1)
=0

Moreover, the modulation and demodulation filters satisfy the PR property defined as

L—-1
> Foi(Dhp,(nK — 1) =6(n)d(pr — p2), 0<p1,p2 <P —1 (5.2)
1=0 :

The transmission channel ¢(n) is modelled as a LTI FIR filter of length L., followed
by a stationary zero-mean Gaussian random noise source e(n), which is independent of
transmitting symbols {z,(n),p = 0,1,---, P — 1}. ¢(n) is the overall transfer function
resulting from the real communication channel and a time domain equalizer if there is

a one. The mapping schemes for transmitted symbols are discrete, such as MPSK and

PAM.

5.1.2 Constellation Points of Received Vector Symbols

For a P-subchannel OFDM system, during each time frame, a P-dimensional OFDM
symbol, which consists of P parallel symbols {zo(n), z1(n), -, zp_1(n)}, is transmitted.
This OFDM symbol can be partitioned into P/J subsects, each of size J to form P/J
J-dimensional vector symbols, if P is an integer multiple of J. Without loss of generality,
the subset consisting of subchannels with index {pi,p1 +1,---,p1 +.J — 1}, is taken as
an cxample for following analysis. The subchannels indices in subset p; is denoted as
subset p». The group of indexes of subchannels in subsct p; is expressed as P(p;) =
{p1,p1+1,---,p1+J—1}. The symbols of subset p; at a given frame n; are defined with

the J-dimensional column vector, X,, (n1),

XPl (711) = ['7"2"1 (7’1.1), :1:7)1+l(7_‘1)a Tt :I"P1+J—l(”'Ll)]T : (5'3)

All elements of X, (n1) are modulated with discrete mapping schemes, therefore the
number of values which X, (n1) can take, or the cardinality of the alphabet set of X, (n1),

represented with G, is finite. This cardinality can be determined by the mapping schemes
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of all subchannels in the subset. If the cardinality of the alphabet set for the subchannel

p, p € P(p1), is M, the alphabet size of X, (n;) will consist of [],,ep M, elements
because all subchannels are coded independently. As a special case, if all subchannels in
the subset p) are coded with the same Af-ary coding scheme, then the cardinality of the
alphabet set of X, (n;1) is M7. The set of all values that X, (n1) can take is denoted as
the constellation set Cx. Corresponding to the transmitted vector symbol at frame n,,

X (ny), the received vector symbol is denoted as

Y'Pl (711 + d) = [ypl (n’] + d)’ yP1+l(n1 + d) o Yp+d -1 (nl + d)]T ) (5'4)

where d is the system delay involved in the convolution with modulation filters and de-
modulation filters, and other operations in the transmission such s channel equalization.
If all modulation and demodulation filters are of length L = ¢gK, and only the delay in-
volved in the convolutions are considered, then d = ¢. In the following, the constellation
points of Y, (n; + d) is derived.

Theorem 1: Given a J-dimensional vector symbol transmitted in time frame n,,
Xp, (1), as defined in Eq. (5.3), the constellation points S,, = [8p1, Spra1s -+ s Spyri—1]
of the corresponding received vector symboi Y,, (n; + d), as defined in Eq. (5.4), can be

determined as:

Sp = A X, (ny), (5.5)
where
Opypy (M) Qs (py+1) (M2) e Qs (pr+7-1)(11)
A= Q'sz‘ (n1) a’m(PH.—I)<nl) : a‘pz(m+-’7—1)(n1) (5.6)
Qpy+J~1)m (nl) Qpy+J—1)(p1+1) (’”/1) T a(p1+J_1)(,;1+J_1)(n1)

Qpopns Pm € P(p1) and p, € P(p1), is calculated as follows

Lo—-1 L—-1
O ('I’L]) = Z ('(.7) Z fpm(l)hpn (_.7 - l)’ (5'7)
i=0 1=0

where L. is the length of the communication channel c(n).
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Proof: Without loss of generality, the subchannel p; is taken as a sample subchannel

for the following analysis. According +> the Formulation 1 in Section 4.1.2, the received

symbol of subchannel p; at time frame n,, y,, (n1 + d), can be expressed as:

P-1
Ym (nl =+ d) = § -+ Qpipy ('I’I,1).’Z:p1(n1) + Z Z Cppy (n)xp('n)
p#FpL.p=0
+ D apm(n)ap (n). (56.8)

n,n#ENn]

where a,,, (n) is defined in Eq. (4.12). The first term on the righthand side of Eq. (5.8),

¢ is the contribution from the additive channel noise and it can be calculated as

>

E= > en)hy,(mK —n). (5.9)

n=—oQ

By rearranging the last three items on the right handside of Eq. (5.8), we get an alternative

expression for y, (n; + d)

Ypr (N1 +d) = Z Qppy (N1) (1) + Z Z Qpp, (n)zp(n)

p-pEP(p1) nnFEny P
___*4 t Z - Qppy ('nl)mp(nl») + &, 7 (5.10)
p.pEP(p1)
Note that all the J transmitted symbols in subset p1, {zp, (n), Zpy+1(R), -+, Tp+s-1(n)},

are deterministic, hence the first term on the righthand side of Eq. (5.10) is deterministic
given that the modulation/demodulation filters and transmission channel are linear and
time invariant. The second and third terms in Eq. (5.10) are random processes which are
interference involved in the received symbol y,, (n; + d). Denote the interference item as
Spy, Which can be calculated as

Sm = Z Za'm,](n):np(n)-i— Z Qpp, (N1)Tp (11 ), (5.11)

nn#Eny P P.PE€P(p1)

i.e., ¢, is the weighted sum of identical independent distributed (iid) random variables,
zp(n), 0 < p < P— 1. According to the Central Limit Theorem [35], 55, approaches a
Gaussian random process as the quantity of z,(n), which is mainly dominated by P, gets
large. Moreover, the mean and variance of ¢, can be calculated as:

Hepy = Z Zapm(”)E[‘Ep<”)]+ Z Qpp, (1) Bzp(111)], (5.12)

nn#EnL P PpgP(p1)
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ngl = Z Z lepp, (n)IQVa,r[:B,,(n)] + Z |oppy (nl)lﬁVar[a:pl (n1)}, (5.13)
nn#EN P ppEP(p1)
where E[-],Var[] and | - | respectively denote the expected value, the variance and the

absolute value. Assume all transmitted symbols, z,(n), 0 < p < P — 1, are modulated

with MPSK scheme, where z,(n) is coded as
z,(n) = /eze?®, k=0,1,---,M — 1, (5.14)

where 8; is the transmitted phase and will take on one of the values from the set

{(27k)/M}. Without loss of generality, assume

Blay(n)] =0, (5.15)

and from Eq. (5.14) that
Var[z,(n)] = €, (5.16)
for p=0,1,---, P — 1. The mean and variance of Gaussian random variable ¢, can be

obtained as:
He, = 0, (517)
U?pl = Z Z |ctpp, (n) ]2 + Z |ctpp, (nl)IQ €z, (5.18)
n.n#n; P p.p¢P(p1)

It is easy to see from Eq. (5.9) that £ is a Gaussian random process with zero mean and
variance
2

_ 2
O¢ = Op,

(5.19)
where o2 is the variance of addictive channel noise.
Consequently, the mean of y,, (n1), which is also the constellation point of the received

svmbol on subchannel p;, sp, (1 ), can be calculated as

sy = Blyp, (m1)] = E Qppy (M11)2p{M1)
PpEP(p1)
= [apm(m) - apprsn(n) | Xp(m). (5.20)

The variance of y,, (n1 + d) can be calculated as

2

2 2 2
Ty —JE—I—U%.

(5.21)
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Using Egs. (5.18) and (5.19), we get

‘75,;1 =| > lem@P+ > law, ("7"1)12} €z + 07 (5.22)
nn#n; P P, PEP(m)
The constellation point for the subchannel p,,, p € P(p1), can be obtained by sub-
stituting p., for p; in Eq. (5.20) as

Z Ctpprm (M11) Tp(111)

P.PEP(p1)

= [ apmpl (nl) aPm(:D1+l) (?7’1) T O"Pm(pl‘*‘J"‘l)(nl) ] : ‘XPI (7<f))23>

I

Spm = E[ypm. ('n']-)]

Eq. (5.5) can be obtained by putting Eq. (5.20) and Eq. (5.23) in matrix format. Theo-
rem 1 is proved.

Remark: When filter bank modulator/demodulator and the transmission channel are
both known, S, is deterministic. Bach element of S, is a weighted sum of transmitted
symbols in subset p; and all weights are constant. Therefore in general, corresponding to
each constellation point of the transmitted vector symbol X, (n1), there exists one and
only one constellation point for the received vector symbol S),,. The constellation points
of X, (n1) and S,, are a one-to-one mapping. All the values that Sp, can take form
the constellation set of the received J-dimensional vector symbol Y, (n1 + d), which is
denoted as Cs. The cardinality of the alphabet set of Sp, is same as that of the alphabet
set of X, (n1), G.

A received OFDM symbol consists of the received symbols from all P subchan-
nel. The derivation of the constellation points of a received OFDM symbol is a special
case of Theorem 1. Assigning the constellation points of the received OFDM sym-
bol, {yo(ni +d),1(n1+d),---,yp—1(n1 +d)} , as 8§ = [s0, 81, " ,sp_]]T, which can be

calculated as

Cl’oo('ﬂl) CY01(TL1) s Qo(r-1) (n1) zo(ny)
S = Q10 (m) Ct'11.(’n'1) . C1’1(P—.1)(TL1) . 5131(.711) (5_24)
arp—o(n1) awe-m(ni) - are-ye-n{n) zp-1(n1)
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5.1.3 Joint Detection of Received Vector Symbol o2
For a given subset p;, the task of the subset joint detection can be described as to find
the constellation point in Cg for Y, (n; + d) based on ML criterion, then decide which
constellation point in Cy is transmitted on basis of the one-to-one mapping relation of
Cs and Cx. According to ML criterion, the Y, (n; + d) should be decoded as S:,l,z' =
1,2,---,G, which maximizes the conditional PDF fy s (Y,,IIS;',l). In the following this
conditional PDF function is derived.

Theorem 2: Given the transmitted vector symbol X, (n1), as defined in Eq. (5.3),
and the constellation point of the corresponding received vector symbol Yy, (11 +d), S;)l,

the conditional PDF function fy s (Y, [S;l) can be expressed as

1

i 1 i - i
fY |s (Yp] ]SPI) = W exp __(Ym - Spl)HE 1(Yp1 — Sm) . (525)

2

where ¥ is a diagonal matrix which is defined as

2

Oy s 20 . 0

o; 0

Ypy+1
3= P , (5.26)
2
0 0 Jy(Pl +J-1)
where ng , the sum of variance of channel noise and interference in subchannel pn,
. m

Pm € P(p1), can be calculated by substituting p,, for p; in Eq. (5.22).
Proof: The statistical characteristics of the element p,,, pm € P(p1) of Y, (n1 + d),
Yp. (11 +d), is considered. As explained in Theorem 1, y, . (n1+d) is a Gaussian random

variable with mean s,, and variance

o2 = O‘g - a?pm. (5.27)

Ypm

Therefore, the conditional PDF of y,,_(n; + d), given the transmitted symbol which cor-

responding to constellation point S;m, can be obtained as:

, 1 (y—s,.)°
(U |8 ) = e exp | =Pt | 5.28
fJ (yp | prn) 271_0_:3[,7" p [ 20_517”1 ( )
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In the following we will demonstrate that y,, (n1 + d), pm € P(p1) is independent to

symbols received on the other subchannels of subset p,, during the same frame, y;, (n1+d),

pj € P(p1) and p; # p- According to Eq. (4.15), yp,(n1 + d) can be expressed as

'ypj ny + d E (l ’I’LlI( — l) (529)
and
Ypm (M1 +d) =D 1(k)hy, (MK — k), (5.30)
k

the correlation function of ¥, (n1 +d) and vy, (ny +d), Ry,(L, k) is
Ryy(l7 k’) = E[ypm (nl + d’)y;(nl =+ d)]
= Z Z Elr hpm (M1 K — Dy (1 K — k). (5.31)

From Egs. (5.1) and (5.2) that, in an OFDM system, the modulation filters and their K-
shifted versions form a set of orthonormal basis, so do the demodulation filters. When the
frequency bandwidth of the subset p; is sufficiently narrow compared to the bandwidth
of the transmission channel, it is reasonable to assume that E[r({)r*(k)] = 6(l — k) within

the bandwidth of the subset, then

Ry (L k) =0, for pm#pj, (5.32)

i.e. Ypn(n1 + d) and yp,(ny + d) are uncorrelated. From Eq. (5.32), Yp, (1 +d) is a
J-dimensional joint-Gaussian random variable vector consisting of J independent one-
dimensional Gaussian random variables y,, (n1), ¥p,+1(n1), -, Ypi+s-1(n1). The condi-
tional joint PDF of Y,,, given the transmitted vector symbol which corresponds to con-

stellation point S , can be obtained

] p1+J~1 )
Fois(YulS)= 11 fils(yp.lss,) (5.33)

HPmaP'mE'P

By substituting Eq. (5.28) for (5.33), Theorem 2 is proved.

The Mahalanobis distance from the distorted vector symbol Y, (n1 + d) to the con-

stellation point S}, is defined as [43]

MD(Y,,,S;) = (Y, — S, s (Y,, - S,) (5.34)
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By applying ML detection algorithm, we decode Y, (n; + d) as the constellation

point S} which maximizes conditional PDF fy |s (Y p,|S},). This is equivalent to decode
Y, (n1 + 1) by the Mahalanobis distance, defined in Eq. (5.34), between Y, (n1 + d)

and each constellation point S ,i = 0,1,---,G — 1, and assign Y, (n1 + d) to be the

p1?
constellation point for which the Mahalanobis distance is the minimum. Then according
to the one-to-one mapping between the constellation point set of the received vector
symbol, Cg, and the constellation point set of the transmitted vector symbol, Cx, the

transmitted vector symbol are figured out. The detection process is schematically shown

in Fig. 5.2.
R Mahalanabi
Y, (n.+d) — | _ Mahalanobis
() +d) Distance Calculator o0
] S E.G‘
Sp, : 13 S 1S5 | Xe,n)
——  Mahalanobis S e =
. )
Distance Calculator 175} o
° c S 12
. N 5 U
. . = 9
® SG—I = o g
. c O
. P - o~ £ &
|~ Mahalanobis s O
T .Distance Calculator

Figure 5.2: Schematic illustration of ML detector

5.1.4 FError Performance Analysis

The formulation of the average error probability of received J-dimensional vector symbol
Y ,, (1 + g), denoted as VSER Py, is theoretically straightforward. An error occurs
whenever the received vector symbol Y, (n; + g) does not fall inside region R}, , which is

associated with the constellation point S} [44], and the VSER can be calculated as

1 G-1
Puom =15 3 / Fris (Y]S5 )Y, (5.35)

However, the decision on the boundary of Ryi, . and the numerical computation of Eq. (5.35)

are not feasible in most cases. In the following, an upper bound is derived for the VSER by
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transforming the Mahalanobis distances between Y, (n1 +g) and S i=0,1,---,G—1,

P
to the Buclidean distances between a new observation vector and new vector constellation
points.

The inverse of the J x J diagonal matrix X can be decomposed as
>'= BB, (5.36)

where B is also a J X J diagonal matrix which is defined as

Bsdiag{ 1, ! Lo L } (5.37)

3
Typy Typraa TY(py4a-1)

By substituting Eq. (5.37) into Eq. (5.34), the following expression is obtained that
MD(Y,,,S.)=—(BY,, — BS.)¥(BY,, — BS. ). (5.38)

P1

Assign the new observation vector symbol as

Zﬁl = BYZ)l’- (539)
and the new constellation point as
Vi =BS], (5.40)

in spatial domain, the Gaussian random noise in each one of J orthogonal directions is
changed into AWGN noise with unit power. The AWGN noise processes in the J directions

are iid noise processes. It is easy to see that
MD(Y,,, 8. ) =UD(Z,,,V}). (5.41)

where UD(Z,,, V;l) is the Euclidean distance between Z,, and V;l. By replacing the
Mahalanobis distance between Y ,,, and .S"zi,l to the Euclidean distance between Z,, and
V;, .» the task of finding an S;l which is closest to Y, in terms of Mahalanobis distance
change to finding a V7, which is closest to Z, in terms of Euclidean distance, and Z,, is a
J-dimensional observation vector distorted by iid AWGN noise in each of the J directions.

The variance matrix of Z,, is a J x J identity matrix.
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On basis of [44], the upper bound of the average probability of vector symbol error,

Pyepi, only depends on the minimum Euclidean distance between any pair of the constel-

lation points, szl and V¥, 1 <4,k <G, i# k, and the power of the iid AWGN noise.

P1?

In the case that the AWGN noise having unit power, the upperbound of the average

probability of the VSER can be calculated as

G-1 d2,.
Pueys < 5 exp(=—57%). (5.42)
where
Aopin, = mm UD(V} A V" forl <1,k <G (5.43)

Eq. (5.42) shows that, P p, decreases exponeniially as the square mindnnm distance of

the transformed constellation points, d2,, , incrcases.

min?

Thus far, VSER has been the only figure used in the proposed joint detection algorithm
to assess the error performance of a generic OFDM system. However, it is also meaningiul
to evaluate the SER, F,, of the one-dimensional symbol received on one of P subchannels,
under joint detection algorithm. The relation of Py, aud P, , the SER of subchannel

Pi, pi € P(p1), is explained in the following.

Pi=p1

J—-1
< " P 5.44)
< > Pep (5.

Pi=p1

p1+J-1
Poepy = I U (subchannel p; is in error)

where | represents the union operation. We also note that

Pyep, = P(subchannel p; is in ervor) = P p,. (5.45)
It follows therefore that the SER in the subset p; is bounded as follows:
P
;771 < Pe i S Pue 1 ‘ (546)

The SER over all P subchannels, P, can be evaluated by averaging Py, over all the

P/J subsets:
EP/J] Py
ve P1 - L
lpq <F < mE—l Pye 1 (u.'-l-()
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5.1.5 Discussions

For AWGN channels or channels which have been perfectly equalized, the transfer function
e(n) = &(n), there is no IST and ICI involved in the received symbols due to the PR
property of the filter bank modulator and demodulator. The only distortion in received

symbols comes from additive channel noise. Therefore the ¥ in Eq. (5.25) is reduced to

gz, 0 0
0 o2 - 0

E = . . . . ) (5'48)
0 0 o2

where o2 is the variance of the channel noise. For AWGN channcls, from Eq. (5.48) that
the noises in all J orthogonal directions are iid. noise with variance o2, and the Euclidcan
distance can be employed directly for ML detection. Moreover, for AWGN channels, it
is possible to do further exploration on the constellation points of the received vector
symbol Y, (n, + d). The matrix A in Eq. (5.5) can be verified as an identity matrix by
substituting Eq. (5.2) into (5.6). Consequently the constellation points of the received
vector symbol Y, (rn; +d) are same as that of transmitted symbols X, (n:). For AWGN
channels, an OFDM system demonstrates same error performance under joint detection

algorithm and subchannel detection algorithin.

5.2 Simulations

System simulations are implemented to evaluate the performance of various OFDM sys-
tems by ecmploying the proposed joint detection algorithm. In the simulations, all sub-
channel symbols are modulated with the BPSK scheme. The P subchanncls are divided
into a number of disjoint subsets, with each subset including 8 subchannels, for BPSK
modulation.

In system simulations, the composite transmitted signal to be transmitted through the
channel, s(n), as illustrated in Fig. 5.1, is obtained by first upsampling each of the p BPSK

symbols streams {zo(n), z1(n), - - -, zp_1(n)} by factor K, then convolving with one of the
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P modulation filters, finally summing up all output from P subchannels. After the s(n)

convolving with the transmission channel ¢(n), the AWGN noise is added to the compos-
ite serial symbol sequence to get the distorted signal 7(n). The signal r(n) is then passed
through the demodulation filter of each subchannel, and the result signal on each subchan-
nel is downsampled by factor K. The P received symbols, {yo(1), y1(n), - -, yp-1(n)}, arc
divided into a number of subsets, cach of size 8 for BPSK coding. The subchannel symbols
in one subset, referred as a received vector symbol, are decoded jointly by calculating the
Mahalancbis distances between it and all constellation points in Cg. The constellation
point in Cy, which corresponding to the coustellation point in Cg having the minimum
Mahalanobis distances to the received vector symbol, is the one having been transmitted.
To make comparison of the system error performance between the subchaniel detection
algorithm and the joint detection algorithm, the SER in joint detection algorithm is cal-
culated according to the procedures outlined in Fig. 5.3. The cmphasis in transferring
the VSER result to SER is that, when a received vector symbol of a specific subset is
not decoded correctly, each subchannel symbol in the subset will be checked with the
transmitted symbol of that subchannel to sce whether this received subchannel symbol is
correctly decoded. By considering all received vector symbols that are wrongly decoded
in the way described above, we obtain the simulated average SER.

Numerical simulations are performed with three kinds of OFDM systems, namely, the
DFT-based OFDM system with zero-padded CP, the DFT-based OFDM without CP and
the conventional DWMT system overlapping factor ¢ = 2 whose modulation filter are
generated from the prototype filter defined in Eq. (4.56). The sample channels include an
AWGN channcl and two fading channels with impulse response ¢;(n) = [1,0.5¢77/%] and
ca(n) = [1,0.5e9™/6,0.3¢797/3,0.2¢77/2,0.1].

Fig. 5.4 show numerical simulation results of both subchannel detection and joint
detection for OFDM systems over AWGN channels. Both detection algorithms have
same crror performance which is not changed with the number of subchannels, P.

Fig. 5.5 and Fig. 5.6 demonstrate crror performance of both detection algorithms under
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i

l Joint dectection ]

Is the eceived vector symbo

decoded correctly?

Is the ith element decoded correctly?

€ITor counter = error counter erTor counter= crror counter +1

I -

Have all P/} subsefs
been considered?

|y

SER=error counter/P

Figure 5.3: Calculation of SER under joint detection algorithm

the two sample fading channels. These figures demonstrate that joint detection algorithm
has superior performance than subchannel detection algorithm especially when the SNR

getting larger.

5.3 Summary

In this chapter, a joint maximum likelihood detection algorithm is proposed to jointly
detect and decode the symbols received during one time frame. By employing the joint
detection algorithm, the effects of symbols in the same time frame are used to calcu-

late the constellation points of the received vector symbols instead of being considered
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Figure 5.4: Comparison of joint detection and subchannel detection over an AWGN channel

with BPSK ( P = 32)
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Figure 5.5: Comparison of joint detection and subchannel detection over channel ¢;(n) with
BPSK ( P = 32)

as interference in subchannel detection algorithm. An upper bound of VSER is derived

by transferring Mahalanobis distances, between the received vector symbol and the con-
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Figure 5.6: Comparison of joint detection and subchannel detection over channel co(n) with
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an OFDM system than the subchannel detection algorithm.

stellation points of the received vector symbol, to the the Euclidean distances of a new
observation vector and new constellation points, to provide a practical viewpoint of the
system performance under joint detection algorithm. Monte-Carlo numerical simulations
are performed, with the DFT-based OFDM systems and DWMT systems, to compare the
performances of the subchannel and the joint detection algorithmms. Simulation results

demonstrate that the proposed joint detection algorithm has better error performance for



Chapter 6

Conclusions and Future Research

6.1 Conclusions

In a generic OFDM system, modulation filters form a set of orthonormal basis, and
modulation filters and demodulation filters fulfill the perfect reconstruction property to
keep subchannels well isolated, and enable the transmitted symbols to be perfectly re-
trieved from the received symbols. However, in most cases these nice properties are easily
destroyed by multipath channels. Some work has been done in evaluating the error per-
formance for the DFT-based OFDM systems. The topics unaddressed in the published
literature include the systematical error performance evaluation for a generic OFDM sys-
tem, and some detection algorithms other than the subchannel detection algorithm, in
which each received symbol is detected individually without considering all information
carried by the other symbols. Both of the subjects are addressed in this study.

Firstly in this study, a closed-form formula of the SER has been derived for MPSK
coded OFDM systems which employs optimum phase detection for each subchannel. The
derivation of the SER formula is based on the constellation points of the received symbols
and the assumption that the sum of ISI and ICI can be modelled as a Gaussian random
process when the number of subchannels is large. This formula can be used to calculate the
SER of either the DFT-based OFDM system, the DWMT system or other OFDM systems
which fulfill the orthogonality and PR requirements and use MPSK modulation. The

applications of the derived formula in AWGN channels and fading channels are discussed.

72
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Results of numerical simulations demonstrate the consistency with the SER formula over
both AWGN and fading channels.

Secondly, a systematic method is presented to design a novel OFDM system based
on complex-valued multiband unitary filter banks, which have more flexible frequency
response and are more suitable to deal with complex-valued signals present in wireless
systems. This method provides flexibilities in choosing OFDM subchannels for different
applications by optimizing filter banks towards different objective functions. In this thesis,
the derived SER formula, for a generic MPSK-OFDM system, is employed as the objective
function. System simulations show that the designed OFDM system outperforms DWMT
systems, filters of both systems are of the same length, in terms of SER. Simulations also
show that the error performance of the designed OFDM system is comparable to DFT-
based OFDM with zero-padded cyclic prefix, which compromise the transmi-sion rate for
better error performance.

Finally in this study, a joint ML detection algorithm is proposed to jointly detect and
decode the symbols received at one time frame. The received symbols in one frame are
partitioned into several subsets, and the received symbols within one subset are decoded
jointly. The joint detection algorithm make better use of the information carried by the
other symbols in the same subset as the one to be decoded, and comparatively reduces the
interference involved in the symbol to be detected. Based on the constellation points and
the PDF function of the received vector symbol, an upper bound of the VSER is derived
by transferring the Mahalanobis distances between the received vector symbol and the
constellation points of the received vector symbol to the Euclidean distances of a new
transferred observation vectors and the new transferred constellation points. Monte-Carlo
numerical simulation are performed, with the DET-based OFDM and DWMT systems. to
compare the performances of the subchannel detection algorithm and the joint detection
algorithm. Simulation results demonstrates that the joint detection algorithm provides

better error performance for an OFDM system than the subchannel detection algorithm.
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6.2 Future Research

OFDM has a promising future in wireless local area network and in fixed and mobile
communications due to its high spectral efficiency and flexibility in spectrum allocation
and modulation.

Further work could be done under both the subchannel and the joint detection algo-
rithms for the detection and error performance evaluation for a generic OFDM system.

Under the subchannel detection algorithm, the overall effect of channel noise and
interference for a given subchannel is approximated as a zero-mean Gaussian process
in the Formulation 1 of chapter 4. The constellation points of received symbol and
its PDF function can both be derived from the constellation points of the transmitted
symbol. In this way, the error performance evaluation is mainly based on the detectors
and the decoding decision boundaries at the receiver end of each subchannel. In Chapter
4, the SER formula for the MPSK modulation is derived. The other modulation schemes
in a OFDM system include QAM and M-ary differential phase shift keying (MDPSK),
to name two. The formulation for SER expressions for these modulation schemes will be
done in the future.

Under the proposed joint detection algorithm, the ICI is partially eliminated by jointly
decoding the received symbols within a subset (Chapter 5). However, the joint detection
algorithm can be extended to jointly detect successive symbols for a given subchannel,
hence partially reducing the ISI, or jointly detect all symbols in a subset within a number
of successive frame to partially reduce both ICI and ISI.

In the simulation studies, the fading channels are randomly selected and are compar-
atively simple. In the future, the Rayleigh and Rice fading channels will be adopted to

evaluate system performarnce in practical situations.
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Appendix A

Central Limit Theorem

This appendix is a summary of the central limit theorem on basis of [45].
The common definition of the central limit theorem consider the normalized sum of
a large number of identically distributed random variables z;, where y is the normalized

random variable given by
1 A—1

yzmg(xi_ﬁ‘)

(A1)

and each z; has mean y and variance 2. The random variable ¥ is approximately normally
distributed (a Gaussian distribution with zero mean and unit variance) as M becomes
large.

A more general statement of the central limit theorem justify the Gaussian approxi-
mation when z;, i = 0,1,---,M — 1, are not identically distributed but are independent.
It requires that the sum

A—1
Y= Z Ty (A.2)

=0
of M random variables, z;(which are not necessarily identically distributed but are inde-
pendent), each with mean p,, and variance Ui: approaches a Gaussian random variable

as M gets large, provided that

M-1
o*fcj Loi= 3 o2, (A.3)
i=0
for j =0,1,---,M — 1. Furthermore, the mean and variance of the sum, y, are given by
M-1
Ly = Z Hz;» (A4)
i=1
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M=1

o,j = ol. (A.5)
i=1

The condition for Eq. (A.3) to hold is equivalent to specifying that no single z; dominates

Y.
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Appendix B

Change of Variables

The purpose of the change of variables (V,©,) in Eq. (4.34) to (r.%,) are to calculate
SER with the integration over a finite range by applying results of [36, 37, 38, 39].

As shown in Fig. B.1, y is the received symbol, ©, and V are phase and radius of
y, respectively. The constellation point corresponding to the transmitted symbol, with
phase zero, is ¥, , ¥ is at a distance r from 7, and 1, is the angle between vectors y—pl?/

d -—_ 1. . . —_ 3
and o7, line connecting points y and 7, and the coordinate.

)7
-
\%
e)‘ }—’}7 7
8
O 6-

¥y

Figure B.1: Illustration of change of variables
The following expressions can be derived from Fig. B.1,

[Ty, | + V cos(©, — 0y, ) = 7 cos(¢y), (B.1)

77
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rsin(yy) = Vsin(©y — b, ).

Therefore,

V = /12— 2[g,, |r cos(ty) + [Ty, 1%

O, = tan™ ( - Sm(wy)_ ) + 0, -
7 cos(ty) = [Ty, ‘

or alternatively

r= V42V cos(0, — by, )i, | + [, 12

V sin(©, — 9@,,1)
Vcos(Qy — 05, ) + [Up,|

Wy = tan™? {

According to the Change of Variable Theorem [46],

9(V, 0y)

Frw, (%) = foo(V, 0y) B(r, %)
3 VY

?

HV.©y) 3V,0y)

where B )

and (B.4) into Eq. (B.7), Eq. (4.38) is obtained.

78
(B.2)

(B.3)

(B.4)

FICTm) is the determinant of Jacobian matrix [—~—'—] Substituting Eqs. (B.3)
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