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Abstract 

 

VARIABLE TIME DOMAIN DISCRETIZATION METHODOLOGY FOR MOLECULAR 

DYNAMICS SIMULATION OF METALLIC COMPOUNDS 

 

Jamal Zeinalov 

Doctor of Philosophy, Aerospace Engineering, Ryerson University, Toronto 2016 

 

The present work proposes a methodology to improve the computational requirements of 

molecular dynamics simulations while maintaining or improving the fidelity of the obtained 

results. The most common method of molecular dynamics simulation at present is the multi-

force, constant time-step, explicit computation, which advances a single time step at a time to 

determine the next state of the system. The present work proposes a variable time-step strategy, 

where a single large simulation is subdivided into multiple time domains which redistribute 

computational resources where they are needed the most: in areas of higher than average 

potential or kinetic energy or highly dynamic areas around impurity clusters, void formations and 

crack propagations. The research focuses on the simulation of metallic compounds, as these form 

the basis of most common molecular dynamics simulations, and have been very thoroughly 

investigated over the years, thus providing a very extensive body of work for the purpose of 

comparison and validation of the proposed methodology. The novel methodology presented in 

this work allows to alleviate some of the limitations associated with the molecular dynamics 

methodologies and go beyond traditional scales of simulation. The proposed method has been 

observed to deliver 5 to 20 percent increase in simulation size domain while maintaining or 

improving the accuracy and computational cycle time. The benefits were observed to be greater 

for large simulations with one or more areas of higher than average kinetic or potential energy 

levels, such as those found during crack initiation and propagation, coating-substrate interface, 

localized pressure application or large thermal gradient. The large difference allows for very 

clear prioritization of computational resources for high energy areas and as a result provides for 
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faster and more accurate simulation even with increased domain size. Conversely, this method 

has been observed to provide little to no benefit when simulating stable systems that are 

undergoing very slow change, such as (relatively) slow change in ambient temperature or 

pressure, or otherwise homogeneous internal and external boundary conditions. However, for the 

majority of applications described above, including coating deposition and additive 

manufacturing, the proposed methodology will yield substantial increase in both simulation size 

and accuracy, since in the aforementioned processes kinetic and potential energy gradients across 

the simulation are typically very significant.    
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1. Introduction 

Molecular Dynamics simulations have become increasingly more important in the investigation 

of material properties and interactions at nanometer to micrometer scale over the past several 

decades. Initially conceived as a research tools they are becoming more common within a wide 

range of industries including aerospace engineering. Within aerospace, the molecular dynamics 

simulations are used to predict increasingly complex processes of material treatment and 

manufacturing, including coating deposition on turbine blades (and other high temperature, 

corrosive applications) and new material development including structural composite and 

additive manufactured parts. These new manufacturing processes rely on addition of relatively 

small (under micron) amounts of material to build up a complete part or coating level and are 

difficult to simulate using traditional continuum mechanics methods, because of the increased 

importance of molecular structure on such small scales. As such the methods employed in the 

molecular dynamics analysis are becoming increasingly more important to study within the field 

of aerospace engineering to ensure the comparable level of fidelity enjoyed by the simulations 

that are employed at more common scales using continuum mechanics models. The most 

significant limitation of the molecular dynamics simulations is the sheer number of atoms 

required for the simulation to predict the most important physical characteristics of the materials, 

including thermal expansion and conductivity, structural properties, strength, modulus of 

elasticity, isotropic and anisotropic behaviour, as well as failure modes and propagation rates. 

Larger models tend to better predict these properties but come at an increased computational 

cost.  

The study of material properties is an increasingly complex and evolving field. It is often driven 

by the increasingly more demanding requirements from engineering and scientific disciplines 

always looking to improve material properties. Aerospace Engineering is no exception; within 

the field’s wide array of applications, the search to improve the material properties, to make 

them lighter, stronger, able to withstand higher temperatures is constantly ongoing coupled with 

demand for lighter structures and more efficient power plant operations. As a result of this search 

new methods in material synthesis and coating are being proposed and developed. These 

methods, however, often necessitate a deeper understanding of materials on molecular level; the 

material properties of metallic crystal lattice, the chemical processes occurring at the interface of 
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substrate and coating deposition and the nucleation and propagation of voids, the precursors to 

crack propagation, become critical to understanding and predicting the material properties on a 

more conventional physical level.
1,2

 

Thin metallic and ceramic coating applications and parts created using additive manufacturing 

processes are some of the more widespread examples of new manufacturing methods and 

applications that necessities the simulation of molecular interactions in order to accurately 

predict the end properties of the materials. In case of coating applications the end goal is to 

provide the most resistance to oxidation of the metal substrate that will result from the spallation 

of coating. The spallation mechanism, where the coating eventually flakes off from the substrate 

metal, is strongly linked to the coating-substrate interface that is formed during the coating 

deposition process. Thorough investigation and modelling of this interface is not possible 

without the use of molecular dynamics to not only as certain how bonding structures are formed 

at the interface, but also to study the effects of deposition process variables, such as angle of 

deposition, presence of electro-magnetic field, size of deposition droplets, temperature, ambient 

pressure and atmospheric conditions on the interface bond formation. It is only through the use 

of molecular dynamics that it is indeed possible to explicitly assert and predict the coating 

behaviour during the lifetime of the application.  

Similarly, in the additive manufacturing processes, which themselves encompass a wide range of 

methods, the size of deposition particles, method of deposition, frequency, temperature and a 

host of other variables all play an important role in determining the physical properties of the 

part, and are impossible to evaluate without looking at molecular interactions of material 

especially at the point of material deposition.  

The study of material properties on nanometer to micrometer scale has been an active field of 

research for last several decades. In addition to the physical testing and study of the materials at 

the nano-scale through the experimental means, a simulation and modelling field of study has 

also evolved in parallel. Although, currently experimental research still comprises the majority of 

research and material development work, this may change as the simulation and modelling field 

becomes more mature, offering improved fidelity and scale of study.  



3 

 

There are three primary methodologies for simulation on the molecular scale. Ab-Initio or first 

principles method, that takes into account the quantum nature of the molecular structures, often 

modelling electron interactions and quantum fields. This method provides the most accurate 

results, but is also by far most computationally intensive and is not generally used to model more 

than a few hundred to a thousand atoms. Deterministic Molecular Dynamics is a semi-empirical 

method that treats each atom as a point mass and models all of the inter-atomic forces as energy 

potential approximations. This method is less accurate than the first principles method, but 

requires far fewer computational resources. It has been successfully used to model chemical 

processes and properties in metallic, plastic and carbon based compounds at conventional 

temperatures. Lastly probabilistic methods, based on Monte-Carlo methodology are also used. 

These are generally the least accurate of the three methods, since they often forgo time 

dependence and only focus on the general end state of the system. Figure 1 shows the extend of 

the use of the different methodologies on time and size scale.  

 

 

Figure 1. Simulation methods predominantly used at a any given time and size 
scales 
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The focus of this work is on the molecular dynamics deterministic methodology as the one 

offering the best balance between fidelity and computational resources, and is focused on 

expanding the domain of the molecular dynamics methodology and bringing it closer to the 

continuum method scale. Currently, one of the biggest obstacles to expanding the simulation 

methodology and scope is the sheer computational resources requirements needed to accurately 

model physical phenomena at the molecular level. The number of atoms that are required to be 

modelled in modern simulations range from 10,000 to 1 million, with a constant push to be able 

to model more, and with the improvements in computational hardware and methodology this 

number is steadily increasing. The present study is aimed to deliver one such improvement in 

methodology that will allow for an increase in both the scale of the molecular modelling and 

fidelity, through the use of variable time-step methodology.  

At present, the most common molecular dynamics algorithms use a constant time-step setup. 

This means that regardless of processes develop during the simulation the time-step for all 

particles is consistent from start to finish. This presents a convenient simplification and allows 

the investigators to focus more on the development of energy potentials to better describe the 

system. However, this is also a rather wasteful approach to computational resources and system 

fidelity. The methodology proposed in this study uses a process of subdividing any simulation, 

when required, into discrete set of smaller domains, each of which is re-computed at different 

time intervals. Using this process the computational resources are prioritized for the areas where 

the most energy intensive process are occurring, including crack nucleation and propagation, 

interface between two or more different materials, or active chemical reactions, while more 

stable areas of simulation receive less priority and are re-calculated at longer time intervals. This 

approach is particularly beneficial in large simulation undergoing chemical, mechanical or 

thermal transformations as these processes can be more accurately modelled. This method can 

also deliver comparable results to a constant-time step methodology while using less 

computational resources, thereby increasing the time and size envelope and bringing the viable 

use of molecular dynamics methodology close to continuum mechanics threshold.  

The objective of this work was to increase the efficiency of the simulation, measured as the time 

required to advance simulation through a given period of time, by at least 10%. This objective 
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has been achieved and even surpassed, but only for systems that are undergoing high energy 

transformation, such as material deposition, high stress application, void formation or crack 

propagation. In general the efficiency has been show to increase by up to 20%, with the benefits 

increase correlated to the increased energy change across the simulation domain. In other words, 

for energetically homogeneous system this approach yielded the least benefit. The secondary 

objective of this work was to maintain and, if possible, increase the fidelity of the results, 

including strain, strain, kinetic and potential energy, while increasing the computational 

efficiency of the simulation. This objective has also been achieved, with the largest accuracy 

increases observed in the high energy sectors of the simulation. 

Work presented in the following chapters follows the research process undertaken during this 

study. Chapters 2, 3 and 4 constitute the review of the current state of research in the field and 

focus on the selection of most appropriate simulation framework for which the variable time step 

methodology may be applicable. These include the identification of most appropriate molecular 

dynamics methodology, boundary conditions and statistical ensembles. This is presented together 

with the overview of other techniques used in the field and the relative merits of each method, in 

particular as it applies to metallic material simulation. Chapter 5 summarizes the work performed 

by the author using standard simulation techniques and is presented as an overview of typical 

results that are currently obtained using molecular dynamics simulations. It is meant to introduce 

and summarize the results and limitations typical of classic molecular dynamics techniques. In 

chapter 6 the main thesis of this work is presented in the form of detailed theoretical analysis and 

applied simulation examples for the variable time domain methodology developed by the author. 

It includes derivation of the main concepts employed by the methodology and the illustration of 

the benefits of this methodology on several examples. Chapter 7 details the discussion based on 

the results presented in Chapter 6 and provides comparison between classic time step method 

employed by current molecular dynamics simulations and the novel variable time step method 

presented in this thesis. 
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2. Molecular Dynamics Overview 

2.1 Outline 

This chapter covers the main topics and principles related to molecular dynamics simulations.  It 

covers the underlying physical parameters that are required to set up the simulation as well as 

their application to the algorithm used to conduct detailed investigations. The algorithm used in 

this study is based on the contemporary works in the field of atomic modeling and includes the 

inter-atomic potential model that has been verified by other works in the field, most appropriate 

being an EAM (Embedded Atom Method). It has been set up to enable the output of most critical 

physical parameters that would need to be obtained from the system: position, velocity, 

acceleration, energy and temperature, as well as easy derivation of structural properties including 

stress, strain and modulus of elasticity. 

Modeling of material behaviour on nano-scale is necessarily different than performing similar 

analysis on larger scale. Here, the quantum nature of materials must be taken into account in 

order to obtain realistic results. This chapter provides a detailed overview of the construction of 

the modeling environment for the materials on nano-scale as well as physical considerations that 

are taken into account.   

The focus of this work is on metallic materials that have a defined crystal lattice arrangement. 

These types of materials are chosen since their analysis can then be facilitated by the means of 

similar simulation parameters as well as for their importance to engineering applications. The 

focus of this chapter is on defining the critical physical characteristics and their interactions 

required for the set up of a molecular Dynamics (MD) simulation. More extended topics of force 

interaction and boundary condition selection are covered in subsequent chapters. 

2.2 Physical Characteristics and Important Physical Quantities 

Material properties on nano-scale may differ quite drastically from those on larger scale. Since 

the scope of this study only includes the metallic materials, the crystal lattice that is formed by 

individual atoms becomes of great importance as it dictates to the large extend the strength and 

the modulus of elasticity in any given direction. The strength and the elastic modulus of the 

material is also highly affected by the presence of point discontinuities in the form of vacancies 
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or impurities as well as larger formations that come in the form of line or plane dislocations. The 

analysis on this scale also requires a very careful treatment of temperature (atomic kinetic 

energy) and time step interval in order to ensure viable and relevant results.  

Although, there are a number of ways of modelling molecular interactions, with the most 

significant being discussed in the subsequent chapters, this study relies on the approximation of 

the atomic particles using Newtonian mechanics. As such, the important simulation properties 

that will be discussed in this chapter will be presented through the lens of Newtonian mechanics. 

Every particle (in this case an atomic nuclei), is represented as a point mass with described 

position and momentum. The forces acting on each particle are described by the potential 

function. The simulation advances at certain time intervals over which the forces acting on all 

atoms are calculated and the appropriate acceleration, velocity and new position are calculated. 

Although, not exact, since this type of simulation does not take into account quantum effects 

other than by an approximation through potential function and does not model other atomic 

particles explicitly, most notably electrons, it still provides a good approximation to a wide 

variety of applications as long as the simulation is restricted to the situations where quantum 

effects are not the dominant form of particle interaction.  

In order to make such assumptions it is first necessary to determine under what circumstances 

the classical model approaches the quantum model in its ability to describe inter-atomic 

behavior. It is beyond the scope of this work to go into the detailed derivation and analysis of the 

validity of such an approximation. The general conditions when the classical theory is valid can 

be described as
3
: 

      

Λ =  √
2πħ2

MkBT
 

     ( 1) 

 

Where M is the atomic mass, T is temperature, and ħ is de Broglie thermal wavelength. The 

approximation is valid when 𝛬 ≪ 𝑎, where a, is the mean nearest neighbor separation between 

particles. It can be seen from this equation that in general the approximation works better for 
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elements that are have higher atomic mass and have a more densely packed structure. In 

addition, at sufficiently low temperatures the quantum effects become important for any material. 

As such the classical mechanics approximation is usually safely made for metals (as they are 

typically heavier elements with close separation between particles), at typical engineering 

temperatures: -40C up to phase change temperatures, although there are numerous studies that 

have pushed the lower limit threshold even further
4,5

 and have been able to successfully model 

mechanical properties of metals at very low absolute temperatures.  

There are several critical physical quantities that must be defined for the simulation. They 

include atomic positioning, masses, velocities, acceleration, forces, temperatures and time steps. 

The atomic positioning is normally dictated by other factors in the simulation. Initially, it is 

defined through the material selection, crystal lattice type and initial temperature. It is then 

recalculated after each time step through velocity values. The mass of each atomic particle is 

usually defined once at the beginning of the simulation through the material selection process. 

Normally, quantum mass effects are not considered in these types of simulations since the 

particle velocities are relatively low. Velocity values are usually defined through initial 

temperature selection and may be somewhat randomized in scale and direction from the initial 

value to simulate a typical atomic system. The initial velocity values are also set up such that the 

average velocity of the system adds up to zero to eliminate potential drift of the center of mass of 

the simulation
6
. The velocity values are typically recalculated after each time step through 

acceleration values. Acceleration values are typically set to zero at the beginning of the 

simulation and recalculated after each time step through inter-atomic forces. The inter-atomic 

forces are described by the potential function. These functions come in several different varieties 

and will be covered in more detail later.  The forces are recalculated after each time step through 

the differentiation of potential function.  

The position and velocity of each atomic particle can described as following at the beginning of 

the simulation: 

 

𝑟(𝑡 = 0) =  𝑓(𝑇,𝑚) 
     ( 2) 
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𝑣(𝑡 = 0) =  𝑓(𝑇,𝑚) 
     ( 3) 

 

∑ 𝑣𝑖,𝑡=0

𝑖=𝑛

𝑖=1
= 0 

      ( 4) 

 

At each time step Verlet algorithm can be used to recalculate the position and velocity from 

acceleration. The Verlet algorithm is used here as it provides more accurate results by calculating 

the mid-step velocity and using that value to calculate the final position of particle after time 

interval Δt
7
: 

 

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) +  𝑣 (𝑡 +
∆𝑡

2
)∆𝑡 

    ( 5) 

 

𝑣 (𝑡 +
∆𝑡

2
) =  𝑣(𝑡) +

1

2
∆𝑡𝑎(𝑡 + ∆𝑡) 

    ( 6) 

 

𝑣(𝑡 + ∆𝑡) =  𝑣 (𝑡 +
∆𝑡

2
) +

1

2
∆𝑡𝑎(𝑡 + ∆𝑡) 

    ( 7) 

 

Here, the result calculated in the equation 6, the half-step velocity, is used to determine the final 

position of the particle after Δt interval, while the result obtained from equation 7 is stored for 

the use in the next step as initial velocity. The extra calculation of the half-step velocity 

minimizes the error as it takes into account the linear change in velocity during the time step.  
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The acceleration of each particle is set to zero at the start of the simulation and then subsequently 

determined after each time step through the forces acting on each particle within the system: 

 

𝑎𝑖(𝑡 = 0) =  0 
     ( 8) 

 

𝑎𝑖(𝑡 + ∆𝑡) =  
𝐹𝑖

𝑚𝑖

 

     ( 9) 

 

The forces acting on each particle are dictated by the inter-atomic potential selected for the 

simulation and will be covered more in-depth is later chapters.  

Temperature is less readily definable quantity in an atomic simulation. Here, the temperature 

variations become much more important and if required can be tightly controlled through the use 

of scale-functions. The temperature itself can be defined as function of velocity, mass and 

density of the material and is a measure of the vibration energy of each particle.  The initial 

temperature specified at the beginning of the simulation dictates the initial velocity of atomic 

particles as well as initial atomic spacing (or density) while taking into account particle mass. 

Initial momentum of the atoms due to temperature can be determined from the following
8
: 

𝑇 = 
1

3𝑁𝑘𝐵

(∑
𝑝𝑖

2

𝑚𝑖

𝑁

𝑖=1

) 

     ( 10) 

 

Here, the individual particle momentum, pi, can be determined from the temperature, T, through 

the number of particles N and the atomic mass mi. 

There are several types of temperature scaling that can be implemented. These can be 

incorporated into boundary condition definitions or applied individually to each particle. The 
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former type of temperature scaling will be treated in the chapter pertaining to the boundary 

conditions, while an example of latter is described below
9
: 

𝜆 =  √1 + 
Δ𝑡

𝜏𝑇

(
𝑇0

𝑇
− 1) 

    ( 11) 

 

Where, T is the current temperature of the system, T0 is the desired temperature of the system 

and 𝜆 is the scale factor that is multiplied to every particle velocity in the simulation once per 

time iteration. Δ𝑡and𝜏𝑇 are time step and temperature time constant respectively.  

Time scale is of very high importance to the simulation as it has a major impact on the size and 

the length of the simulation run as well as accuracy of the results. When using deterministic 

potential functions the time step is dictated by the typical time of the atomic bond vibrations 

which are on the order of femto-second (10
-15

s) to minimize the discretization errors. As a rough 

rule the atoms should not move more than 1/20 of the typical inter-atomic distance, unless in the 

area of significant dynamic change (e.g. crack propagation or boundary area)
10

. On the other 

hand the simulation duration should be extended for as long as possible to allow for the system 

to converge to the equilibrium state or follow the dynamic development of the system under 

changing loads or other external factors. The problem of simulation duration cannot be easily 

solved by adding additional processing power since time cannot be parallelized. This creates one 

of the main limiting factors of deterministic MD simulation, on one hand to achieve increased 

accuracy more precise formulations are desired; on the other hand these formulations often come 

at the additional computational cost and therefore limit the size of the simulation. 

 

2.3 Simulation Representation 

2.3.1 Space Construction 

Modeling simulation of inter-atomic interactions begins with the creation of a simulation space. 

This space contains all of the elements that will be considered in the simulation. Initially it is 
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populated by the atomic particles, defined with the appropriate initial conditions: position, which 

depends on the material type and crystal lattice, and momentum, which depends on temperature 

and material type as well. This type of space with three dimensions of position and momentum is 

called phase-space. The simulation space is naturally constrained by the computational limits 

and as such can only include a set number of particles. This number is usually too small to model 

even a single crystal of the material. In order to simulate a larger number of particles as well as 

provide boundary conditions for certain types of analysis, additional sections of material are 

introduced around the primary section. The particles in these sections do not undergo the 

physical simulation but are instead used to simulate the surrounding material around primary 

space.
11

 

The surrounding atomic particles are coupled with the particles within the main simulation 

environment in order to keep the number of atomic particles within the space consistent. It is 

obvious that some of the particles from the main simulation field will drift into the adjacent 

surrounding fields as the simulation is performed. In this case it is important for the atomic 

particles from the surrounding fields to also drift into the main simulation space to keep the 

number of atomic particles consistent. This is accomplished by coupling the atomic particles 

from the surrounding fields with the particles in the main field
11

. Figure 2 shows a schematic 

representation of the simulation field surrounded by the adjacent fields that provide a boundary 

condition for the simulation. This figure also illustrates what happens when one of the particles 

crosses the main simulation boundary; an identical particle with identical momentum is 

introduced into the simulation from one of the adjoining fields. 
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Figure 2.Schematic representation of MD simulation space, with primary simulation 
field shown in the center, surrounded by adjacent fields. 

 

2.3.2 Physical Characteristics 

The basis of the modeling algorithm is the set up and position of the atomic particles in the set 

crystal structure. This is accomplished by defining an array that represents each atom in the 

system as well as a matrix array containing X, Y, and Z coordinates of each atom as following: 

 

[𝐴] =  [𝑎1, 𝑎2, … , 𝑎𝑛] 
     ( 12) 
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[
𝑋
𝑌
𝑍
] = [

𝑥1 𝑥2 …
𝑦1 𝑦2 …
𝑧1 𝑧2 …

𝑥𝑛

𝑦𝑛

𝑧𝑛

] 

     ( 13) 

 

From this initial set of values the distance between any two atoms can be obtained by: 

𝑟𝑖𝑗 = |√(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)

2
+ (𝑧𝑖 − 𝑧𝑗)

2
| 

    ( 14) 

 

Where rij is the scalar distance between two atomic particles. The number of particle pairs within 

the simulation is given by
12

: 

𝑁𝑝 =
1

2
𝑁𝑎(𝑁𝑎 − 1) 

     ( 15) 

 

Where Np denotes the number of pairs and Na denotes the number of atomic particles. The pair 

distance matrix therefore can be described by the following matrix array: 

 

[𝑅] =  [

𝑟1,1 ⋯ 𝑟1,𝑁−1

⋮ ⋱ ⋮
𝑟𝑁,1 ⋯ 𝑟𝑁,𝑁−1

] 

     ( 16) 

 

The next important property to consider is the moment of each atom. This quantity combines the 

mass of each individual atom and its velocity. Similarly in this case an array is set up to include 

each atom’s mass (this allows for the evaluation of models that contain more than one element) 

as well as a matrix array that contain the x, y and z components of the particle velocity.  
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[𝑀] =  [𝑚1,𝑚2, … ,𝑚𝑛] 

     ( 17) 

 

[
𝑉𝑋

𝑉𝑌

𝑉𝑍

] = [

𝑣𝑥1 𝑣𝑥2 …
𝑣𝑦1 𝑣𝑦2 …
𝑣𝑧1 𝑣𝑧2 …

𝑣𝑥𝑛

𝑣𝑦𝑛

𝑣𝑧𝑛

] 

     ( 18) 

Using these parameters the particle moment can be described as: 

 

𝑝𝑖 = 𝑚𝑖𝑣𝑖 
      ( 19) 

 

Where pi denotes the particle momentum, mi denotes the particle mass and vi denotes the particle 

velocity.  

2.3.3 Simulation Setup 

The initial setup parameters of the MD simulation must include the following information:  

Size of the simulation: This parameter indicates the number of particles to be included in the 

simulation. As discussed before this value typically limited to several thousand particles based 

on the hardware limitations. 

Time step: This value sets up the time step of the simulation. For most typical MD simulations 

this is in the order of one femto-second (10
-15

s). 

Material Type/Particle Density: This value specifies the mass of each particle in the 

simulation. This will be applied to all particles in the simulation in case of a homogeneous 

material simulation 
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Crystal Lattice: Here three typical choices are available – Face Centered Cubic (FCC), Body 

Centered Cubic (BCC) or Hexagonal Close Packed (HCP) type of crystal lattice. This pattern 

will be applied to the initial positioning of the atomic particles 

Temperature: This value specifies the initial temperature of the simulation. This value can 

either be kept constant through the simulation or allowed to change. In the initial set up of the 

system this value affects several parameters. It specifies the initial atomic spacing at the start as 

well as the average velocity of each atom at the start of the simulation.  

These factors define the initial setup of the simulation and provide a starting point for the 

analysis. Once the simulation has started some of these variables may vary or be kept constant 

throughout the simulation depending on the type of analysis. This chapter covers the first of the 

three main requirements to perform the successful MD simulation, namely the set up of the 

initial simulation parameters. The other two: inter-atomic interactions and boundary conditions 

are covered in the next chapters.  
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3. Potential Function Selection 

3.1 Outline 

There are numerous different methodologies, ranging from ab-initio to empirical and from 

deterministic to probabilistic, that exist to describe the behavior of materials at inter-atomic 

scale. These methods usually do a good work of describing a particular set of systems with few 

of them accurate enough or computationally feasible to be applied to a broad spectrum of cases. 

This chapter takes account of the some of the most popular and successful methodologies, and in 

particular to their applicability to metallic materials. This chapter also describes the critical 

physical characteristics that an accurate atomic simulation must incorporate.  

One of the cornerstones of successful deterministic molecular dynamics simulation is definition 

of the inter-atomic forces potential. Because of the quantum nature of the physical interaction 

between atomic particles the most popular approach has been to approximate the inter-atomic 

forces through the use of Newtonian mechanics and approximating the quantum effects through 

potential functions.  Other methods that calculate the forces ab initio from the quantum 

principles are sometimes used as well, but they are generally much more computationally 

expensive. The classical approach with potential function approximation has been shown to 

provide reliable results as long as the conditions that are modeled are such as to minimize 

quantum properties of particles (i.e. extremely high and low temperatures, very low or very high 

density materials). For the materials that are the main focus of this work, namely metals used in 

engineering applications, both material type and typical engineering temperature range allows to 

make such assumptions. 

There have been numerous potential functions proposed by different researchers that will be 

covered below. Typically these functions prove to be reliable and accurate for a limited number 

of materials and cases as they are each only approximating the inter-atomic interactions.  

3.2 Potential Functions 

3.2.1 Early Models 

Physical mechanics and interactions on nano-level are significantly different from those on 

macro level. In order to predict the material behaviour through analytical or numerical analysis it 
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is first important to identify the prevalent mechanics on this level of analysis. The crystal 

structure of a material is of very high importance on the nano-scale level. It dictates the most 

important mechanical characteristics of the system. Because of the crystal structure the 

mechanical properties of the material at this level can no longer be characterized as isotropic 

even if at the large scale such assumption can be safely made. As a result the structural 

characteristics vary according to the direction in which the load is applied.  

The challenge of defining the material interactions and characteristics with an acceptable level of 

accuracy can be traced back to the development of quantum mechanics theory. Once it became 

possible to determine the atomic structure and the prevailing inter-atomic forces it was then 

possible to construct models that can predict the behaviour and local response of material at 

nano-level to applied stresses as well as show the mechanism by which the imperfections 

develop and grow
13

. While analytical models for the treatment of physical phenomena at nano-

level have been developed over the last three decades it has only became recently possible to 

verify and as a result develop new understanding of the theories through computational modeling 

of large systems of particles.  

It has been theorized and verified through experimentation that the ideal material properties 

depend on the crystal lattice structure and inter atomic bond strength. For homogeneous 

materials with a well defined crystal lattice it then becomes possible to approximate the ideal 

strength of the materials. A large body of research has been conducted in this area. The results 

suggest that the ultimate strength of the material should lie in the area of E/10 (where E is 

Young’s modulus of regular materials)
14

.  Liu et al
15

, using molecular simulation show the 

tensile strength of ideal copper to be 10.09 GPa, while the Young’s modulus for copper is in the 

area of 120 GPa. Similarly Clatterbuck et al
16

, shows the ideal strength of iron to be 12.7 Gpa, 

while the Young’s modulus for iron is 170 GPa. 

The tensile strength of a material can be described as a function of Young’s modulus: 

𝜎 = 𝛼𝐸 
      ( 20) 
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For ideal material α would be in the area of 0.1, this however is far from the values obtained for 

regular materials. The actual values of α instead fall into range of 0.001 for common metals and 

alloys to 0.01 for strong steel alloys.  

The theoretical ideal strength of the materials has been calculated based on the inter-atomic 

attraction forces. The attraction forces have been first estimated form the Van der Waals 

equation and can be graphically represented as a sine function relating surface tension and inter-

atomic spacing (Figure 3).  

 

Figure 3. Atomic Bond Strength as Function of Inter-Atomic Spacing. Adopted from 
Petch [18] 

 

From figure 3 the stress required to break the inter-atomic bond can be described as: 

𝜎 = 𝜎𝑡ℎ sin (
2𝜋𝑥

𝛾
) 

     ( 21) 
           

Petch
17

 shows that from there the theoretical stress required to break the inter-atomic bonds can 

be described as: 
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𝜎𝑡ℎ = √
𝐸𝑆

𝑎
 

      ( 22) 
           

Where S is the surface energy per unit area and a is atomic spacing.  

The particular atomic structure of metals shows two prevalent physical interaction methods: the 

forces exerted by atoms on each other within the crystal structure, and the interactions between 

atoms and surrounding “electron sea”
18

. Within the crystal structure the forces depend on the 

structure geometry (e.g. bcc, fcc or other structures) and atomic spacing. The particular crystal 

arrangement influences the modulus of elasticity in a given direction and is the main reason for 

the anisotropic behaviour of metals on nano-scale.
19

 The electron sea density is a function of 

number of atoms in the area, and is thought to be locally homogeneous, although varying across 

crystal lattice according to the distribution of atoms.
20

 

Crack propagation on nano-scale has a distinctly discrete nature since the imperfection can only 

grow by destroying individual bonds between atoms within a crystal lattice.  This assumption 

holds true for ionic and covalent compounds where atomic bond interaction is strictly defined 

and atomic pair spacing and relative positioning plays a predominant role in determining the 

interactions of individual particles. At the same time this assumption is somewhat less valid for 

metals where metallic bonding makes the interaction between any two particular particles only 

one of the determining factors (the other one being the positioning of the atom within an electron 

potential created by all surrounding atoms).  

3.2.2 Lenard-Jones Model 

Lenard-Jones algorithm is one the earliest proposed methods of inter-atomic interaction 

modeling. It models the pair-potential between two atomic entities. This method is commonly 

used in interactions between atoms with closed electron shells, and is typically applied to 

interactions between in polymer chains or noble gases. The Lenard-Jones potential form is 

shown in equation (23):
21 
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𝑈(𝑟𝑖𝑗) = 4𝜖 [(
𝜎

𝑟𝑖𝑗
)

𝑎

− (
𝜎

𝑟𝑖𝑗
)

𝑏

] 

    ( 23) 

 

Where, rij is the distance between particles i and j, and ϵ and ϭ are Lenard-Jones interaction 

energy and diameter respectively. Values for a and b are typically set to 12 and 6 respectively, 

but may be varied depending on particular application.
22

 At close range the a variable dominates 

the equation causing a strong repulsive force, while at the larger distances the b variable is more 

dominant providing a weaker attractive force between the two atoms. Although theoretically the 

force between the two atoms never goes to zero, for modeling purposes a cut-off distance is 

usually introduced to save on computational resources since in the typical metallic pair 

interactions the pair force interaction show rapid drop off as can be seen in the example of 

Copper in Appendix C. Here, the pair potential shows rapid drop off and very small change in 

slope (which in turn determines the pair force interactions) beyond 5.5 angstrom. It is therefore 

computationally expedient to not calculate any pair force interactions beyond this distance at will 

have negligible effect on the particle dynamics, while saving significant computational 

resources.  
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Figure 4. Normalized relationship between inter-atomic distance and force 
according to Lennard-Jones Potential function (Adopted from Bhushan [10]) 

This method does not take into account the orientation of the bond and the atoms relative to each 

other. It also assumes that the bond strength does not change with the number of bonds, or 

coordination, each atom may have, which is not always the case, especially in metals. This 

method best used in applications where the bonds between neighbouring atomic entities are 

clearly defined as is the case with ionic or covalent bonding and modeling situations where the 

atomic coordination is fairly uniform and does not change over the course of the simulation.  

3.2.3 Embedded Atom Method 

Embedded Atom Method was developed to better simulate the metallic bonding interactions 

found in most typical metals. This method reflects the fact that in metallic compounds the atoms 

are positioned within a sea of electrons and as the name suggests introduces potential energy 
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associated with embedding an atom into the electron density produced by surrounding atoms. 

The typical EAM potential is described in equation (24).
23

 

𝑈𝐸𝐴𝑀 = ∑𝐹̃𝑖(𝜌𝑖) + ∑∑𝑈𝑖𝑗(𝑟𝑖𝑗)

𝑗<𝑖𝑖𝑖

 

    ( 24) 

 

Where  𝑈𝑖𝑗(𝑟𝑖𝑗) represent the pair potential described earlier in equation 23, and 𝐹̃𝑖(𝜌𝑖) is the 

embedding energy as function of 𝜌𝑖, the density of the electron cloud produced by surrounding 

atoms. This methodology is particularly well suited to model metallic materials because of the 

dependence of bond strength on not only the pair distance but also on coordination of each atom. 

Coordination refers to the number of bonds an individual atom has. Figure 5 shows the ratios of 

embedding energy to cohesive energy of material, for metals it is shown that the embedding 

energy is not linearly scaled to cohesive energy but is rather proportional to the square root of the 

coordination energy. In other words as the coordination increases so does the cohesive energy of 

the atom but not in linear fashion. This can be explained by individual bonds getting weaker as 

the overall number of bonds increases. This  phenomena is modelled by the embedding energy 

term above as it takes into account the density of the surrounding electron cloud and by 

extension other atomic nuclei to a given nucleus and the effect on the inter-atomic bonds. A 

typical distribution of an embedded energy as function of electron density is shown in Figure 6. 

The ability of the EAM method to model electron density allows for a more accurate modeling of 

defects including vacancies and discontinuities in the crystal structure for metallic materials.
24
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Table 1. Some of the properties of metals and gasses compared to Lennard-Jones 
predicted values showing the effects of many-body dynamics. (Adopted from Daw 

[24]) 

 

The embedding function has an effect of indirectly accounting for the atomic coordination. It has 

been observed that in metals the overall bonding energy does not rise linearly with the increased 

coordination, but is rather scaled closer to a square root function. What this in effect means is 

that as the number of bonds that an individual atom develops increases the individual bond 

strength decreases.   

 
 

Figure 5. Typical normalized relationship between embedding energy and atomic 
density used in EAM potential calculations (Adopted from Daw [25]) 
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3.2.4 Multiple Force Models 

In addition to atomic pair potential interactions described above that primarily addresses metallic 

non-bonding forces additional constructs are needed in some cases to describe other chemical 

bonding types. To describe structures with ionic and covalent bonds prevalent in non-metallic 

structures different, shown in figure 6, energy potential constructs exist. 

 

Figure 6. Bond potentials typically modeled for non-metallic compounds, including 
ionic, covalent, three particle angle and four particle dihedral potentials 

 

These types of bonds are typically modelled as harmonic form with specified molecular 

separation|rij|:
25

 

𝑈𝑏𝑜𝑛𝑑 = ∑kij(rij)
2

𝑖

 

 ( 25) 



26 

 

Here Ubond denotes the potential between two particles, similarly to equation 23, with the 

difference of being only dependent on the square of the distance between particles i and j as 

defined by term rijand the constant kij associated with this particular bond type. The bend angle 

between successive atomic particles (as in example of water molecule) is modeled with 

successive bond vectors and involves three particle positions: 

𝑈𝑎𝑛𝑔𝑙𝑒 = ∑kij(θij)
2

𝑖

 

( 26) 

Here Uangle denotes the potential created by three particles and the two bonds that they form, 

dependent on the square of the angle between the two bonds i and j as defined by term θijand the 

constant kij associated with this particular bond type. The torsion bonds are defined with three 

successive bonds and four particle positions as following: 

𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 = ∑kij[1 + cos(niφi
+ δi)]

𝑖

 

( 27) 

In addition to the EAM potential, if electrostatic forces are significant, they can be modelled with 

the use of coulomb potentials, q and inter-particle distance 𝑟𝑖𝑗:
26

 

𝑈𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 = ∑∑
𝑞

𝑖
𝑞

𝑗

𝜖𝑟𝑖𝑗
𝑗≠𝑖𝑖

 

( 28) 

Here Uelectrostatic denotes the potential created by two particles i and j, dependent on the inverse of 

the distance between them, rij, their respective coulomb potentials qi and qj and the electrical 

permittivity of space, ϵ.The total potential of the system is the sum of the individual contributing 

potential functions:  

 

𝑈𝑡𝑜𝑡𝑎𝑙 = 𝑈𝐸𝐴𝑀 + 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑎𝑛𝑔𝑙𝑒 + 𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 + 𝑈𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 

( 29) 
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3.2.5 Monte Carlo Methods 

So far, the presented methodologies have all shown a deterministic approach to molecular 

simulation. The main downside of such a system has been shown to be computing resources 

necessary to advance in time to the next incremental state of the system. The small time step 

dictated by the inter-atomic spacing and prevalent potential allows for only relatively short time 

period of modeling to be performed. Such limitation may be acceptable when the system is 

undergoing a very rapid change but may be somewhat less usable if the change is more gradual.   

Monte Carlo (MC) technique allows for probabilistic approach to a given system. Rather than 

analyzing the system step-by-step, it calculates the possibility of the changes within the system 

and advances the system along those steps. The probability of an event which will take the 

system to a different state is generally described by a statistical function, with particular 

distribution dependent on the interaction potential chosen.  

One immediate advantage of such an approach is that significantly less computational time and 

resources is required to advance in the simulation allowing for longer simulation runs, since this 

methodology does not require explicit resolution to the equations of motion of each particles and 

as a result is not bound to the typical 1-10 femtosecond time-step range required to adequately 

resolve particle movement. The probability functions can still be time dependent, for example 

increasing or decreasing the likelihood of an event occurring depending on the time step, but this 

is no longer required and the simulation can completely forgo time relationship altogether, 

simply running until a convergent energy state is reached.  

Monte Carlo techniques have been applied to Molecular Dynamics simulations in lieu of 

deterministic techniques. The main mechanism of such an application usually involves the 

probability distribution functions which are either applied to the system or dynamically 

determined throughout the simulation run. The probability distribution parameters govern the 

likelihood of an event that would transform the given parameters of the system to a value beyond 

the local minima.  

This can be illustrated with an example of position displacement of a single particle within the 

crystal structure. Because of the vibration of each atomic particle the deterministic simulation 

must necessarily involve time steps that are small enough to represent that movement (this by 
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extension is how the temperature is represented in a given system). This is the main reason for 

the small time steps necessary for the deterministic methodologies. However these small 

movements of the atomic particle do not change the global energy level nor do they affect the 

local energy level when taken over a time period, since the atom effectively moves about the 

local energy minima position. The proposition of the MC method is to exclude these movement 

from calculation and focus on the probability of an atom to change its position to such an extend 

where it would now have a new energy minima. Such a move would change the energy of the 

system. The main advantage of such an approach is the computational time saved and by 

extension the increased simulation site of the experiment.
27

 

Such methods have been applied to both low and high density applications (with former being 

more common) to determine the general system properties under given conditions. This method 

is generally not as often used when the detailed information about particle location and local 

energy is required, such as in a dynamic crack propagating situation. Nevertheless it is a useful 

tool that allows to determine the general material properties and behaviour at an atomic level 

over time periods longer than what is typically possible with deterministic techniques. 

3.2.6 Ab-Initio Methods 

On the other end of the scale are the Ab-Initio or quantum methodologies that are deterministic 

in nature and also model the quantum interactions of the particles in great detail. Because they 

forgo the approximations of the Newtonian dynamics, in favour of higher accuracy they are also 

highly computationally expensive. Carr-Parrinello method was developed to model the inter-

atomic interaction while considering the positions and energies of electrons. This approach 

models the electron orbital positioning and associated energies. It allows for the modeling of 

atomics (nuclei) behaviour as well as electron behaviour and as such offers the ability of 

modeling electrical properties of material.
28

 

The movement of the atomic nuclei in this case is still modeled according to the classical 

Newtonian mechanics, however there is no empirical potential function explicitly set up to 

determine the inter-atomic interactions.  Instead the electron location and energy level is tracked 

in addition to the atomic nuclei. The electron potential is what determines the inter-atomic 

interactions (in addition to atomic nuclei).  
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This method provides an initio methodology for molecular dynamics simulation as it derives the 

inter-atomic forces from the first principles of particle interaction rather than a potential function. 

As such this method can theoretically be applied to wide variety of cases and is not limited to a 

particular simulation subgroup (such as metals, gasses, protein chains, etc.). The main challenge 

in using this method is the computational expense at which the added accuracy and versatility 

come. The typical simulation times are measured in picoseconds (10
-12

 s) rather than 

nanoseconds (10
-9

 s). The simulation size is also reduced by several orders of magnitude to 

typically several thousand atoms.  

 

3.3 Potential Function Application to Molecular System Simulation 

3.3.1 Potential Function Application 

The Embedded Atom Method (EAM) has been shown to be a very convenient and accurate way 

of modeling of the metallic materials. The application of this function to the MD simulation 

however requires the calculation of the forces acting one each atom in the simulation. This is 

accomplished through the derivation of the force potential as a gradient of the total system 

potential:
29 

𝐹⃗𝑖 = −∑[
𝑑𝜙(𝑟𝑖𝑗)

𝑑𝑟𝑖𝑗
+ (

𝑑Ψ

𝑑𝜌𝑖,𝑡𝑜𝑡

+
𝑑Ψ

𝑑𝜌𝑗,𝑡𝑜𝑡

)(
𝑑𝜌(𝑟𝑖𝑗)

𝑑𝑟𝑖𝑗
)]

𝑁

𝑗=1
𝑗≠𝑖

𝑟𝑖𝑗

|𝑟𝑖𝑗|
 , 1 ≤ 𝑖 ≤  𝑁𝑡𝑜𝑡 

  ( 30) 

 

Where the first term describes the pair potential interaction between atoms and the second term 

describes the embedding potential functions. The forces calculated according to the equation (30) 

are then used to determine the acceleration, velocity and the new position for each of the atomic 

particles.  

In order to save on the computational resources and increase the speed of the simulation it is 

possible to omit the computation of the above force interaction between the atoms that are too far 

away. In order to do this without impacting the accuracy of the algorithm in a meaningful way it 
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is first important to determine the circumstances under which this approximation can be applied. 

Firstly, for the pair-interaction potential it can be assumed that for a particle that is surrounded 

by other similar particles in all directions (i.e. when the simulation has similar boundary 

conditions in all directions) the pair potential interaction in all directions beyond a certain close 

radius would be the same.  Similar reasoning can be used for the embedding function, since only 

nearby atoms will contribute the electrons used in the calculation of the embedding function.  By 

employing this reasoning it is possible to reduce the computational time by only computing the 

pair-interaction and the embedding function force components for the atoms within a certain 

defined interaction distance. This can be accomplished by first checking the atomic pair distance, 

rij, before making the force computation.  

As mentioned before the embedded atom method does a particularly good job of describing the 

bonding energies of metallic materials. Because of the ability to vary the bonding strength based 

on local coordination it is possible to use this method to model the important phenomena 

involving metals: void formation, crack development and propagation, free surface behavior, 

crystal boundary interactions and dislocation formation.  

3.3.2 Important Physical Characteristics 

In order to evaluate the results received from the simulation it is necessary to be able to quarry 

the critical parameters. Some of the most important parameters are already available through the 

iterative calculations performed at each time step: Particle position, velocity and forces acting 

one each particle. Other parameters have to be calculated from the available date: local and 

global temperature gradients, kinetic and potential energy of particles, stress and strain of 

material.  

Temperature of each particle can be obtained through its velocity, mass and Boltzmann's 

constant: 

 

𝑇𝑖 =
1

3𝑘𝐵

𝑚𝑖(𝑣𝑖𝑥
2 + 𝑣𝑖𝑦

2 + 𝑣𝑖𝑧
2 ) 

    ( 31) 
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Where Ti is the temperature of each particle, vix,viy,viz are the particle velocity components, mi is 

the particle mass and kB is the Boltzmann constant. The local energy of each particle can be 

obtained through the kinetic and potential components as following: 

𝑈𝑖 = 𝑈𝐾𝑖 + 𝑈𝑃𝑖  
     ( 32) 

 

𝑈𝐾𝑖 =
1

2
𝑚𝑖(𝑣𝑖𝑥

2 + 𝑣𝑖𝑦
2 + 𝑣𝑖𝑧

2 ) 

    ( 33) 

 

𝑈𝑃𝑖 = 𝐹̃𝑖(𝑝𝑖) 
      ( 34) 

Here the UKi and UPi represent kinetic and potential energy of particle i respectively, while Ui 

represents the total energy of a particle. The potential energy is a function of embedding 

function 𝐹̃𝑖(𝑝𝑖).  

As mentioned earlier the behaviour of the material at nano- and micro-scale is very seldom 

isotropic and as such depends on the crystal lattice orientation. 

𝐸𝑥𝑥 ≠ 𝐸𝑦𝑦 ≠ 𝐸𝑧𝑧  

     ( 35) 

 

𝐸𝑥𝑥 =
𝜎𝑥𝑥

𝜖𝑥𝑥

; 𝐸𝑦𝑦 =
𝜎𝑦𝑦

𝜖𝑦𝑦

;  𝐸𝑧𝑧 =
𝜎𝑧𝑧

𝜖𝑧𝑧

 

    ( 36) 

The average stress within the atomic system can be evaluated using Virial stress. Virial stress, 

gives the average stress of N atoms in the given volume, V.
30
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𝜎 = −
1

𝑉
∑

𝑁

𝑖=1
[
 
 
 

𝑚𝑖𝑣𝑖⃑⃑⃑   ⨂ 𝑣𝑖⃑⃑⃑  +
1

2
∑

𝑁

𝑗=1
𝑗≠𝑖

(𝑟𝑖𝑗⃑⃑  ⃑⨂𝑓𝑖𝑗⃑⃑⃑⃑ )

]
 
 
 

 

   ( 37) 

 

The right side of the equation is made up of two components. The first component depends on 

the atomic velocities, and therefore is a measure of stress due to thermal forces; the second 

component is the measure of inter-atomic forces and is a measure of internal stresses due to 

inter-atomic bonds (described by Lenard-Jones and EAM formulation). The 𝑣𝑖⃑⃑⃑   is the velocity of 

atom i, 𝑓𝑖𝑗 is the force exerted by atom i on atom j, 𝑚𝑖 is the mass of atom i. The ⨂ operator 

denotes the Kronecker tensor product, defined as: 

𝑖 ⨂𝑗 =  [

𝑖𝑥𝑗𝑥 𝑖𝑥𝑗𝑦 𝑖𝑥𝑗𝑧
𝑖𝑦𝑗𝑥 𝑖𝑦𝑗𝑦 𝑖𝑦𝑗𝑧
𝑖𝑧𝑗𝑥 𝑖𝑧𝑗𝑦 𝑖𝑧𝑗𝑧

] 

( 38) 

 

The stress given by this equation must balance with the external applied stress on the system. 

Virial stress provides an average stress within the atomic simulation environment, but does not 

provide the local stress values which may be required in the areas of high stress concentration 

including inclusions, dislocations and crack nucleation and propagation sites.  

Typically the volume at which the stress would be evaluated would correspond to an atomic 

particle (nucleus) and the volume surrounding it. This method would therefore provide a local 

force distribution and can be used to evaluate local stresses due to discontinuities, voids, 

inclusions, cracks, dislocations and other defects. 
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4. Molecular Dynamics Simulation Boundary Conditions 

4.1 Physical Boundary Conditions 

4.1.1 Outline 

Boundary conditions play a very important role in molecular dynamics simulation and are a 

critical condition to consider in any scale transition model. The boundary condition can be 

broadly separated into three categories: free surface boundary condition, repeating boundary 

condition and interface. In this section these boundary conditions and their effects will be 

examined for implications to MD simulation through widely accepted methodologies that have 

been developed for this purpose: statistical ensembles and boundary condition definitions 

In order to create a realistic molecular dynamics simulation it is necessary not only to accurately 

represent the inter-atomic interactions, but also examine the physical environment and 

characteristics which affect the model. These are represented by two methodologies outlines in 

this section: boundary conditions and statistical ensembles. Boundary conditions are used to 

accurately model the boundaries of the simulation space and the resultant effects on the model 

space. The statistical ensembles are used to represent overreaching phenomena associated with 

any particular simulation model including, volume, temperature and energy limits of the system 

that may not be captured or maintained with the relatively small physical scope of MD 

simulation.  

The boundary conditions encountered at micro-level can be roughly subdivided into three 

categories. The repeating boundary condition describes the boundary behaviour of the modeling 

space that is located on the inferior of material, within the bulk; the surface boundary condition 

is used to describe the space that has at least one surface lying on the surface of the material, 

exposed to vacuum, or another substance with small amount of interaction (i.e. air); lastly the 

crystal boundary condition is used when the model contains a crystal lattice boundary between 

two or more crystals. The latter condition is typically most challenging to model as it can contain 

various crystal orientations, geometries and local irregularities. 

The statistical ensembles are often used to model the general system conditions that may 

otherwise ‘drift’ if the simulation space alone was allowed to develop under the guide of any 
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given inter-atomic potential setup. The statistical ensembles can be used to hold certain physical 

parameters constant (or more realistically within a specified narrow band) throughout the 

simulation run. These can include temperature, volume or the overall energy of the system, to 

better approximate the bulk material properties.  

 

4.1.2 Repeating Boundary 

The typical size of the MD simulation space usually incorporates on the order of 10
5
 to 10

6
 

particles. This number is often smaller than the single crystal grain sizes found in most materials. 

The modeling space would therefore be surrounded by similarly structured material extending in 

all directions for significant (in micro-scale terms) distance. The most common way of treating 

this kind of boundary is though the so-called repeating boundary condition. This type of 

boundary essentially models continuous (within micro-scale) material extending beyond the 

simulation space in all directions. The type of boundary conditions calls for the extension of the 

physical properties beyond the boundaries of the simulation, but uses the movement in the MD 

simulation space to mimic the comparable movement of particles beyond the periodic boundary. 

Although the number of the spaces beyond the primary simulation space can theoretically be 

very high, in practice it is usually limited to no more than two or three as it provides a reasonably 

good approximation in most modeling cases and saves on computational resources. 

4.1.3 Surface Boundary 

This type of boundary condition exists when the modeling space has one or more free surface 

which is not in contact with another solid material. Because this work deals with solid and 

particularly metallic substances, the free boundary would be considered surface exposed to gas, 

fluid or vacuum. As such, some particle interaction may be necessary to model but it cannot be 

treated in the same way as the periodic boundary described above.  

One important characteristic of metallic boundary condition is the perceptible (on atomic scale) 

shortening of the bonding distance in the surface boundary
31

, as shown in Figure 7. This occurs 

due to the aforementioned variation of bond strength with increased co-ordination. Since the 
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atoms in the boundary layer have smaller degree of coordination their bonds exhibit stronger 

attractive potential and as a result draw the atoms in the boundary layer closer together.  

 

 

Figure 7. Surface vs. Bulk Particle Bond Distances for Metallic Compounds 

 

4.1.4 Crystal Boundary 

Crystal boundary condition is a special type of constraint where one of the surfaces of the 

modeling space forms a boundary with another crystal. This type of boundary condition is 

necessarily different from the two mentioned above as it generally cannot be modeled using 

periodic boundary while at the same time can have a very complex surface geometry which plays 

a large role in inter-crystalline bonding. The modeling of this type of boundary condition is most 

complex of the three and has been approached in different ways by different researchers and will 

be examined more in depth in subsequent chapters. 
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4.2 Statistical Ensembles 

4.2.1 Statistical Ensemble Overview 

Any molecular simulation, if left to run with the guidance of potential only, will eventually 

evolve into a system that has little resemblance to the actual physical behaviour of material. 

There are several reasons for this. Firstly, the model can only recreate a small part of a much 

bigger material and as such requires boundary conditions (as described above) that would mimic 

the true behaviour of atoms near the boundary. Secondly, the system may be subject to the 

external constraints that cannot be modeled by the potential function (since the potential function 

is explicitly a property of system particles only), such as constant temperature, constant energy 

or particular variation in one or both. Thirdly, small errors in calculations may increase or 

decrease the total energy level of the system creating a different physical reality than what is to 

be expected.  

Statistical Ensembles are generally used to take care of these phenomena and impose general 

conditions on the system. They can include very general requirements including variability of the 

total energy of the system, or can be applied to certain parts of the system selectively, as in the 

case of boundary conditions. Micro-canonical ensembles, or NVE, require that the number of 

particles,  the volume and total energy of the system remains the same (in practice it is limited to 

a certain range E +δE). 

A more general case is the canonical ensemble, or NVT, which allows the total energy of the 

system to fluctuate while still keeping the number of particles, the volume constant. In addition 

the temperature of the system is kept constant as well by tying each particle to a heat sink. A 

further generalization leads to a grand canonical ensemble which incorporates all of the elements 

of the canonical ensemble but also allows the transfer of particles from and to the system. The 

temperature is still kept the same via a heat sink.
32

 

The use of these ensembles provides a convenient way of modeling the system according to a set 

of desired boundary conditions and external environment. This provides the second control 

method (after inter-atomic potential functions) over the particle interactions within the system.  
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4.2.2 System Equilibrium 

In order to maintain the simulation on the realistic course it is important to identify and maintain 

the system equilibrium characteristics. Depending on the type of system being modeled these 

may vary and encompass a wide range of properties: number of particles (most usual), 

temperature (relative atomic velocities), energy, and volume. The particular equilibrium 

constraints depend on the type of simulation being performed (general physical conditions) and 

the individual particle positions within the simulation (boundary conditions).  

System equilibrium may be maintained through the application of a statistical ensemble on the 

entire system or selective application of different ensembles on the various parts of the simulated 

space depending on the relative position and velocities of each particle. The former approach is 

most computationally efficient; however the latter approach is usually used in some form to 

accurately model the interaction with the material adjoining to the simulation space.  

The equilibrium is usually maintained through global or local scaling factors that are applied to 

all or selective atomic particles with respect to their velocity and sometimes position. Typically, 

after each time step iteration the equilibrium properties of the system are checked and the scaling 

factor is applied if the values are required to be brought back to the acceptable range. To save 

computational resources these scale checks are sometimes done after several time-steps if the 

system behaviour in general is not expected to change rapidly. 

4.2.3 Interaction with Boundary Conditions 

In a simulation where stress is imposed on a set of atomic particles, the resulting moment of the 

atoms will increase indefinitely. This of course does not correspond to reality where particle 

movement is slowed down by interaction with neighbouring sections of material (in effect what 

is perceived as heat dissipation on a larger scale). The MD model however does not inherently 

have a capability to represent this phenomenon since it only has a set number of particles under 

consideration.
33 

This has given a rise to different methodologies that strive to account for moment transfer 

interactions with outside particles while maintain the integrity of the model and preserving 

acceptable computational resource requirements. One approach is to remove or add kinetic 
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energy to the system by scaling all particle velocities by a global factor that will maintain the 

same constant temperature level of the system.  Another approach is to couple each particle to a 

local heat sink that will adjust the velocity of the atom by an individual constant that will 

simulate the inter-particle interactions with respect to velocity gradients. This approach is usually 

applied to the outer atoms of the model that allows them to mimic heat dissipation through 

interaction with surrounding material. Both of these methods have been used in MD simulations 

to obtain the constant temperature requirements imposed by the simulation framework.
34

 

The above method corresponds to the canonical ensemble specified earlier, where the number of 

particles, volume and temperature remain the same. This is the most typical ensemble used in 

MD analysis. Although strictly speaking the particles may leave the simulation range, any given 

particle is typically replaced by the similar one entering the modeling space with the same 

energy from the space surrounding the model envelope. In certain cases however it may be 

beneficial to use the micro-canonical or grand canonical ensembles to better simulate the 

physical phenomena under investigation. The micro-canonical ensemble is predominantly used 

in the systems where the initial energy level is precisely known and conserved throughout the 

modeling phase. The grand canonical ensemble is used in the systems where significant mass 

transfer is expected to occur during the simulation timeframe.  
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5. Molecular Dynamics Models Using Constant Time Step Methodology 

5.1 Outline 

In this chapter the molecular dynamics behaviour of particle simulation is examined under 

constant time-step regime. The purpose of this chapter is to establish the typical simulation 

behaviour of particles under various thermal and structural boundary conditions. The majority of 

the work covered in this chapter was conducted in order to validate the underlying molecular 

interaction methodology used by the author against the existing works and provides the 

foundation for the novel time-step variability approach that is presented in chapters 6 and 7.  

 

5.2 Variation of Properties Under Changing Thermal Conditions 

Structural properties of materials can differ significantly on nanometer to micrometer scale from 

those observed on the more conventional size scale. In the case of metallic materials the isotropic 

properties no longer apply as the effects of crystal lattice orientation become significant. In 

addition temperature plays a significant role governing the rate of void and self-interstitial 

formation as well as local particle energy.  

The use of materials on such small scales is becoming increasingly prevalent in the growing 

nanotechnology industry and as a result requires accurate and definitive theories of material 

behaviour, structural and thermal properties and failure mechanisms. 

In order to better understand the mechanisms of failure formation and propagation in metallic 

compounds on nanometer to micrometer scale it is therefore important to study the material 

properties’ range based on some of the key factors: the orientation of crystal lattice, ambient 

temperature and the external loading.   

Because of the challenges associated with physical testing of materials on such a small scale, 

simulation methods have been proposed and successfully implemented to achieve the same 

goals. In the case of metallic materials, semi-empirical, deterministic methodologies based on 

Newtonian mechanics have been used to accurately predict behaviour and properties of 

materials.  
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The present research has examined the strain and stress behaviour of BCC crystal wire structure 

as related to the temperature, defect rate as well as the crystallographic orientation (Figure 8). 

For this purpose the present works examines a BCC crystal structure modeled with an MD 

algorithm using an EAM
35,36,37

 model for pure Copper (Cu) crystals
38,39

.  The material strength 

was observed through the variation in strain and stress behaviour of the nano-wire as a function 

of temperature, external loading, and crystallographic orientation.  The simulation was 

performed over a large number of time-steps to ensure an equilibrium stage was feasible and 

reached under the given conditions.  

 

 

Figure 8. Molecular Dynamics Model Properties: A Cylindrical Nano-Wire with BCC Crystal 

Structure 

The material sample was modeled in the form of a wire, with a radius of 20 angstrom and the 

length of 100 angstrom, aligned in <100>, <110> and <111> crystallographic directions as 

shown in figure 1. The boundary conditions imposed on the simulation modeled the free 

boundary conditions on all sides, in effect representing the single crystal simulation, placing no 

additional restrictions on particle movement, except for the externally applied pressure in the 

direction of the wire axis at both extremities of the wire
40,41

. External pressure conditions 

included only compressive loading regimes. 
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The data was obtained through a molecular dynamics simulation using semi-empirical 

deterministic methodology based on EAM (Embedded Atom Method) inter atomic potential of 

the following general form
42

:  

𝑈 =  ∑𝜓̃𝑖(𝑝𝑖) + ∑∑𝜑𝑖𝑗(𝑟𝑖𝑗)

𝑗<𝑖𝑖𝑖

 

( 39) 

Where  𝜑𝑖𝑗(𝑟𝑖𝑗) represents the pair potential, and 𝜓̃𝑖(𝑝𝑖) is the embedding energy as function of 

pi, the density of the electron cloud produced by surrounding atoms. The pair potential used in 

this study is described as: 

𝜑𝑖𝑗(𝑟𝑖𝑗) =  −𝐸𝑖 [1 + 𝛼 (
𝑟

𝑟𝑜
− 1)] 𝑒

−𝛼(
𝑟

𝑟𝑜
−1)

 

( 40) 

And the embedding energy is described as: 

𝜓̃𝑖(𝑝𝑖) = 𝐴𝑖𝐸𝑖𝜌𝑖𝑙𝑛𝜌𝑖 
( 41) 

Where the electron density function 𝑝𝑖 is obtained as following: 

𝜌𝑖 = ∑𝑒
−𝛽(

𝑟

𝑟𝑜
−1)

 

( 42) 

 

Here α and β are material specific constants used to define potential and density curves. The 

simulation space that is used to obtain the material properties was constructed with the use of 

boundary condition specifications, statistical ensemble routines and a deterministic potential 

methodology. The crystal structure is initialized with given material properties and conditions 

and is evolved through given time increments until equilibrium is reached or until it is clear that 

the system is dynamically evolving without the possibility of equilibrium.  

The analytical methodology selected for the simulation study is based on the Embedded Atom 

Method as described in equation (39). This equation describes the potential energy relation 
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between the particles within the simulation based on the pair potential and the embedding 

potential energy. Once calculated the potential energy can be used to obtain the forces acting on 

each particle through the following equation in gradient form
43

: 

𝐹̅ = −∇̅𝑈 
( 43) 

Or as a function of potential function terms: 

𝐹⃗𝑖 = −∑[
𝑑𝜙(𝑟𝑖𝑗)

𝑑𝑟𝑖𝑗
+ (

𝑑Ψ

𝑑𝜌𝑖,𝑡𝑜𝑡

+
𝑑Ψ

𝑑𝜌𝑗,𝑡𝑜𝑡

)(
𝑑𝜌(𝑟𝑖𝑗)

𝑑𝑟𝑖𝑗
)]

𝑁

𝑗=1
𝑗≠𝑖

𝑟𝑖𝑗

|𝑟𝑖𝑗|
 , 1 ≤ 𝑖 ≤  𝑁𝑡𝑜𝑡 

( 44) 

In addition to the internal forces the external pressure can be modeled as a set of orthogonal 

hydrostatic forces. In the form of: 

𝑃 = [

𝑃𝕩 0 0
0 𝑃𝕪 0

0 0 𝑃𝕫

] 

( 45) 

In the present work only 𝑃𝑋component was applied. The external forces on each affected particle 

can then be determined through the following formulation: 

ℱ⃑ 𝑖 = 𝑃𝐴𝑖  
( 46) 

Where  𝐴𝑖 is the area associated with each atomic nuclei. The area varies as a function of inter-

atomic spacing and the crystal structure. If each particle is assumed to be associated with a 

spherical non –overlapping volume, the area associated with each particle can be described as: 

𝐴𝑖 = 
𝜋𝑎2

4
 

( 47) 

𝐴𝑖 = 
𝜋𝑎2

2
 

( 48) 



43 

 

Where equation (47) describe the particle association area for FCC crystal and equation (48) 

describes the particle associated area for BCC crystal, and a denotes the single crystal structure 

cubic side.  

The stresses experienced by each particle were then calculated as a function of internal and 

applied forces and the area associated with each particle: 

𝜎𝑖 =
𝐹 𝑖 + ℱ⃑ 𝑖

𝐴𝑖

 

( 49) 

The particle behavior was determined using the force of each particle to calculate the 

acceleration, velocity and displacement as following: 

𝑎𝑖(𝑡 = 0) =  0 
( 50) 

 

𝑎̅𝑖(𝑡 + ∆𝑡) =
𝐹̅𝑖 + ℱ⃑ 𝑖

𝑚𝑖

 

( 51) 

Velocity values are usually defined through initial temperature selection and may be somewhat 

randomized in scale and direction from the initial value to simulate a typical atomic system. The 

initial velocity values are also set up such that the average velocity of the system adds up to zero 

to eliminate potential drift of the center of mass of the simulation. The velocity values are 

typically recalculated after each time step through acceleration values. Acceleration values are 

typically set to zero at the beginning of the simulation and recalculated after each time step 

through inter-atomic forces. The inter-atomic forces are described by the potential function. 

These functions come in several different varieties and will be covered in more detail later.  The 

forces are recalculated after each time step through the potential function. The position and 

velocity of each atomic particle can described as following at the beginning of the simulation. At 

each time step Verlet algorithm can be used to recalculate the position and velocity from 

acceleration
44

. The Verlet algorithm is used here as it provides more accurate results by 

calculating the mid-step velocity and using that value to calculate the final position of particle 

after time interval Δt: 
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𝑣𝑖(𝑡 = 0) =  𝑓1(𝑇,𝑚) 
( 52) 

∑ 𝑣𝑖,𝑡=0

𝑖=𝑛

𝑖=1
= 0 

( 53) 

𝑣𝑖(𝑡 + ∆𝑡) =  𝑣𝑖 (𝑡 +
∆𝑡

2
) +

1

2
∆𝑡𝑎𝑖(𝑡 + ∆𝑡) 

( 54) 

𝑟𝑖(𝑡 = 0) =  𝑓2(𝑇,𝑚) 
( 55) 

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖 (𝑡 +
∆𝑡

2
)∆𝑡 

( 56) 

Here f1 is the function that describes the initial distribution of the particle velocities. It is 

typically set such that the average velocity of all particles to satisfies Boltzmann's equation (31). 

The f2 function is dependent on simulation temperature, which affects the spacing as well as the 

type of crystal structure used in the simulation. 

The statistical ensemble specified in the simulation specified a constant temperature bracket, 

number of particles, and pressure, while the total energy and volume of the system was allowed 

to fluctuate to observe equilibrium tendencies of the system
45

. The constant temperature of the 

system was obtained through the use of uniform “heat-sink” that scaled the particle velocity and 

by extension the temperature of the system to the acceptable range
46

. The formulation used for 

the scaling is presented in equation (57): 

 

𝑣𝑖 = (
|𝑣𝑖 − 𝑣𝑎|

𝑆
)

1

𝜂

 

( 57) 

Where 𝑣𝑖 is the particle velocity, 𝑣𝑎 is the average bulk velocity that corresponds to the given 

bulk temperature conditions, 𝑆 is the allowable standard deviation for the individual particle 

velocity, and η is the smoothing coefficient designed to slowly bring the individual particle 

velocity into the acceptable range. Through experimentation it was determined that a η value of 
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approximately 50 is ideal to maintain the acceptable temperature range characteristics while 

exerting minimal control over natural particle movement and ensuring the convergence of the 

system temperature to proscribed levels. 

Crystal structure behaviour of most interest in this case was the strain behaviour of the crystal 

structure under applied loads in the three principal orthogonal directions as well as resultant 

stresses. In the cases where the crystal structure did not stabilized and strain continued to 

increase without convergence, a structural failure was assumed to have occurred
47

. 

𝜀 = [

𝜀𝕩 0 0
0 𝜀𝕪 0

0 0 𝜀𝕫

] 

( 58) 

The stress of the system can be described by the virial stress theorem as following
48

: 

𝜎𝑉 = −
1

𝑉
∑[𝑚𝑖𝑟𝑖⨂𝑟𝑗 +

1

2
∑(𝑟𝑖𝑗⨂𝑓𝑖𝑗)] 

( 59) 

The external stress on the left hand side of the equation must balance out with internal stress on 

the right hand side, that break into two terms: the first term is a function of particle mass and 

velocity and therefore accounts for thermal stresses of the system; the second term is a function 

of inter-particle forces and represents internal mechanical stress of the system. In addition to 

virial stress, continuum stress, as defined in equation (49) was also observed and recorded. 

The strain if the system was measured in typical fashion, with the only difference being the being 

the relaxed length was taken as the base length of the material, as described in below : 

 

𝜖 =  
𝑙𝑙𝑜𝑎𝑑𝑒𝑑 − 𝑙𝑟𝑒𝑙𝑎𝑥𝑒𝑑

𝑙 𝑟𝑒𝑙𝑎𝑥𝑒𝑑
 

( 60) 
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The scope of the study included the study of effects of variation of simulation temperature, 

external applied pressure and crystallographic orientation on the stress and strain properties of 

the material
49

. The temperatures for the study were varied between 0K - 300K. The external 

pressure was varied from 1 - 10 GPa. Three crystallographic orientations that were considered 

were defined with orientation vectors of <100>, <110>, and <111>.  

In order to perform statistical sensitivity analysis of the relative importance of the temperature 

and external pressure the sample points were chosen through Latin hypercube sampling 

method
50

. The obtained distribution of temperature and external loading samples is shown in 

figure 9.  

 

 

Figure 9. Temperature and External Loading sample distribution 

As it has been noted by other researchers
51,52,53

 the molecular dynamics simulation of a 

component with free boundary conditions, a relaxation period is typically necessary to arrive at 

an equilibrium representation of the free boundary region. This phenomenon has been observed 

in the present study as well, with the boundary region establishing a functional equilibrium 

within 10
-12

 seconds of the start of the simulation.  
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As a result the same relaxation time period has been allowed in all of the subsequent simulations 

followed by the uniform constant loading pressure regime. Figure 10 describes the typical 

loading regime followed by all simulations: a period of relaxation, with no external loading is 

followed by a relatively short ramp up stage, where external loading is linearly increased to 

desired magnitude and finally uniform loading phase that lasts until strain equilibrium is reached 

 

 

 

Figure 10. Simulation Loading Regime 

 

The observed typical observed behavior of wire under the simulation conditions is shown in 

figure 11. Here we observed a rapid contraction under relaxed conditions (Phase I), followed by 

convergence to a stable length (Phase II). Upon the application of external load the wire 

expanded until converging to a new equilibrium position (Phase III). 
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Figure 11. Typical Loading Regime 

The material behaviour has been recorded through the variation of stress, ambient temperature 

and crystallographic orientation of the wire. As show in figure 11 material strain increases 

almost linearly with the corresponding increase in  tensile loading for all crystallographic 

orientations until a non-linear region is reached, typically around 8-9 GPa load levels.  

A statistical analysis was carried out to observe the relative effect of temperature and external 

loading on strain behaviour in the linear expansion region where applied loading is less than 8 

GPa. The results of the analysis shown in figures 12-14, show 

 



49 

 

 

Figure 12. Relative effect of change in temperature (top) and tensile loading (bottom) on sample 

strain for (100) crystallographic orientation 

 

 

Figure 13. Relative effect of change in temperature (top) and tensile loading (bottom) on sample 

strain for (110) crystallographic orientation 

 

Figure 14. Relative effect of change in temperature (top) and tensile loading (bottom) on sample 

strain for (111) crystallographic orientation 

The statistical analysis shows a slight linear correlation in strain caused by change in temperature 

and strong linear correlation in strain caused by change in tensile loading. The relative 

contributions of temperature and loading to strain variations are shown in table 2. 
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Table 2. Contribution of tensile loading and temperature to change in strain for each 

crystallographic configuration 

 

The average modulus of elasticity for the linear expansion region has been calculated for each 

instance of crystallographic orientation and is summarized in table 3.  

 

Table 3. Average Modulus of Elasticity for each crystallographic configuration in linear region 

 

The elastic modulus show correlation to the planar and linear densities for each of the orientation 

modes shown in table 4 and is proportional to the inverse of square root of normalized linear 

particle density as defined in figure 15 and the square root of normalized planar density as 

defined in Figure 16 of the three lattice orientation as given by: 

𝐸 ∝  
1

√𝛿
 ∝  √𝜌 

( 61) 

Where E is elastic modulus and δ represents the linear particle density and 𝜌 represents planar 

particle density in the direction of the loading. 
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Table 4. Linear and Planar Particle Density in the Direction of Loading for Different Lattice 

Orientations 

 

 

 

Figure 15. Linear particle density, defined as linear particle count, divided by length in the 

direction of applied pressure, P 

 

 

Figure 16. Planar density defined as number of particles divided by the area in cross section 

normal to the applied pressure, P 
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 (a)     (b)     (c) 

Figure 17. Strain variation with Applied Pressure for (a) (100), (b) (110) and (c) (111) crystal 

lattice orientation. The present work has examined the variation in structural properties of 

metallic materials with BCC crystal structure through the simulation of Copper nano-wire 

through Molecular Dynamics methodologies based on EAM. The results have shown that the 

variation in strain correlate to material temperature, and crystal lattice orientation through 

variations in linear and planar particle densities. 

The results show strong correlation of material properties including elastic modulus and strain 

behaviour to planar and linear crystal densities and the nature of anisotropic material properties 

within metallic crustal lattice. The dependency of material properties was observed to be in 

agreement with notable increase in elastic modulus correlated with temperature drop as shown 

by the statistical analysis of the strain results. Figure 19 shows the Strain results normalized with 

the relative linear/planar density term plotted against the applied external stress and shows the 

strong correlation of the anisotropic behaviour of elastic modulus to the square root of linear and 

planar density values.  

The observed failure mode in compression for the higher loading regimes, as shown in figure 18 

was observed to be through shear failure rather than buckling, due to the short length of the 

sample geometry relative to radius.  



53 

 

 

Figure 18. Compressive failure mode shown with highlighted shear failure plane 

 

 

 

Figure 19. Strain results normalized with the inverse of square root of linear density plotted 

against applied pressure 
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6. Variable Time Step Molecular Dynamics Model 

6.1 Outline 

This chapter provides detailed look at the proposed variable time step methodology, its 

derivation and applications. The methodology is examine through both the most basic two body 

pair interaction as well as the multi-body application and the modifications necessary to enable 

the methodology to function in large simulation domains. The applications include structural 

loading, thermal gradient and materials deposition to illustrate wide range of possible 

applications and the benefits achievable when using the proposed variable time step 

methodology.  

 

6.2 Overview of Model 

The variability of time step within the molecular dynamics simulation present the common trade-

off between performance and accuracy: a shorter time interval between state calculations 

presents a more accurate picture of the events but requires longer time for the simulation to run. 

The main subject of this study is to establish the acceptable bounds of variability of the time step 

that strikes the right balance between accuracy and performance. Embedded Atom Method 

(EAM) was chosen as one of the most common MD routines to be studied. In a typical EAM 

simulation the potential energy function determines the energy potential between a pair of 

particles, while at the same time taking into account embedding potential, or a measure of how 

dense the space around any given particle is. The potential can then be calculated into force by 

numerical integration that can be applied to the particles, producing acceleration, velocity change 

and ultimately the new position of each particle.  

The time optimization studies54,55,56,57,58,59for the molecular dynamics simulations usually focus 

on the identifying the most optimal constant time step for a given simulation parameters 

including density, bond energy, mass60 or by forgoing the calculation of short range forces over a 

set time period and resolving the error by performing detailed calculations over longer time 

spans61. In this paper we look at the methodology of varying the time step throughout the 
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simulation based on energy, density and velocity parameters to minimize the error generated 

during each time step while minimizing the overall simulation run time.  

The pair-potential depends on the distance between any two particles and as such is directly 

influenced by the change of position that accompanies each time step. It becomes obvious then 

that a longer time step will increase the error associated with particle position as it applies 

constant potential and by extension force over a longer time period. One of the objectives of our 

research then becomes normalizing the error produced by the each time step by making it 

dependent on average or minimum particle velocity. This is one of the methods that will be 

examined in this paper. 

 

6.3 Theoretical Overview of Proposed Methodology 

To determine the effect of variability of time step the concept was first applied to a simulation of 

single pair of metallic particles with embedded atom method (EAM) algorithm described in 

equation (39). The pair potential used in this study is described in equation (40) and the 

embedding energy is described in equation (41), where the electron density function 𝑝𝑖 is 

obtained as shown in equation (42). 

The analytical methodology selected for the simulation study is based on the Embedded Atom 

Method. This equation describes the potential energy relation between the particles within the 

simulation based on the pair potential and the embedding potential energy. Once calculated the 

potential energy can be used to obtain the forces acting on each particle through equation (43) or 

as a function of potential function terms described in equation (44) 

The variability in time step was tied to the basic particle properties: velocity and inter-particle 

distance. The relationship that was used also took into account mass properties and variation in 

particle potential.  The properties of the system were evaluated while under constant time step 

regime as well as variability in potential and kinetic energy, and the force exerted on each 

particle.  
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6.4 Two Body System Application 

Most common time step regime chosen in molecular dynamics simulation is that of constant 

magnitude. If we consider a single binary system of particles under pair-wise molecular 

dynamics simulation regime, the system will exhibit one dimensional vibration along the 

common axis. Plotted against time the distance between the two particles will vary as shown in 

figure 20. Moreover other system properties, namely the mean inter-particle potential and force 

exhorted on each particle (as a first derivative of potential function) will vary as shown in figure 

21 with peak velocity reached concurrently with peak potential.  

 

In order to take into account the natural properties of such system we have devised a time step 

formulation described in equation 62.  Here the potential P and the force, described as the first 

derivative of potential 
𝑑𝑃

𝑑𝑟
 are both considered through an inverse exponential ratio that time step 

increments get smaller as either Potential or Force values of the system get large.   

 

∆𝑡 =  
𝑛∆𝑡𝑛
𝑒𝑃

+ 
(1 − 𝑛) ∆𝑡𝑛

𝑒𝑑𝑃/𝑑𝑟
 

    ( 62) 

The experiments were set up to compare a high accuracy constant time step model, with the time 

step length on the order of 0.1 femtosecond (10
-16 

s), used as the control case for the purpose of 

this study, to the more commonly used experimental value of 1 femtosecond (10
-15 

s) as well as 

simulation where the variable time step described by equation 62 was used. The system was run 

of one cycle to study the in cycle error and behaviour produced by both systems as well as for 

multiple cycles to study the long term behaviour of the system 
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Figure 20. Particle distance (r) variation with time during single cycle 

 

 

Figure 21. Particle potential and force variation with time during single cycle 
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The first order of experimental analysis was to determine the effect of n or proportionality 

constant on the time step results. Using the single cycle simulation, the time step formula was 

varied with n values ranging from 1/9 to 8/9 with the particle position compared to the control 

case. The results are shown in figure 22, with the least error reached when n values is 6/9 or 2/3. 

Looking at the error distribution during the single cycle, shown in figure 23, shows not only the 

reason the particular ratio produces the least error, but also the important phenomenon of error 

value symmetry, which minimises the sum of all error values during the single cycle. 

Comparison of the error distribution achieved in the variable time step method to that of the 

constant 1 femtosecond method is shown in figure 24, where the peak error is higher for the 

variable time step, but the sum error over single time step is higher for the constant time step 

method.  

 

Figure 22. Variation of mean position error for variable time step models with the change in n 

parameter 
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Figure 23. Variation of particle position error during single cycle for variable time model with 

different n parameter values 

 

Figure 24. Comparison of position error during single cycle for constant time step and variable 

time step models 
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The model was also evaluated over a long time period to ascertain long term stability of the 

system. Both constant time step and variable time step models performed with the same degree 

of stability. 

The position error and time required to calculate the behaviour of the system over a defined 

period were compared for the constant and variable time step model. It has been observed that 

variable time step model described by equation 63, produces smaller error than the comparable 

constant time step model while taking same time to compute.  

∆𝑡 =  
2∆𝑡𝑛
3𝑒𝑃

+ 
∆𝑡𝑛

3𝑒𝑑𝑃/𝑑𝑟
 

( 63) 

Alternatively, by varying the base time step the variable model can be adjusted to produce the 

same error as the constant time step model while taking less time to execute. The summary of the 

comparison between these two variable time step models and the constant time model is shown 

in table 5.  

Table 5. Comparison of error and cycle computation time for two variable time step 
models and one constant time step model 

  Mean position error (%) Cycle time (s) Error diff Time diff 

Constant Time step 0.17 30.0 - - 

Variable Time step 1 0.13 30.0 -24% 0% 

Variable Time step 2 0.17 23.7 0% -21% 

 

As the results in table 5 show the proposed method of time step calculation will enable a 

significantly faster run time for a given simulation setup or will provide a more accurate model 

results if the same run time length is maintained. For large systems either single or multiple time 

domains may be set up throughout the simulation, grouping the domains with high energy, 

density or active processes (i.e. active crack propagations) separately from the more peripheral 

areas of simulation, thereby only increasing the computational resources where warranted by 

simulation conditions, and varying these domain as simulation conditions change.  
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6.5 Large Model Application 

The two pair model discussed above illustrates the benefits of variable time approach. However, 

in order to apply this principle to large scale models several important considerations must be 

taken into account. In general any sizable molecular dynamics simulation has a lot of 'noise', in 

other words the local energy parameters change and fluctuate often and an average energy of the 

system by itself may not be a good indication of how time scale can be varied. In this case a 

large model may be broken down into sections that have similar energy levels where time scale 

can be varied individually.  

In order to simplify the computations the variable time scale have to be multiples of the base 

time scale parameters. The sectors where local average energy is close to the global average the 

time scale will remain same as the base time scale, in the sectors where local energy is higher the 

local time scale will be smaller, and in the sectors where the local energy is smaller the time 

scale will be larger. 

η =  
𝐸𝑎𝑣𝑔_𝑙𝑜𝑐𝑎𝑙 − 𝐸𝑎𝑣𝑔_𝑔𝑙𝑜𝑏𝑎𝑙

𝐸𝑎𝑣𝑔_𝑔𝑙𝑜𝑏𝑎𝑙

 

     ( 64) 

 

Δ𝑡𝑙𝑜𝑐𝑎𝑙 = Δ𝑡𝑏𝑎𝑠𝑒} 𝜂 > 𝜂𝑙𝑜𝑣 𝑎𝑛𝑑 𝜂 < 𝜂ℎ𝑖𝑔ℎ 

   ( 65) 

 

Δ𝑡𝑙𝑜𝑐𝑎𝑙 = 𝑘Δ𝑡𝑏𝑎𝑠𝑒}𝜂 < 𝜂𝑙𝑜𝑤 
    ( 66) 

 

Δ𝑡𝑙𝑜𝑐𝑎𝑙 = 
1

𝑘
Δ𝑡𝑏𝑎𝑠𝑒} 𝜂 > 𝜂ℎ𝑖𝑔ℎ 

    ( 67) 
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Where k is a set of integers 1,2,3,...,k. The local cut off energy levels as well as the magnitude of 

time scale amplifications may be varied depending on the simulation parameters. This approach 

promotes the most efficient use of computational resources proportionally focusing on areas of 

high potential and kinetic energy. Equations (65) - (67) can be subdivided into more discrete 

domains if required by the simulation, where the energy range and variance are very large.  

The potential used in the simulations and the equations of motion associated are based on the 

Embedded Atom Method described earlier in this work, with the detailed derivation
62

 shown in 

Appendix A. The potential curves based on the pair particles distance and particle density for 

Copper and Nickel, used in the simulations presented further in this chapter, are shown in 

Appendix B.  

Figure 25 provides an overview of the methodology employed in time-domain discretization 

based on system and sub-domain energy levels. The energy (kinetic and potential) is calculated 

for each sub-domain of the simulation, and compared to the system energy.  
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Figure 25. Variable Time Step Logic. Division of Simulation Into Multiple Time 
Domains Depending on Local Energy Levels 
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If the local system  is found to be within the average limits, defined as a number of standard 

deviations above and below the mean, the time-step assigned to the sub-domains remains same 

as the base specified for the simulation. If the local sub-domain energy level is above the average 

threshold the multiplication the multiplication factor is applied based on the predefined 

parameters. This rate could be uniform beyond the average energy threshold or can be further 

increased further with the increase in sub-domain energy. The principle is to decrease the time-

step for the sub-domains compared to the base time-step such that the recalculation of the 

particle dynamics happens more often than the simulation average. If on the other hand the sub-

domain energy level is below the average threshold the inverse multiplication factor is applied, 

with the aim of increasing the time-step for these sub-domains, such that the particle dynamics 

are recalculated at much slower rate than the base time step. 

Figure 26 illustrates an example of time-step length dependence on energy distribution. In this 

example any sub-domain with local energy with one standard deviation from the mean will have 

base-time step applied without any modification. The particles in these sub-domains will be 

recalculated every tn seconds. The sub-domains with energy between one and two standard 

deviations above average will have a 1/2 factor applied to the time step, effectively calculating 

the local particle dynamics twice as often as average. For sub-domains with energy level above 

two standard deviations from mean, the time-step multiplication factor is further reduced to 1/4, 

meaning that sub-domains with these energy levels will be recalculated four times as often as 

average.  

On the other end of the spectrum, where sub-domain energy falls between one and two standard 

deviations below the mean energy level, the time-step is multiplied by the factor of two, 

effectively doubling the recalculation time period for particles in these sub-domains. For sub-

domains with energy levels lower than two standard deviations from the mean, the time-step 

factor is further increase to four, with particles now recalculated at a quarter of normal rate.  
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Figure 26. Normal distribution of energy and a representative time-step calculation 
applied to base time-step tn 

 

In order to illustrate the benefits of variable time step several sets of simulation experiments 

were conducted. The behaviour of metallic pin under compressive loads, the thermal expansion 

under variable thermal boundary condition and metallic deposition process were simulated using 

variable time-step as well as conventional constant times-step methodologies. The results from 

both methodologies were compared to the base model that was simulated using constant time-

step methodology but at 1/10 of the time step, thus providing more accurate simulation results.  

The benefits associated with variable time-step methodology over the conventional constant time 

step were measure using relative error in kinetic energy, as shown in equation (68), and stress, as 

shown in equation (69), between the simulations employing each of the methods and the control 
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simulation. In addition to error values, the computational efficiency was also measure comparing 

time required in seconds to calculate one femtosecond of the simulation.  

𝐸𝑅𝑘𝑖𝑛 =
𝐸𝑘𝑚𝑒𝑎𝑛 − 𝐸𝑘𝑚𝑒𝑎𝑛_𝑏𝑎𝑠𝑒

𝐸𝑘𝑚𝑒𝑎𝑛_𝑏𝑎𝑠𝑒
 

( 68) 

 

𝐸𝑅𝜎 =
𝜎𝑚𝑒𝑎𝑛 − 𝜎𝑚𝑒𝑎𝑛_𝑏𝑎𝑠𝑒

𝜎𝑚𝑒𝑎𝑛_𝑏𝑎𝑠𝑒
 

( 69) 

 

6.6 Code Overview 

The program written to accommodate the simulations has employed the general molecular 

dynamics methodology with the ability to subdivide the simulation into local domains to 

calculate the local as well as global energy levels. A high level diagram of the code is shown in 

figure 27. First, the particle sets are created based on the desired crystal lattice type and 

orientation, the initial physical values of the system are set and boundary layers, including 

mechanical and thermal are applied. The system then loops over the time-steps, each time 

progressing by the either fixed time-step, in case of classic constant time-step simulation, or by 

the on-the-fly calculated lowest required time-step determined by the variable time-step 

methodology. During each time step the pair potential, particle density and potential-density 

calculations are made to determine the local dynamics of particles. If simulation is employing 

classic constant time-step methodology all particles are recalculated each time-step, if variable 

time-step methodology is used particles are recalculated according to the local sub-domain time-

step intervals. For each recalculated particle, the updated force, acceleration, half-step and full-

step velocities as well as position is determined. 
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Figure 27. Program Flow Chart 

 

Following that general system properties, including energy and stress are recalculated. The cycle 

is then repeated until simulation end time is reached. For variable time-step methodology an 
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additional step of recalculating the  local sub-domain energy and determining the local time-step 

intervals is executed once the previous time-step assignments are complete.  

6.7 Methodology Application Example – Compressive Force Application 

Metallic copper pin in FCC crystal configuration under compressive loading was simulated using 

the conventional constant time-step as well as proposed variable time-step methodologies. The 

simulation setup consisted of metallic pin as shown in figure 28 with compressive loads of 1 

Newton applied to the ends of the pin. Three simulations were conducted two using constant-

time step methodology with time-step lengths of 1fs and 10fs respectively and a variable time-

step methodology with a base time-step of 10fs. The accuracy of the 10 fs simulations was 

compared to the control case of 1 fs time-step, comparing system energy level (potential and 

kinetic) as well as mean and maximum system stress.  

 

Figure 28. Setup for compressive pin model. Including model dimensions and loads 
applied. 
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The simulation goal was to model the compression of the metallic pin under load and observe the 

stresses present in the sample as well as the variation in system kinetic energy. The system was 

modeled until an equilibrium state was reached after about 2000 fs. The system was observed to 

compress under loading and exhibit gradual increase in stress, until equilibrium levels started to 

be reached around 1500 fs mark. Figure 29 shows the three snapshot of the simulation, at the 50 

fs, 1000 fs and 1900 fs marks showing the particle stresses. 

 

 

Figure 29. Compressive model simulation snapshots at 50fs, 1000fs and 1900fs, 
shown with stress results 

 

The simulation was repeated three times, with control case, classic time-step method and 

variable time-step method evaluated. The mean kinetic energy  and stress values were evaluated 

and used in calculation of energy and stress error values as per equations (68) and (69). Mean 

kinetic energy error values are shown in figure 30, plotted against the time-step, shown for every 

200 fs of simulation. In general the error for both variable and constant time-step methods was 
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observed to increase rapidly at start before reducing and settling in the 2%-6% range for the rest 

of the simulation  

 

Figure 30. Mean kinetic energy error for constant and variable time step simulations 
plotted against time 

 

The rapid increase in error values at the start of the simulation is due to the high surface particle 

activity at the start of the simulation due to the surface effects causing the contraction of the 

outer layer of particles. For the entirety of the simulation the variable time-step methodology has 

shown a lower error value as can be seen from the figure 30. Mean stress error values are shown 

in figure 31, and in general follow the pattern similar to the kinetic energy error, experiencing 

rapid increase before settling in the general range of 15%-30%. Again, the error values recorded 

for the variable time-step methodology have been observed to be lower than those for the 

constant time-step methodology.  
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Figure 31. Mean stress error for constant and variable time step simulations plotted 
against time 

 

The summary of the average mean error values as well as computation efficiency of the two 

methods is presented in table 6. The variable time-step methodology has been observed to reduce 

the mean kinetic energy error by an average of 17% while reducing the mean stress error by an 

average of 13%. The computational efficiency was observed to be nearly identical with a very 

slight speed up observed for the variable time-step methodology.   

 

Table 6. Error and computational efficiency summary for pin compression 
simulation 

Simulation Type Average kinetic 

energy error (%) 

Average stress 

error (%) 

Avg. computational 

efficiency (seconds/fs of 

simulation) 

Constant Time-Step 5.8 % 21.5 % 3.22 

Variable Time-Step 4.8 % 18.6 % 3.20 
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The result obtained in this experiment illustrate how the variable time-step methodology can 

deliver more accurate results while maintaining the computational efficiency. If conversely, the 

accuracy of the constant-time step was deemed to be acceptable, the variable time-step 

methodology could have been used to increase the base-time step of the simulation, until the 

accuracy was matched, but the computational efficiency was improved, allowing for longer 

simulation runs or larger models to be studied with same computational resources. 

 

6.8 Methodology Application Example – Thermal Expansion 

In this simulation, metallic copper pin in FCC crystal configuration was once again used, with 

slightly larger simulation space, now containing 1600 particles. Thermal gradient was applied to 

the system as shown in figure 32, to study the kinetic energy variation as well as thermal stress 

created by the temperature gradient. Three simulations were once again conducted two using 

constant-time step methodology with time-step lengths of 1fs and 10fs respectively and a 

variable time-step methodology with a base time-step of 10fs. The accuracy of the 10 fs 

simulations was compared to the control case of 1 fs time-step, comparing system kinetic energy 

level as well as mean and maximum system stress.  

 

The simulation goal was to model the kinetic energy and thermal stress of the metallic pin under 

thermal gradient and observe the stresses present in the sample as well as the variation in system 

kinetic energy. The system was modeled until an equilibrium state was reached after about 1800 

fs. The system was observed to expand under thermal boundary conditions, with expansion 

volume increasing with temperature as expected. Figure 33 shows the three snapshot of the 

simulation, at the 50 fs, 1000 fs and 1900 fs marks showing the particle stresses. 
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Figure 32. Setup for thermal expansion simulation. Including model dimensions and 
temperature gradient. 

 

 

Figure 33. Thermal expansion model simulation snapshots at 50fs, 1000fs and 
1900fs, shown with kinetic energy results 
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The simulation was repeated three times, with control case, classic time-step method and 

variable time-step method evaluated. The mean kinetic energy and stress values were evaluated 

and used in calculation of energy and stress error values as per equations (68) and (69). Mean 

kinetic energy error values are shown in figure 30, plotted against the time-step, shown for every 

200 fs of simulation. In general the error for both variable and constant time-step methods were 

observed to again increase rapidly at start before reducing and settling in the 5%-15% range for 

the rest of the simulation 

 

 

Figure 34. Mean kinetic energy error for constant and variable time step simulations 
plotted against time 

 

 In this case the rapid increase in error values at the start of the simulation was due to the high 

rate of particle expansion at the start of the simulation while slowing down as the system reach 

equilibrium values. For the entirety of the simulation the variable time-step methodology has 

shown a lower error value as can be seen from the figure 34. Mean stress error values are shown 

in figure 35, and have exhibit a more uniform level of error throughout the simulation, remaining 

in the range of 30%-60%. Again, the error values recorded for the variable time-step 

methodology have been observed to be lower than those for the constant time-step methodology.  
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Figure 35. Mean stress error for constant and variable time step simulations plotted 
against time 

The summary of the average mean error values as well as computation efficiency of the two 

methods is presented in table 7. The variable time-step methodology has been observed to reduce 

the mean kinetic energy error by an average of 33% while reducing the mean stress error by an 

average of 17%. The computational efficiency was also observed to be better for variable time-

step methodology. 

Table 7. Error and computational efficiency summary for thermal expansion 
simulation 

Simulation Type Average kinetic 

energy error (%) 

Average stress 

error (%) 

Avg. computational 

efficiency (seconds/fs of 

simulation) 

Constant Time-Step 16.2 % 47.6 % 4.55 

Variable Time-Step 10.8 % 39.3 % 4.12 
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The result obtained in this experiment illustrate improvements in both error reduction and 

computational efficiency that can be achieved with the variable time-step methodology. The base 

time-step can further be adjusted up (to improve computational efficiency further at the expense 

of accuracy) or down (to improve accuracy at the expense of computational efficiency) until 

desired combination of accuracy and computational efficiency are reached. 

6.9 Methodology Application Example – Deposition Process 

In this case a highly dynamic system representing particle deposition of nickel onto same metal 

substrate was modelled. The highly dynamic system, representative of the coating deposition and 

additive manufacturing process, was predicted to highly benefit from the variable time-domain 

methodology, chiefly because of the combination of high energy gradient and similar energy 

level cluster concentrations typically expected in these situations.  

The simulation was setup as shown in figure 36, with substrate and deposition cluster. The 

deposition cluster was given an initial velocity to simulate the deposition process. Nickel in FCC 

crystal lattice orientation was used for both substrate and the deposition cluster as shown in 

figure 37.  

 

Figure 36. Setup for metal deposition model. Including substrate and deposition 
dimensions. 
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Figure 37. Default orientation of Nickel in substrate and deposition 

 

The simulation was run for 1000 fs, while kinetic energy and particle stress values were 

observed. A snapshot of the simulation is shown in figure 38, with kinetic energy values plotted 

at 100 fs, 300 fs, 600 fs, and 900 fs marks.  

The simulation was again repeated three times, with control case, classic time-step method and 

variable time-step method evaluated. The mean kinetic energy  and stress values were evaluated 

and used in calculation of energy and stress error values as per equations (68) and (69). Mean 

kinetic energy error values are shown in figure 39, plotted against the time-step, shown for every 

100 fs of simulation. In this case the error values were observed to climb throughout the 

presentation, owing to the highly dynamic system development only reaching equilibrium 

towards the end of the simulation time, with the error values fluctuating from 1%-10%. 
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Figure 38. Metal deposition model simulation snapshots at 100fs, 300fs, 600fs, and 
900fs shown with kinetic energy results 

 

 

Figure 39. Mean kinetic energy error for constant and variable time step simulations 
plotted against time 
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Variable time-step methodology has shown to generally reduce the errors, with the different 

more pronounced as the simulation developed, as shown in figure 39. Mean stress error values 

are shown in figure 40, and have exhibit a more uniform level of error throughout the simulation, 

largely remaining in the range of 5%-20%. Again, the error values recorded for the variable 

time-step methodology have been observed to be lower than those for the constant time-step 

methodology.  

 

Figure 40. Mean stress error for constant and variable time step simulations plotted 
against time 

 

The summary of the average mean error values as well as computation efficiency of the two 

methods is presented in table 8. The variable time-step methodology has been observed to reduce 

the mean kinetic energy error by an average of 37% while reducing the mean stress error by an 

average of 36%. The computational efficiency was also observed to be significantly better for 

variable time-step methodology. 
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Table 8. Error and computational efficiency summary for metal deposition 
simulation 

Simulation Type Average kinetic 

energy error (%) 

Average stress 

error (%) 

Avg. computational 

efficiency (seconds/fs of 

simulation) 

Constant Time-Step 5.4 % 12.2% 14.3 

Variable Time-Step 3.4% 7.8% 11.9 

 

As expected this type of simulation has benefitted greatly from the variable time-step 

methodology, recording significant improvement in both error values and the computational 

efficiency.  
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7. Discussion 

As shown in chapter 6 the proposed variable time-step methodology can provide significant 

benefits compared to classic constant time-step methodology. In the simulation cases considered 

in this work, the reduction in error of up to 35% was obtained for both mean kinetic energy and 

particle stress values. By allocating the computational resources to the areas of relatively high 

kinetic and potential energy the variable time-step methodology provide both faster 

computational cycle and more accurate results. This benefit is observed to increase in systems 

with high energy gradient as well as the systems that are in general composed of few relatively 

high energy clusters. The latter can be identified by having larger mean to median kinetic energy 

value ratio. This trend has been observed in the simulations conducted in chapter 6. Figure 41 

shows the increase in the ratio of computational cycle time of constant to variable time step 

methodologies, indicating that variable time-step methodology is more efficient, with the 

increase in Mean/Median kinetic energy for the deposition simulation. The data shows a nearly 

logarithmic trend with the benefits eventually tapering off.  

 

Figure 41. Ratio of cycle time (seconds/fs) required to advance the simulation of 
constant time-step to variable time-step methodologies plotted against 

mean/median kinetic energy of the system 
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Similar trend has been observed for the error difference between the constant and variable time 

step methods. With the increase of mean  to median kinetic energy the difference between the 

errors produced by two methods (here the higher difference indicates the greater accuracy 

obtained by variable time-step method)  also increases, as shown in figure 42, which track the 

values for differences in stress error in thermal expansion simulation against the mean/median 

kinetic energy 

 

Figure 42. Difference between mean stress error between constant and variable 
time-step methodologies, plotted against Mean/Median kinetic energy ratio 
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These results are directly related to the time-step frequency recalculation mechanism, and reflect 

the fact that in a system with high energy gradient the high and low energy areas are more 

pronounced and it is therefore easier to identify which areas require more computational 

resources and which areas can be recalculated with much lower frequency. The highest benefits 

of the proposed methodology are realized in a system with fewer high energy clusters and 

majority of the particles falling into average or below average energy level areas. Figure 43 

illustrates the mechanism by which the proposed variable time step methodology produces better 

results than the conventional constant time-step method. In this example there is a small high 

energy area surrounding the crack propagation (Region A) which has higher than average kinetic 

and potential energy, followed by system average area (Region B) which contains particles with 

average energy levels, surrounded by lower than average area (Region C) which contains 

particles with lower than average energy levels. Under constant time step method all particles 

would be recalculated with the same frequency, while under the variable time-step methodology, 

the particles in Region A would be recalculated twice as often as average, particles in Region B 

would be recalculated at the average rate, and particles in Region C would be recalculated at half 

the average rate. 

 

 

Figure 43. Example of constant and variable time-step methodologies for a 
hypothetical crack propagation simulation, where high energy region is denoted by 

A, average energy region is denoted by B, and low energy regions is denoted by C 
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As long as number of particles in Region A is smaller than number of particles in Region C, the 

variable time-step methodology would yield benefit. This is the case with highly dynamic 

systems that model thermal expansion, structural transformation, and deposition processes, as 

they require a large number of particles surrounding the main process to provide realistic 

surrounding conditions and provide space for the event to develop. Figure 43 also implies 

another conclusion, namely that although overall the simulation results may be more accurate, 

for particles in Region C the results are actually less accurate, since the particle dynamics here 

are recalculated at a slower rate, and since particle in Region C usually make up the majority of 

the simulation, the data for the majority of the particles is actually less accurate. This is however 

more than mitigated by the fact that the particles in Region A are the main contributors to the 

system energy and stress, so providing higher recalculation rate for the particles in Region A, 

increases the accuracy for the overall system. 

The results obtained in the experiments presented in chapter 6 are scalable to larger simulations 

as these poses the same characteristics, namely limited radius neighbour lists, potential based on 

local particle density and direct pair-wise interactions, only with the larger number of particles, 

and can therefore assume to receive the same benefits as the simulations conducted on the 

smaller size scale. Conversely, the fewer benefits would be obtained for systems with low energy 

gradient and generally uniform energy levels. For such system, below a certain threshold the 

proposed methodology will no longer provide any benefit in computational efficiency or 

accuracy because of the computational overhead required by the variable time-step methodology 

to calculate and set-up discrete time-domains. 
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8. Conclusion 

Present work has investigated the simulation methodology for the molecular dynamics analysis 

in the context of fundamental material properties at nanometer to micrometer scale and the 

importance of the processes and properties on this scale to an increasing number of engineering 

applications. The expansion of the model size and time scope allowed by the use of the variable 

time domains will enable larger and more accurate prediction of mechanical and chemical 

processes. As shown in previous chapter, the variability of the time domain is most useful when 

simulating the processes that yield a very large spread of potential or kinetic energy such as 

active structural processes (e.g. crack initiation or propagation), active chemical processes (e.g. 

coating deposition) and high thermal gradients (as may be the case with the engine components 

or microprocessor elements). In each of these cases the high energy gradient and the localized 

nature of the high energy domains lends itself nicely to the discrete time domain analysis. In the 

more uniform processes such as slow structural or thermal expansion the advantages would 

reduce with reduced energy level variability.  

The use of the presented methodology has allowed for a significant increase in both time and 

space scale of molecular dynamics simulations without the need for additional computational 

resources, by developing the sub-domain time variability principles, which allow for the 

prioritization of the high energy areas of the simulation. This in novel approach allows for the 

expansion of the semi-empirical simulation scope as shown in Figure 44, and moves the eventual 

goal of overlapping continuum and molecular simulation scales one step closer to reality.  

The time step variability and optimization methodologies proposed in this work include both 

pair-wise and small scale method which relies on identifying the energy level of the atomic pair 

during the vibration cycle and adjusting the time step increment for both of the atoms depending 

on the instantaneous kinetic and potential energy, as well as a large scale application of variable 

time step through introduction of discrete time domains for sections of the simulation, assigning 

fast recalculation cycles to areas of higher kinetic and potential energy concentration. Both of 

these methods attempt to push the boundaries of the molecular dynamics limit closer to the 

continuum mechanics threshold and bridge the simulation gap, that will eventually allow to 

perform continuous simulation of matter from smallest quantum scale up to the conventional 

engineering scales. 
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Figure 44. Expansion of molecular dynamics simulation domain achieved with the 
presented methodology 

The work presented in this study can be expanded with further investigation in optimization of 

the discrete time domains and their relationship to local potential, kinetic energy and other 

factors is essential. Furthermore, greater variability of applications, including alloyed, non-

metallic and organic compounds should be investigated to gauge the extend of advantages that 

can be obtained under different particle interaction methodologies.  
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Appendices 

 

Appendix A. Detailed Molecular Dynamics Formulation 

 

Energy of the atom in Embedded Rom Method formulation: 

𝐸𝑖 = ∑𝜑(𝑟𝑖𝑗
𝑗

) + 𝜓 (∑𝜌(𝑟𝑖𝑗)

𝑗

) 

( 70) 

 

Here the first tem,𝜑(𝑟𝑖𝑗), represents the pair-wise energy potential between two atoms, i and j, as 

a function of distance r. The second term is the combination of density potential function 𝜓and 

the particle density function 𝜌(𝑟𝑖𝑗) which depends on the particles distance r. The force can then 

be calculated as the negative derivative of potential function with respect to particle distance: 

𝐹𝑖 = −∑|𝜑𝑖𝑗
, + 𝜓𝑖

,𝜌𝑖𝑗
, + 𝜓𝑗

, 𝜌𝑗𝑖
, |

𝑗

𝑟𝑖𝑗 

( 71) 

 

Where 𝜑𝑖𝑗
,

 is the derivative of pair-potential interaction between atoms i and j, 𝜓𝑖
,
 and 𝜓𝑗

,
are the 

derivatives of the imbedding function for each of the atoms in any given pair interaction and 

𝜌𝑖𝑗
,

is the derivative of pair-density function (in this case 𝜌𝑖𝑗
,

 and 𝜌𝑗𝑖
,

are equivalent).  

The resultant force Fi is then used to calculate the equations of motion for each atom according 

to the Varlet algorithm: 

 



88 

 

𝑎̅𝑖(𝑡 + ∆𝑡) =
𝐹̅𝑖

𝑚𝑖
 

( 72) 

 

𝑣𝑖(𝑡 + ∆𝑡) =  𝑣𝑖 (𝑡 +
∆𝑡

2
) +

1

2
∆𝑡𝑎𝑖(𝑡 + ∆𝑡) 

( 73) 

 

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖 (𝑡 +
∆𝑡

2
) ∆𝑡 

( 74) 
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Appendix B. Embedded Atom Model for Copper and Nickel 

 

Figure 45. Distance (angstrom) vs. Potential (eV) graph for Copper 

 

 

Figure 46. Distance (Angstrom) vs. Density graph for Copper 

 

 

Figure 47. Density vs. Potential (eV) graph for Copper 
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Figure 48. Distance (angstrom) vs. Potential (eV) graph for Nickel 

 

 

Figure 49. Distance (Angstrom) vs. Density graph for Nickel 

 

 

Figure 50. Density vs. Potential (eV) graph for Nickel 
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