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A b str a c t

Gremlins: An Architectural Framework for Reconfigurable Autonomous Robots
James Gaston 

Master of Applied Science 
Electrical & Computer Engineering 

Ryerson University 2005

e work area of a team of small robots is limited by their inability to traverse a very 

nmon obstacle: stairs. We present a complete integrated control architecture and com- 

inication strategy for a system of reconfigurable robots that can climb stairs. A modular 

)ot design is presented which allows the robots to dynamically reconfigure to traverse 

tain obstacles. This thesis investigates the implementation of a system of autonomous 

rots which can cooperatively reconfigure themselves to collectively traverse obstacles such 

stairs. We present a complete behavior and communication system which facilitates this 

tonomous reconfiguration. The layered behavior-based control system is fault-tolerant and 

;ends the capabilities of a control architecture known as ALLIANCE. Behavior classes are 

reduced as a  mechanism for managing ordering dependencies and monitoring a robot’s 

rgress through a particular task. The communication system compliments the behavioral 

itrol and implements inherent robot failure detection without the need for a base station 

external monitor. The behavior and communication systems are validated by implement- 

; them on a mobile robot platform synthesized specifically for this research. Experimental 

als showed that the implementation of the behavior control systems was successful. The 

itrol system provided robust, fault-tolerant performance even when robots failed to per- 

m docking tasks while reconfiguring. Once the robots reconfigure to form a chain, a 

ferent control scheme based on gait control tables coordinates the individual movements 

the robots. Several successful stair climbing trials were accomplished. Improvements to 

3 mechanical design are proposed.
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Chapter 1

fitroduction

yrULTI-AGENT robot systems facilitate the completion of tasks that are either too 

V JL complex, too time consuming, or physically impossible for a single robot to accom- 

3h alone. Cooperative robotic systems can be inherently more fault tolerant and adaptable 

in their single complex and expensive robot counterparts.

ativation

e of the drawbacks to a system of small, cooperative robots is their limited mobility, 

rile such robots are typically highly maneuverable they are usually dwarfed by common 

stades that humans overcome with ease. Currently there are no successful examples of 

autonomous multi-agent robotic system that implements stair climbing. The purpose of 

s work is to create a general purpose control and communication architecture that can be 

Dlied to tasks such as coordinating a system of robots that can collectively traverse stairs, 

e robots accomplish this feat by mechanically reconfiguring the entire robot system. The 

)ots autonomously couple together to combine their mechanical functionalities and create 

lew entity with the capability to traverse stairs. The implementation of such a system 

latly expands the capabilities and potential of multi-agent robotic systems, especially in 

ioor environments. Now small groups of collaborative robots are no longer limited to an 

^rational theater of a single floor.
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Figure 1.1: Overview of the Proposed Control and Communication Architecture 

Contributions of this Work

We propose a complete integrated control architecture and communication strategy for a 

system of reconfigurable robots that perform tasks with ordering dependencies. The com­

munication strategy to autonomously maintain a structured message passing network with­

out the need for external supervision. To our knowledge, this is the first implementation of 

such an architecture that facilitates cooperative autonomous docking and reconfiguration of 

robots. Figure 1.1 shows the proposed control and communication architecture.

The Gremlin robots serve as a platform for the verification of the control and communi­

cation architecture. The contributions of this thesis to the current body of research are;

• A behavioral control architecture and communication system, integrated to facilitate 

autonomous mechanical reconfiguration of robots.

•  Extension of a behavior-based control architecture called ALLIANCE which improve 

the efficiency of cooperative tasks with ordering dependencies.



• A new type of gait control table for motion planning is proposed which includes sensor 

feedback and implements a mechanical travelling wave on a set of linked stair climbing 

robots.

• A high level sign-board based communication scheme is integrated into the architecture 

which complements the behavioral system.

• A time domain multiple access (TDMA) communication scheme that allows the robot 

team to maintain a structured message passing system without the supervision of a 

base station or computer.

•  A simple mechanical design augmented by a suitable control system.

This research represents the first successful implementation of cooperative autonomous 

stair climbing robots that we are aware of.

le C hallenge of S ta ir  C lim bing

e difficulty of creating a system of reconfigurable, autonomous stair-climbing robots is 

[blighted in [1]. In this paper, the author outlined a system of autonomous robots that 

uld couple together using electromagnets and would use rotating armatures to lift one 

Dther up the stairs. The author provided a comprehensive list of the challenges associated 

:h this type of research including;

•  Designing a power system substantial enough to sustain large motors and electromag­

nets for coupling and climbing

• Designing a control system to manage autonomous operation, reconfiguration and 

climbing

• Incorporating sensors to facilitate autonomous reconfiguration and climbing

• Designing a multi-agent communication mechanism

• Providing a mechanism for localization between robots

3



• Creating a physical design that is small and compact

The proposed research implements a system of autonomous, behavior-based robots that 

can dynamically and autonomously reconfigure to climb stairs. This implementation is 

achieved by building on previous research in the fields of behavior-based robot control, 

multi-agent robot communication, reconfigurable robots, and kinematic modelling. This 

work represents the first successful practical implementation of the fusion of these research 

fields.

The following outlines the goals of the proposed research:

• Develop a system of small autonomous mobile robots that can cooperatively climb 

stairs.

• The robots must function independently of each other when not climbing stairs to 

maintain the benefits of a multi-agent robotic system.

• The robots should be simple. Instead, the focus will be placed on the behavioral control 

of the robots.

• The robots should perform reconfiguration and climbing completely autonomously. No 

external control or communication supervision will be supplied.

• The robots should be as inexpensive as possible.

There were many electrical, mechanical, and conceptual challenges that are overcome to 

make the proposed implementation successful. Some of the most significant design challenges 

are;

• A mechanical lifting system that was simple, yet provided a mechanism that was strong 

and reliable for stair climbing

• A docking mechanism that was simple yet allowed a certain degree of misalignment

• A coupling mechanism to enable robot reconfiguration



•  An electrical system that could implement the behavioral control system, control the 

mechanical systems, and fit within the constraints of the physical design of the robot

• An optical localization system to facilitate autonomous docking for reconfiguration

• A communication system using low cost hardware that can support multi-robot com­

munication without a base station

ganization of the Thesis

is chapter has provided a brief introduction to the challenges of robot stair climbing, 

e following chapter expands on current research in the field of robotic stair climbing and 

0 presents a  brief history of mobile robotics and multi-agent robot research. Chapter 

ntroduces a behavior-based robot control structure that is robust, reliable, and, as was 

)wn in this thesis, well suited to autonomous robot reconfiguration. Chapter 4 presents 

nponents of a communication framework that is integrated with the control structure 

îsented in Chapter 3, and facilitated inter-robot communication in this project. Chapter 

iresents the implementation of stair climbing robots from mechanical and electrical design, 

behavioral control, and inter-robot communication. Chapter 7 outlines the experimental 

ification of this design and Chapter 8 presents conclusions based on observations from 

;se experiments.



Chapter 2 

Related Work

Th is  chapter provides a background on multi-agent robotic systems and looks at the 

challenge of robot stair climbing by examining other stair climbing projects. Finally, 

the challenge of robot stair climbing in the realm of multi-agent robotic systems is defined.

2.1 M obile R obotics R esearch

The field of robotics is vast and varied. Research ranges from industrial applications, to 

space exploration. Some researchers focus on mechanical design and functionality while 

others focus on robot control and behavior. The United Nations World Robotics survey 

[2] predicts a sevenfold increase in the use of robots for domestic use by the year 2007. 

The survey predicts that 4.1 million robots will be in use performing duties such as mowing 

lawns, vacuuming floors, and guarding homes. Towards the end of this decade, robots will be 

commonplace in such activities as assisting the elderly and handicapped, performing surgery, 

and dealing with hazardous situations such as fighting fires and disarming bombs.

One of the first mobile robots was the Tortoise developed by Grey Walter [I] in 1950. 

The robot consisted of vacuum tube amplifiers that drove a relay system used to control 

the steering and drive motors. The Tortoise exhibited simple tropism behaviors and would 

automatically recharge itself.

Ten years later a robot called the Hopkins Beast was created at the Johns Hopkins 

University [5] which navigated using sonar and was able to recharge itself by docking with



Figure 2.1: The Tortoise [3]

11 outlets.

Figure 2.2: The Hopkins Beast [6]

A robot named Shakey was one of the first mobile robots to be controlled by a computer 

Shakey, developed in 1970, used a television camera to navigate an office area and 

s able to recognize specially colored objects. The success of Shakey led to the Stanford 

,rt, and the CMU Rover which implemented environment mapping using stereo vision and 

rasonic sensors, respectively.

Recently, large commercial companies have joined academic institutions in the devel-



Figure 2.3; (a) Shakey [8J (b) Stanford Cart (c) CMU Rover [9]

opment of mobile robots. While historically limiting their robotics research to industrial 

applications, companies such as Sony and Honda have developed consumer robots such as 

the AIBO  [10] robotic dog and the Asimo [11] humanoid robot.

2.2 M ulti-A gent R obotic System s Background

Multi-agent or distributed robotic systems are attractive because they allow for the com­

pletion of tasks that cannot be accomplished by a single robot, and the efficiency and pro­

ductivity of a system can also benefit from using multiple robots [14]. Cooperative robotic 

systems can be inherently more fault tolerant and adaptable than a comparable single robot 

system.

The study of cooperative robotics is relatively now when compared to other fields of 

robotics research. Research into reconfigurable robot systems, motion planning, and coop­

eration architectures were popular during the birth of multi-robot systems research about 

20 years ago [15]. Reconfigurable robot systems, a subset of cooperative robotics, grew out 

of cellular robotics which was actually an extension of distributed computing research [16]. 

Motion planning research has included studies of multi-robot movement in formations, as

8



Figure 2.4: The Honda Asimo Robot [12}

Figure 2.5: The Sony AIBO Robot [IS]



well as path planning for situations where multiple robots must coexist in a finite amount of 

space without excessively interfering with the mobility of other robots [17-19]. Current re­

search in multi-agent robotic systems has continued to expand to include research pertaining 

to communication, learning, biological parallels, localization, and mapping and exploration 

[20].

Distributed robotic systems have a plethora of applications including cooperative ex­

ploration, creating ad-hoc mobile communication networks to exchange sensor information, 

performing surveillance, or performing cooperative transportation of objects. One of the is­

sues that can effect the usefulness and effectiveness of a robot, or a system of robots, working 

at a real world task such as these is mobility. Real world environments are dynamic and 

cluttered. Small robots, for example, can be thwarted by common indoor obstacles such as 

furniture or stairs. Larger robots can overcome these obstacles by virtue of their size and 

power output, but are poorly suited to navigating tight spaces, moving with stealth, and 

working in large groups.

2.3 R obot Stair C lim bing Research

Robot stair climbing research can be divided into two broad categories: single robot systems, 

and multi-agent systems. All multi-agent systems use reconfigurable robots. The amount 

of research conducted concerning single robot stair climbing systems far outweighs that of 

multi-agent systems. This section describes the current state of research in both of these 

categories.

2.3.1 Single-Robot System s

This section has provides an overview of single-robot stair climbing research by highlighting 

some of the notable projects. Robots such as URBIE [21], and QRJO [22] are successful 

implementations of fully autonomous robot stair climbing. Many other projects demon­

strate viable mechanical platforms for stair climbing robots, but have yet to demonstrate 

autonomous operation.

10



Figure 2.6: Urbie Tactical Mobile Robot [23]

•ban II Vehicle

mentioned earlier, there has been a substantial amount of research performed concerning 

gle-robot stair climbing systems. These robots are typically large and use wheels, tracks, 

legs for locomotion. The Urban II  Vehicle, nicknamed Urbie, was developed in 2001 as 

rt of the Tactical Mobile Robot program funded by DARPA [24] and was a joint effort of 

3 NASA Jet Propulsion Laboratory at the California Institute of Technology, the iRobot 

rporation, and the Robotics Institute of Carnegie Mellon University [21]. Physically, Ur- 

: is a large tracked robot with a mass of approximately 20kg. It uses three gyroscopes, 

ctrolytic tilt sensors, and a LADAR laser scanner [25] to implement vision-guided au- 

lomous stair climbing. The Urbie robot is one of the most successful implementations 

autonomous stair climbing. In its “Autonomous Mode” the robot will autonomously ap- 

)ach and climb stairs, traverse a landing and continue climbing the next set of stairs using 

sensors [26].

ELIOS OfF-Road R obot

le development of the HELIOS series of off-road robots at the Tokyo Institute of Technol- 

Y [27] in 1999 focused mainly on the mechanical design of the robot. The researchers in 

s project focussed on traction mechanics on the robot. The vehicle itself is equipped with 

ir low-pressure tires, two high-pressure tires, and two continuously variable transmissions, 

le most recent incarnation of the HELIOS series, the HELIOS V , was able to climb stairs

11



Figure 2.7: The HELIOS Off-Road Robot [28]

Figure 2.8: Octopus Wheeled Climbing Robot [30]

with a 16cm rise and 30cm tread by using the low-pressure tires to grip the edge of the stairs. 

The researchers note, however, that the vehicle would not be able to climb all types of stairs, 

and different wheels may be needed to traverse stairs with a different geometry [27]. The 

Helios robots are operated under manual control and offer no autonomous operation.

Octopus Legged and Wheeled Robot

Researchers at the Swiss Federal Institute of Technology in Switzerland have combined the 

concepts of legged and wheeled robots to create Octopus a robot v/ith eight motorized wheels 

and 15 degrees of freedom [29]. Like the Helios robots, development of the Octopus was 

mainly focussed on mechanical design. In 2002, the researchers concentrated their efforts on 

integrating tactile wheels capable of detecting physical contact with the terrain. In [29], a 

stair-climbing algorithm using the Octopus hardware is formulated, but the researchers have 

yet to test the mechanical design and are planning to implement a controller for the robot.

12



:tal W heeled Stmr Climber

joint research project between the Japanese National Defense Academy and the Depaxt- 

nt of Mechanical Engineering at the Tokyo National College of Technology yielded another 

,al wheeled stair climbing robot [31]. The project focussed mainly on the distributed con- 

1 system necessary to manage the eight wheels of the robot, but was able to successfully 

nonstrate the traversal of a small staircase. Autonomous traversal of the stairs was ac- 

nplished using obstacle detectors mounted near the wheels on each of the arms.

g-W heeled R obot

interesting hybrid between wheeled and bi-pedal robots was developed at the Gifu Labo- 

ory in Japan by Matsumoto et al [32]. This robot was bipedal, but had wheels for “feet” 

gure 2.9). The Leg-Wheeled robot was designed to overcome the shortcomings of its pre- 

lessor who was unable to traverse stairs with short treads. The researchers involved with 

s project proposed a trajectory planning method for control of the robot while ascending 

irs. The researchers modelled the mechanical system of the robot and conducted simu­

lons before implementing the climbing algorithm on the physical robot. The researchers 

;cessfully used the control scheme to have the robot climb a set of stairs. The researchers 

[ not, however, address the fact that their robot cannot traverse stairs over 7cm in height.

pedal Stair Climbing R obots

other researcher in Japan, [33], has undertaken robot stair climbing with a bipedal robot, 

æ his counterparts in Japan with the leg-wheeled robot, this researcher focussed on mod- 

ng the mechanical system of the bipedal robot and then used the model to implement 

impie stair climbing algorithm. One unique feature of this robot wa.s its variable-length 

s which would be extended or retracted as needed (Figure 2.10). Due to the complexity 

the mathematical model of the robot, and the resulting complexity of the climbing algo- 

im, sensor information from the robot was sent to a remote computer to be processed, 

tonomous operation was not achieved, and the robot could only traverse stairs with a

13



Figure 2.9: The Leg-Wheeled Robot [32]

Figure 2.10: Bipedal Robot with Variable-Length Legs [S3]

limited height.

Researchers in Italy at the Laboratory of Robotics and Mechatronics [34] have developed 

a bipedal mechanical robot system which incorporates pneumatics and suction cups (Figure 

2.11). The robot has a programmable logic controller (PLC) which houses subroutines 

for walking and stair-climbing motions. A remote control system was used to trigger the 

subroutines in the PLD and have the robot ascend a set of stairs. Further research [35] showed 

that the robot could also descend stairs. The researchers plan to implement autonomous 

operation of the robot in the near future.
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F igu re 2.11: EP-W AR2 Biped Robot [34]

Two recently developed bipedal robots capable of autonomous staircase traversal are 

! BA Rt-U H  and the QRIO, from the Intitut für Regelungstechnik in Germany, and the 

elligent Systems Research Laboratory at the Sony Corporation in Japan, respectively, 

ch of these robots, (Figure 2.12), used stereo machine vision to implement autonomous 

ir climbing [36] [22].

ÎOUT Four-Legged R obot

2004, researchers at McGill University in Montreal took a different approach to legged 

ir climbing with the quadruped SCOUT  robot [37]. Their four-legged mechanical robot 

)totype uses servos as actuators. Despite its relative simplicity with one degree of freedom 

• leg, the researchers have shown through simulation that the SCOUT robot is capable of 

ir climbing. Physical implementation and autonomous operation are yet to be completed.

out Jum ping  R ob ot

unique entry in the realm of single-robot star climbers is the Scout robot [38] developed 

the Center for Distributed Robotics at the University of Minnesota. This robot is an 

;eption to the paradigm that stair climbing robots need to be large relative to the size

15



Figure 2.12: (a) BARt-UH [36] (b) QRIO [22]

Figure 2.13; SCOUT-1 Quadruped Robot [37]
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F igu re  2.14: The Scout Stair-Hopping Robot [38]

1 stair. The Scout robot traverses stairs by jumping from one stair to another using a 

ing-loaded catapult foot. The only drawback to this type of staircase traversal is that the 

iOt can only perform this jumping maneuver on stairs with long treads.

dr Climbing A ssistance R obots

e of the practical applications for single-robot stair climbers is robotic assistance for the 

erly and disabled. In 1998, Takahashi [39] presented bipedal robots that acted as support 

ile ascending and descending stairs. Wiesspeiner, from the Graz University of Technology, 

! developed a robotic stair climbing wheelchair to assist disabled persons [40].

5.2 R econfigurab le R ob ots

ist of the current multi-agent robotic systems utilize small robots [41]. While these robots 

typically highly maneuverable in confined spaces their diminutive size makes them ill- 

upped to deal with all but flat, level terrain. In indoor environments, groups of small 

lotics are conflned to one level of the structure. Climbing stairs is impossible as the 

le of such robots is typically far below that of an average stair. Descending stairs is an 

tally daunting task which usually consists of the robot driving off the edge of a stair with 

astrous results.
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The Molecule

At the Dartmouth Robotics Laboratory, researchers have begun development on a modular 

robot called The Molecule that boasts self-reconfiguration abilities. The Molecule is currently 

in the early stages of development but when complete, the modular robot “can assume a snake 

shape to traverse a tunnel, reconfigure upon exiting as a six-legged robot to traverse rough 

terrain, and change shape and gait to climb stairs and enter a building” [42]. These abilities 

highlight just some of the qualities of a reconfigurable robot. One of the biggest advantages 

a reconfigurable robot has over a fixed-architecture robot is that a reconfigurable robot 

can support multiple modes of locomotion and manipulation. In terms of stair climbing, 

a reconfigurable robot could reconfigure to climb the stairs and then reconfigure again to 

perform some other function.

Polybot Modular Reconfigurable Robot

Some researchers have approached the problem of robot stair climbing using modular or 

reconfigurable robots. One of the most successful implementations of a reconfigurable, mod­

ular robot is the Polybot developed in 2001 at the Xerox Palo Alto Research Center in the 

United States [43]. The Polybot is a modular reconfigurable robot comprised of many simple 

robotic modules coupled to one other. The modules can be arranged in different configu­

rations such as a snake, a spider, a biped, or other geometric configurations. The Polybot 

has undergone three generations of development [44], but version 4 of the first generation 

(Polybot Glv4) was the first incarnation of the Polybot to exhibit stair climbing capabil­

ities. Research conducted with the Polybot has shown that gait control tables (GOT) are 

an effective mechanism for open loop movement control of a snake-like modular robot. A 

gait control table contains position entries for each degree of freedom used to implement a 

specific locomotion gait. Table 2.1 depicts a gait control table for a travelling arc using four 

robot modules coupled together in a simple chain, or snake configuration. The entries in the 

table represent the angle of each joint at a particular step in the motion. Gait control tables 

are discussed in more detail in relation to the Gremlin climbing algorithm in Section 5.3.4.
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Module Number
1 2 3 4

step 1 15 15 -15 15
step 2 15 15 15 -15
step 3 -15 15 15 15
step 4 15 -15 15 15

T able 2.1: Simple Gait Control Table fo r  Travelling Arc Locomotion

(a) Polybot Chain (b) Polybot Spider (c) Polybot Loop

F igure 2.15: Polybot Configurations

The mechanical feasibility of Polybot stair climbing was demonstrated using a loop con- 

iration. The gait control table was supplied to the module via cables from a remote 

top [43]. Due to the fact that there were no environmental sensors on the modules, the 

ir climbing motion was mostly prescribed, with the loop of modules taking the shape of 

stairs without sensing them (Figure 2.16). Researchers involved in the Polybot project 

n to migrate the gait control tables into the individual modules to enable autonomous 

iration [45].

F igure 2.16: Polybot Stair Climbing 
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Figure 2.17: The Inchworm Robot

The Inchworm

In 1997, researchers at the Dartmouth College Department of Computer Science developed 

a reconfigurable robot called The Inchworm which is made up of a number of autonomous 

modules that can reconfigure according to a given task [46]. The design philosophy in this 

project differs from that of the Polybot in that the Polybot modules were not autonomous, 

and could not operate as individual entities outside of the Polybot chain. While the re­

searchers at Dartmouth have not yet implemented dynamic autonomous reconfiguration 

with multiple Inchworm robots, the idea of autonomous modules in a reconfigurable robot 

remains attractive.

O m niT read S erp en tin e  R o b o t

Two collaborative research groups at the University of Michigan in the United States and 

the Institute of Automatic Control in Poland, have developed the OmniTread Serpentine 

Robot. The OmniTread was comprised of five segments covered in tracks linked to one 

another by two degree of freedom joints. As of 2005, the OmniTread is purely a mechanical 

implementation with no autonomous or independent module operation [47]. However, their 

design did demonstrate the ability of a chain of robots to traverse tall vertical steps (Figure 

2.18).

M illib o ts

The Millibots developed in 2001 at Carnegie Mellon University in the United States are a 

very successful implementation of a multi-agent robotic system. The Millibots use a modular 

architecture that allows different sensing and processing platforms for each robot depending
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F igu re 2.18: OmniTread Robot Stair Climbing

...

Figure 2.19: Millibots

the mission parameters [48]. The Millibots have been used to demonstrate applications 

multi-agent robot systems such as cooperative mapping of indoor environments, coop- 

tive target tracking, redundant execution of a mission, localization for the purpose of 

iaboration, and cooperative self-repair of the robot team [49]. Development of the Milli- 

,8 has also led to advances in sensor and communication capabilities of the robots as well 

bigh-level aspects of cooperative tasks [50, 51].

Despite the success of the Millibot project, the researchers realized that limited mobility 

3 still a major drawback of using small robots. They proceeded to develop the Millibot 

lin. The goal of the Millibot Train project was to enhance the mobility of the robots to 

)w them to operate in environments with rough terrain and traverse larger obstacles [41]. 

The Millibot Train modular robot system was designed to incorporate individual Mil- 

)t modules with powered tracks, and an electro-mechanical coupling/lifting mechanism 

gure 2.20). Work on the Millibot train did not include development of external sensors, 

onomous coupling, or high-level control. Instead, the researchers focussed on the electro-
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I
Figure 2.20: Stair Climbing with the Millibot Train

mechanical design of the robot. Pused-deposition-modelling for rapid prototyping was used to 

manufacture most of the parts for the robots. The robots also included several custom-built 

mechanical systems including a planetary-traction drive system, a coupling system based 

on shape-memory-alloy wire, and a harmonic-drive lifting mechanism with laser-cut gears. 

The researchers were able to demonstrate that the Millibot Train could traverse stairs up 

to 33cm in height under manual control. The authors cite autonomous operation, coupling, 

and stair-climbing as future work for their project.

The Millibot Train project demonstrates that it is possible to fabricate a system of small, 

modular, reconfigurable robots capable of climbing stairs. It also illustrates that there are 

research opportunities for creating robots that are less mechanically complex and can operate 

autonomously.
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îhapter 3 

Lobot B ehavior

rHIS chapter presents behavior-based robot control systems and the ALLIANCE con­

trol architecture. Improvements necessary for adapting the ALLIANCE architecture 

facilitate the dynamic reconfiguration of robots is also discussed.

1 B e h a v io r -B a se d  R o b o tic s

liavior-based robotic control is a methodology for designing autonomous agents such as 

lots. It links artificial intelligence, engineering, and cognitive sciences [52]. Behavior- 

;ed controllers are designed to realize particular high-level goals. They are comprised of 

ollection of behaviors which take inputs from a robot’s sensors and control the robot’s 

uators. Behaviors can also communicate and interact with each other. Behavior-based 

>otic control places emphasis on creating agents that can act intelligently. It is important 

note the distinction between acting intelligently and producing cognition. Behavior based 

lotics does not seek to produce cognition, but rather create robotic control systems where 

: completion of a particular goal is paramount, and the coupling between perception of 

: environment and action is as direct as possible. In fact, one of the guiding principles in 

lot design is the emphasis on understanding the environment in which a robot functions

The behavior-based design strategy has produced robotic systems used in military appli- 

ions, mining, space exploration, disaster relief, and the modern home [53]. The Sojourner
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Rover [54] which was part of the NASA Pathfinder mission to Mars (Figure 3.1), employed

a behavior-based control layer developed at the Jet Propulsion Laboratory at the California 

Institute of Technology. This type of control system was able to acknowledge failure and 

adapt the robot controller accordingly.

Figure 3.1: The Mars Rover Sojourner

3.1.1 A Brief H istory of Behavior-Based Robotics

Current behavior-based robot control is the fusion of the two basic types of robot control 

systems [55]. The first basic type of control system employs planner-based strategies. Under 

this control scheme a centralized world model is employed which is used to verify sensor 

feedback and generate actions as outputs [56-58]. Planner-based control strategies are also
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;rred to as deliberative and the two terms are used interchangeably. Information about 

world is provided by the sensors and acts as an input to the planner. The planner uses 

information in the world model in conjunction with the sensor inputs to select the best 

irse of action (Figure 3.2). Problems can occur when situations arise that are not included 

:he world model. For this reason, a deliberative control model is best suited to situations 

ere the tasks is highly structured and the environment is predictable.

Model

Act

S e n se

P lan

M anner-B ased  Control 
S tra tegy

F igu re  3.2: Structure o f a Deliberative Control System

Simplified Reactive Robot Control

A ctuator OutputsR eactive MappingS e n so r  inputs

F igure 3.3: Reactive Control Scheme

The second basic control system exists at the opposite end of the spectrum. Purely
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reactive control schemes contain no models of the world, and maintain minimal internal 

state. In software terms, reactive control schemes function like lookup tables and simply map 

sensor inputs to output actions, creating a direct connection between sensors and actions 

[59, 60]. Arkin [7] defines the following properties of reactive robot control systems;

• Behaviors serve as the basic building blocks for robotic actions.

• Abstract representation of sensor data is avoided in the generation of a response.

• Reactive systems are inherently modular from a software point of view.

• Animal models are often used as a basis for reactive systems.

The main advantage of reactive control systems is their fast response time. The respon­

siveness of a reactive control scheme is the result of directly coupling the sensor inputs to 

the actuator outputs. Figure 3.4 depicts a simple example of a reactive control scheme that 

implements obstacle avoidance by cross-coupling sensor inputs to actuator outputs. One of 

the major drawbacks of this approach is that it limits the robots’ ability to perform high-level 

tasks which require planning and decision making.

Figure 3.5 shows a comparison between reactive and deliberative control systems. Reac­

tive systems can provide real-time response and require no symbolic representation of their 

environment. However, reactive systems only implement low-level intelligence, and can only 

perform simple calculations. The performance of deliberative systems are dependent on the 

internal representation of the environment and offer high-level intelligence at the cost of 

slower response times.

3.1.2 A Hybrid Control Architecture

The subsumption architecture [61] provided a structured methodology for reactive systems. 

It is considered to be the foundation for modern behavior-based robotics [52]. This archi­

tecture used a bottom-up approach with a layered set of rules. Low-level layers such as
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Simple Reactive-Based Obstacle Avoidance

Righ" Infrared  
Senear

S e n s o r  In p izx

L d l Infrared 
S e n s s f

R eacirve f.«applflg

•TUm Rtghi'r-

A e ln a lo r  Inpiibt

■Turn Lefl-

F igu re  3,4: Simple Reactive Control Example
-

[ision avoidance and obstacle detection were assigned the highest priority and were imple- 

nted using the reactive control system philosophy. High-level behaviors were rules which 

Dlemented goal-achieving functions and utilized lower-level behaviors as outputs. An in- 

mediate module was employed which managed conflicts between the high-level behaviors 

i the purely reactive low-level behaviors.

One of the distinctive features of the subsumption architecture was the distributed nature 

the control system [55]. Figure 3.6 depicts a simple example of a subsumption-style 

itrol architecture designed to have a robot map obstacles in an environment. Note that 

laviors are implemented at different levels of abstraction. All of the behaviors are executed 

icurrently to exploit parallelism, making the system more powerful than a simple reactive 

tern.

Modern hybrid control systems seek to improve on the subsumption architecture. The 

^elopment of the subsumption architecture yielded a control system that enabled real- 

le responses, and modular representation of behaviors but was inherently reflexive in 

;ure. Being reactive in nature, the subsumption architecture lacked a mechanism for
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D eliberative
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Reactive

Reflexive
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Figure 3.5: The Robot Control System Spectrum [7]

symbolic representation which could integrate knowledge of the environment into the system. 

Deliberative control systems provide a means of high-level planning for tasks that require 

purposeful action as opposed to reflexive action. The introduction of a deliberative control 

layer creates a control system*-where high-level planning is used to guide reactive control to 

achieve a particular task.

Advances in robot control architectures, [7], [62], led to hybrid architectures which 

employed aspects from both planner-based and reactive schemes. The hybrid delibera­

tive/reactive approach used reactive control for low-level actions and planner-based strategies 

for high-level decision making [55]. In simple terms, the reactive portion of the robot control 

deals with the immediate safety of the robot while the deliberative control system main­

tains an internal representation of the world and makes high-level decisions according to this 

model.

Variations of the hybrid control architecture have been used in many multi-agent robot 

systems. Noreils [63], implemented a three-level control architecture to facilitate multi­

robot cooperation which incorporated a planner, a control level, and a functional level. 

The ACTRESS architecture described in [64] introduced a negotiation framework which 

allowed robots to recruit help from other units. These implementations addressed the issue 

of behavior arbitration and task selection, the central design challenges of behavior-based 

robotics [52]. They did not, however, address some difficult real-world issues for physical
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F igu re  3.6: A  Simple Subsumption-Style Control Architecture

)ot teams such as dynamically changing environments, communication breakdowns, and 

)ot failures. The next section presents a control architecture which emphasizes fault 

erance, and adaptive cooperative control, both of which are necessary for a system of 

onfigurable robots.

2 T h e  A L L IA N C E  A rch itec tu re

e ALLIANCE behavior architecture, originally developed by Parker [65] in 1998, is a 

lavior-based distributed architecture that achieves fault-tolerant robot cooperation using 

iptive action selection. ALLIANCE is designed to exhibit robustness, fault tolerance, 

lability, flexibility, adaptivity, and coherence [66]. The main goal of the ALLIANCE 

hitecture is to implement a. robot control scheme that will operate successfully amidst 

"ariety of uncertainties such as sensor noise, robot failures, a dynamic environment, and 

sctor noise. The ALLIANCE architecture seeks to improve on tradition behavior-based 

itrol by grouping behaviors into behavior sets. These behavior sets are activated or put 

o hibernation depending on the current high-level task. Each behavior set encapsulates 

lavioral capabilities required to accomplish a high-level task.
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The Alliance Architecture
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Figure 3.7: The ALLIANCE Control Architecture
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Action selection in the ALLIANCE architecture is achieved through the use of motiva-

nal behaviors. These motivational behaviors represent the high-level goal-oriented be- 

/iors of the robot and control the activation of their associated behavior set. Only one 

lavior set may be active at a time, but lower-level reactive behaviors may be activated 

necessary. The motivational behavior mechanism for behavior selection is based on two 

thematically modelled motivations: impatience and acquiescence. Each motivational be- 

ẑ ior calculates a level of activation for its associated behavior set using sensory feedback, 

nmunication with other team members, and the current rates of impatience and acquies- 

ice. A behavior set is activated when its level of activation crosses a specified threshold 

i  the robot has selected an action.

The impatience and acquiescence mechanisms of this behavior architecture provide a 

ans for fault-tolerant multi-robot cooperation. Robots will become impatient if a partic- 

ir goal is not being accomplished by another team member and will take over the task, 

well, a robot will acquiesce a tasks if sensory input indicates that the task is not being 

zomplished in a timely and satisfactorily manner.

2.1 A p p ly in g  th e  A L L IA N C E  A rchitecture to  R econfigurable  
R o b o ts

e ALLIANCE architecture has been used to implement multi-agent robot cooperation 

tasks such as hazardous spill removal, formation-keeping, cooperative tracking, and box 

shing. Our proposed design adapts the ALLIANCE architecture to facilitate autonomous 

lavior-based docking and reconfiguration. The ALLIANCE architecture is well suited 

this task because it provides a robust, fault-tolerant control system. The motivational 

laviors impatience and acquiescence were crucial to implementing autonomous docking, 

eking with mobile robots is a very difhcult task [67-69] and can require several attempts 

fore a successful dock is accomplished. Acquiescence and impatience in the ALLIANCE 

:hitecture provided mechanisms to ensure that unsuccessful docking attempts did not 

pardize the overall success of the cooperative reconfiguration task. The implementation
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of autonomous docking is discussed in Chapter 6.

One of the major shortcomings in the implementation of the ALLIANCE architecture 

presented in [65] was the inter-robot communication scheme. In previous experimental im­

plementations of the ALLIANCE architecture, communication was not the focus. The re­

searchers used a simple broadcast communication scheme managed by a central base station. 

While this scheme was adequate for early trials, the necessity of a central base station to 

manage communications does not allow for completely autonomous operation of the robot 

team. The next chapter presents a communication scheme that, when integrated with AL­

LIANCE, removes the need for a communication base station.

3.2.2 ALLIANCE Formal M odel

The formal model of the ALLIANCE architecture is made up of the threshold of activation 

for behavior sets, and five primary inputs to the motivational behaviors. These five inputs 

are used in the computation of the current level of motivation for each behavior set.

Threshold of Activation

A single parameter determines whether a given behavior set is active. This parameter is 

the threshold of activation, 0. Different thresholds can be defined for each behavior set or

a single threshold value can be supplied for all sets. Typically, one threshold is used for all

behavior sets and the rates of impatience and acquiescence are different for each set.

Sensory Feedback

Sensory feedback in a robot can be either physical sensor information or virtual sensors. 

Virtual sensor information is supplied in the form of state information. Motivational behav­

iors use sensory feedback to determine whether the corresponding behavior set needs to be 

activated in order to proceed with the current mission. Sensory feedback is defined as:

1 if the sensory feedback in robot r, at time t
sensory-feedbackij =  ̂ indicates that behavior set Uy is applicable

0 otherwise
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e r-ro b o t C om m unication

e ALLIANCE architecture uses a broadcast communication system for inter-robot com- 

nication. Each robot monitors the broadcasts of other robots as a means of monitoring 

activities of other robots:

commjreceived{i, k, ty, tg) =

1 if robot ri has received message from robot 
r/j related to behavior set in the time span 
(ti, tg), where ty < tg 

0 otherwise

)adcast messages are used in the ALLIANCE architecture as a substitute for passive 

ion recognition. Passive action recognition is the process of detecting and interpreting 

I actions of other robots. The detection and interpretation of actions by a robot requires 

y complicated sensors, substantial computing power, and sophisticated software. For 

ise reasons, robots simply tell each other what they are doing using the communication 

chanism. Each motivational behavior monitors the communications of other robots and 

ermines if their activities are related to the associated behavior set.

Two other communication parameters are used by the team of robots to detect robot 

ures. The first of these parameters, p,, defines the rate at which robot r, broadcasts 

lorts on its activities. The second parameter, r̂ , defines the period which robot n  will 

)w to elapse without receiving a communication from a teammate before determining that 

■ticular teammate is no longer functioning.

p p r e s s io n  fro m  A c t iv e  B e h a v io r  S e ts

ce a motivational behavior has activated its associated behavior set it has selected an ac- 

n and begins inhibiting other motivational behaviors from activating their behavior sets, 

e following function defines activity suppression:

activity-suppr es sionij(t) —
0 if another behavior set is active, k ^  j, on 

robot Vi at time t
1 otherwise
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Once a motivational behavior has activated its behavior set and is actively suppressing other 

motivational behaviors, it monitors feedback from the sensors, communications, and internal 

levels of impatience and acquiescence to determine whether the behavior set should remain 

active. Completion of the current task will be signalled by incoming sensor information and 

will result in the deactivation of the behavior set. Alternatively, the level of robot acquies­

cence will reach a point where the robot will give up on the current task and deactivate the 

behavior set. Once the behavior set is deactivated, other motivational behaviors can activate 

their behavior sets allowing the robot to select a new action.

Robot Impatience

The first parameter used to implement robot impatience in the ALLIANCE architecture is 

(pij(k^t). This parameter represents the amount of time robot r, will allow robot r*, to affect 

the motivation of behavior set Cy with communication traffic. This parameter can vary 

with time during the mission depending on capabilities of other robots. As well, a different 

(f>ij{k, t) value can be assigned to each robot by r, enabling r, to be influenced more strongly 

by certain robots.

Two other parameters, S.slowij{k,t), and 5Jastij{t), are used to implement robot im­

patience. The 6^slowij{k, t) parameter defines the rate of impatience of robot r, concerning 

behavior set Oÿ while another robot is performing task When no other robot is

performing task hi{aij) 5.fastij{t) defines the rate of impatience. Clearly, ô.fastij{t) defines 

a higher rate of impatience which motivates a robot to undertake a task that is not being 

pursued by another robot. The slower impatience rate, S^sloWij{k, t), gives another robot 

the opportunity to complete the task before robot r, becomes impatient and takes over the 

task.

ALLIANCE increases the impatience rate for a motivation behavior controlling behavior 

set Oÿ at a rate that allows the slowest robot to complete the task in its allowable time 

(j)ij{k, t). The impatience rate for a behavior set is given by:
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impatienceij{t) =
m in k{5 .s lo W ij{k ,t) )  if {com m jrece ived{ i ,k , j , t -T i , t )  =  1) and

{comm.received{i, fc, j, 0, t -  t)) = 0)
S-fastij{t) otherwise

e following function is used to reset the motivation of behavior set when robot Tj 

t receives communication traffic indicating that another robot is performing task hi{aij):

impatience jresetij{t) — .

0 if 3k{{commcreceived{i,k,j,t — 5t,t) = 1) 
and {commjreceived{i,k,j,0^t — 5t) =  0)), 
where 6t = time since last communication 
check

1 otherwise

fce that this reset function is only valid once for each robot that indicates it is per­

ming tasks hi(aij). This prevents a robot from deadlocking the entire robot collective by 

Lsistently, and unsuccessfully, attempting a task.

ibot A cquiescence

bot acquiescence is defined by two time parameters, and Kj{t). The time that

lot Ti will work on a specific task by maintaining an active behavior set Uy- before giving 

to try another behavior is given by The parameter ■0ÿ(t) defines the minimum

ount of time robot r, will maintain the activation of a behavior set before it will yield to 

)ther robot who has become impatient. The acquiescence function defines when a robot 

1 abandon the current task and deactivate the currently active behavior set:

acquiescencBij (t)

0 if ((behavior set of robot r, has been ac­
tive for more than ^ÿ(t) time units at time t) 
and {3x.commjreceived{i, x, j, t — n , t) = 1)) 
or (behavior set Oy- of robot rj has been ac­
tive for more than Ay (t)  time units at time
t)

1 otherwise
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Motivation Calculation

The levels of motivation is calculated using all of the preceding parameters:

mÿ(0) = 0

mij{t) = -  1) + impatienceij{t)]

X activity-suppr es sioriij (t)

X  sensory-feedbackij (t)

X  acquiescenceij {t) 

ximpatiencejresetij{t)

The motivation to activate behavior set Oy increases from its initial value of 0 at a rate 

defined by impatienc6ij{t) unless one of the following conditions is met:

1. Another behavior set is activated in robot rj.

2. Sensor information indicates that the task is complete and the behavior set is deacti­

vated.

3. The robot has given up on the task.

4. Another robot has taken over the task.

The motivation returns to 0 if any of these conditions are met. If these conditions are not 

present, the motivation grows until it crosses the threshold of activation 6 and the behavior 

set is activated. Once the behavior set is activated, the robot begins broadcasting its current 

activity to its teammates.

3.2.3 ALLIANCE Parameter Selection

The key parameters involved in action selection are:

• ipij{t): the amount of time r, will attempt to execute behavior set Uy before acquiescing
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• ô-sloWij{t): the rate of impatience of robot related to behavior set Oÿ when robot

rk is attempting a task

• S-fastij{t): the rate of impatience of robot r, related to behavior set Oy when no other 

robot is performing that task

The parameter selections for the ALLIANCE architecture greatly influence the perfor- 

nce of the system [65]. Action selection depends on the parameters of the motivational 

laviors. Parameter selection also has an impact on the efficiency of the system by affecting 

amount of time required to select between behavior sets, the robot idle time, and the 

ount of time required to reallocate a task. In practice, parameter selection is performed 

pirically and the parameters are tuned to provide optimum performance of a task.

2.4 A L L IA N C E  Perform ance M etrics

e of the challenges associated with implementing a behavior-based control architecture for 

fstem of cooperative mobile robots is the analytical evaluation of success. The ALLIANCE 

hitecture presented in Section 3.2.2 has been implemented in a wide range of cooperative 

otic applications, both physical and simulated [66]. Historically, quantitative indicators 

nission success have been used (Examples from [66] are given in Table 3.1).

p l i c a t i o n  D o m a i n N u m b e r  o f  R o b o t s M e t r i c  D e s c r i p t i o n M e t r i c  D « d i i i i t io n

< P u s h i n g 2 - 5  P h y s i c a l D i s t a n c e  p u s h e d  p e r  u n i t  t i m e d { t ) / t  w h e r» ' r / ( t )  i s  t h e  d i s t a n c e  m o v e d  
t i l  r o u g h  l i m e  t

m a t i o n  K e e p i n g 4  P h y s i c a l  o r  S i m u l a t e d C u m u l a t i v e  f o r m a t io n  e r r o r E["',r "''Cl
t a n c c  r o b o t  i is  m i s a l ig n e d  a t  I

I t i - R o b o t  M a n i p u l a t i o n 2 -4  P h y s i c a l N u m b e r  o f  o b j e c t s  m o v e d  p e r  u n i t w h e r e  j { t )  i s  n u m b e r  o f  o b j e c t s  a t  
g o a l  a t  t i i iK ' I

t a r d o n s  W a s t e  C l e a n u p 2 -5  P h y s i c a l T i m e  o f  T a s k  C o m p l e t i o n I-111 11 j-

T able 3.1: Examples o f ALL IA N C E  Performance Metrics

In the above examples, improvements to the mi.ssion quality were evaluated on qualitative 

icators such as time or distance. In [66], it is proposed that these are natural indicators 

:e the primary benefit of multiple robot teams is the advantage of parallelism which acts 

ncrease performance of the system. As well, system performance measures are defined to
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be application dependent, and the most important issues in evaluating success are whether 

and how well the robots complete their mission.

The drawback to focussing on application-specific metrics is that more abstract qualities 

such as fault-tolerance, adaptivity, and robustness are not clearly defined. These abstract 

qualities become embedded in the qualitative performance metrics. For example, an behav­

ioral implementation with poor fault tolerance may exhibit a higher failure rate or longer 

completion times for a given task. The development of metrics to evaluate high-level ab­

stract qualities remains an area in need of further research. For the purposes of our design, 

qualitative performance metrics is used.
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îhapter 4  

Lobot C om m unication

rHIS chapter presents a communication framework that is complimentary to the AL­

LIANCE control architecture presented in the previous chapter. In earlier implemen- 

ions of the ALLIANCE architecture, [65], a radio communication system was used to 

nage the message traffic between robots which consisted of radio modems attached to 

h robot, and a base station responsible for time-slicing the communication channel. In 

apter 2 design goals for our design were presented which stated that fully autonomous 

nation would be achieved. This chapter presents an innovative communication scheme 

d is reliable and suitable to enable fully autonomous robot operation and removes the 

id for a communication base station.

1 H ig h -L ev e l C o m m u n ica tio n  O rgan iza tion

[70], the researchers have categorized three methods for high-level communication in 

Iti-agent robotic systems: direct routing, routing by signal propagation, and public notice 

ding. Direct routing is the simplest mode of communication. A robot sends a message 

3ctly through the communication channel to the receiving robot. Other robot agents are 

, given the opportunity to receive the message.

In a system that uses routing by signal propagation, a robot broadcasts a signal into the 

dronment. The intensity of this signal decreases as the distance from the transmitting 

lot increases. For this reason, which robots receive the signal is somewhat random and
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dependent on their distance from the transmitting robot. In more comphcated systems, 

other robots may repeat the signal to increase the range.

The third method of communication is public notice routing. Public notice routing can 

take different forms, but in general the exchange of information is conducted in a common 

data area. When a robot wishes to communicate, it posts a message in a common message 

space which is visible to all of the robots in the system.

A public notice routing method is the most suitable to the ALLIANCE architecture. 

Direct routing is not suitable because communication occurs only between two robots, leaving 

other robots without information about the current actions of the transmitting robot. Signal 

propagation is very similar to broadcast communication and is inappropriate for this system 

since robots outside of the communication range of the transmitting robot are too far away 

to participate in docking maneuvers. A public notice routing method is attractive because 

it provides a mechanism where all of the robots in the system can access information about 

the actions of other robots at any time.

4.1.1 The Blackboard Architecture

The Blackboard Architecture [71] is a centralized public routing method originally developed 

in the field of artificial intelligence. It has been used as both a communication mechanism 

and a behavior control mechanism. The term Blackboard comes from the notion of a number 

of agents, or experts gathered around a blackboard exchanging ideas to solve a problem. The 

current problem state is contained on the blackboard and agents make changes as problem 

solving progresses (Figure 4.1). A blackboard system is comprised of several contributing 

agents, a control mechanism to perform arbitration in case of conflicts, and the blackboard 

itself. In an artificial intelligence system, the blackboard is typically a form of global shared 

memory.

The implementation of a blackboard system as a communication mechanism involves 

the use of shared memory [19]. The blackboard is a centralized mechanism that accepts 

communication messages from agents and saves them to the blackboard. Agents can also read
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3sages posted by other agents. The blackboard model is general and does not prescribe any 

ticular message format for the blackboard. In the next section, a mode of communication 

>resented which begins to formalize a blackboard-type communication system.

L.2 P u b lish -S u b scr ib e  C om m unication

blish-subscribe messaging [72] is a message delivery system that has been proven in multi- 

nt systems. In [73], the publish-subscribe model was shown to be popular for intercon- 

ting agents in a distributed environment, and was also shown to provide good scalability 

1 reliability. The publish-subscribe paradigm has been used to build flexible, real-time, 

sely coupled distributed applications, and is used by companies such as Yahoo, Intuit, 

rade, and 300 of the world’s financial institutions [74].

In a publish-subscribe communication system messages are addressed by subject or con- 

t instead of a particular recipient [75]. A data source, such as a robotic agent, addresses 

lessage with a subject which describes its content and publishes the message onto the 

work (Figure 4.2). Once the message has been published on to the network, other agents 

h an interest in that particular subject can subscribe and receive the message. In this way, 

nsmitting agents do not need any advance knowledge of receiving agents, and receiving 

nts can focus their attention on messages that are of a particular subject.

The publish-subscribe communication system is attractive for use with the ALLIANCE 

lavior architecture for two reasons. First, messages transmitted in a publish-subscribe
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system are available to all agents of the system. In terms of ALLIANCE, if a robot sends a 

message regarding its current activities, that message is available to all other robots who are 

monitoring the transmitting robot’s progress towards a given task. Secondly, the messages 

in the publish-subscribe paradigm are addressed according to snbject, rather than addressee. 

This allows monitoring robots to focus on messages that pertain specifically to the task they 

are monitoring.

The only hurdle to overcome when adapting a publish-subscribe communication system 

for use with the ALLIANCE architecture is the necessity for a con.mon information space. 

In practical implementations of a publish-subscribe communication mechanism such as [76] 

the publish-subscribe system functions as an instantaneous black board. Communication 

messages are addressed by subject, and transmitted in a broadcast fashion through the 

communication medium. The system maintains no history of the transmitted messages with 

the philosophy that information in a dynamic robot system quickly becomes irrelevant. In
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Figure 4.3: Sign-Board Based Communication

next section, a distributed blackboard communication is presented which maintains a 

rt history of transmitted messages without a centralized communication mechanism.

L.3 S ign-B oard  C om m unication

e sign-board communication scheme originally presented in [77] and [78] implements a 

ckboard communication model on physically distributed robots. Instead of a centralized 

ckboard which maintains a history of the transmitted messages, each robot has its own 

i-board to which it can post messages. Robots have the ability to read the sign-boards 

dieir peers (Figure 4.3).

Like publish-subscribe messaging, messages in the sign-board communication scheme are 

, addressed to a specific robot as they are available to all robots in the system after being 

;ted to a sign-board. For this reason, the sign-board is "a massive parallel mechanism, 

all displayed messages are constantly available for other robots to see. ” The sign-board 

nmunication scheme is complimentary to the publish-subscribe system presented in the 

vious section because it eliminates the need for a centralized communication monitor, 

enables subject-based message passing. Chapter 6 outlines the implementation of a 

Dlish-subscribe communication system which uses sign-board communication for message 

ising.

The only issue that remains in the implementation of a  sign-board based publish-subscribe 

nmunication is that of media access control. The robots in this project shared a common
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communication channel which placed limitations on the message traffic between agents. The 

next section describes a media access control protocol that enables the robots to read the 

sign-boards of their teammates in a manner that eliminates collisions on the communication 

channel.

4.2 M edia A ccess Control

In order to meet the project goal of creating relatively inexpensive robots, a simple transceiver 

radio modem was used as the communication link between robots [79]. The transceiver used 

amplitude-shift keying and operated at a frequency of 315 MHz. A multiple access technique, 

or media access control, was required to allow the robots to share this single radio channel. 

There are three basic multiple access techniques: Time Division Multiple Access (TDMA), 

Frequency Division Multiple Access (FDMA), and Code Division Multiple Access (CDMA) 

[80]. In a TDMA system (Figure 4.4), several users share a single carrier frequency by 

making use of non-overlapping time slots. Each user is assigned one time slot to transmit 

and receive per frame. In a FDMA system, individual frequency channels are assigned to 

each user. CDMA systems implement multiple user access by having all users broadcast 

in the same frequency channel at the same time and multiply the narrow band signal from 

the user with a large bandwidth signal. This large bandwidth signal, or spreading signal, is 

based on a particular noise code sequence that is used at the receiver which performs a time 

correlation using the same code to extract the original signal.

The transceivers used in our design were simple devices that did not have the advanced 

features of their more expensive cousins. In a CDMA system, power control is necessary 

to prevent the signal from users transmitting closer to the receiver from interfering with 

users transmitting at a distance. This, coupled with the complexity of implementing a 

CDMA system, made code division multiple access a poor choice as media access control for 

the Gremlin robots. FDMA was also eliminated as a candidate for access control because it 

required more than one frequency channel. TDMA is chosen because it could be implemented 

on a single communication frequency, and allowed multiple user access.
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In [81] a TDMA communication mechanism specifically designed to facilitate multi-agent 

otic systems was presented. Also the proposed Adaptive-Reservation Time Division Mul- 

e Access (AR-TDMA) is designed with a focus on high-traffic real-time communication 

robot cooperation. The AR-TDMA access control mechanism uses dynamic allocation • 

h a reservation mechanism to manage time slots as robots joined the team.

Figure 4.5 shows the slot allocation of an AR-TDMA frame. The frame consists of a 

-trol slot for the leader robot, reservation slots for follower robots, a reservation slots 

new robots joining the team, and data slots for each robot. The leader control slot is 

d to synchronize the frame, and provide routing information. The robot reservation slots 

)w robots to submit requests to join or leave the current cooperative task. The joining 

srvation slot is used to allow new robots to join the cooperative team. Data slots are used 

send and receive information between robots.

The AR-TDMA method was originally developed to enable cooperation within a team 

nobile robots and [81]. It is, however, the way in which the AR-TDMA communication
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Figure 4.6: Variable-Length Fram.es in AR-TDMA

scheme allows for dynamic slot allocation that is of interest in relation to this project. The 

structure of an AR-TDMA frame allows the frame to be variable in length. The AR-TDMA 

frame has reservation slots which follow the leader’s control slot at the start of each frame. 

If a robot has data to communicate and would like to use the channel it indicates this 

need to communicate during its reservation slot. Only robots which place a request in their 

reservation slot are allocated a data transmission slot in the AR-TDMA frame (Figure 4.6). 

In this manner, there are no time slots wasted on robots without any communication traffic.
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lhapter 5 

roposed  A rchitecture Synthesis and  
n p lem en tation

VE present the behavioral control system and communication structure synthesized 

for the Gremlin robots. This research extends and integrates the ALLIANCE 

lavioral control architecture presented in Chapter 3, the sign-board communication tech- 

ue presented in Chapter 4, and the gait control table movement control scheme presented 

Chapter 2. The ALLIANCE architecture is extended significantly with specialized be- 

ior sets designed to facilitate autonomous reconfiguration via docking, a technique that 

rid be applicable to many scenarios involving multiple autonomous agents.. The architec- 

e is also augmented significantly to integrate the successful completion of related behavior 

3 into impatience calculations. The sign-board communication technique is integrated to 

■ble fully autonomous operation of the ALLIANCE architecture without the need for a 

e communication station. The AR-TDMA protocol presented in Chapter 4 is modified 

mable automatic selection of a leader robot, automated TDMA frame construction, and 

erent detection of robot failure. Finally, the gait control table paradigm is improved by 

ling sensory feedback to state transitions in the table, allowing for closed loop operation.

1 P r o p o se d  A rch itec tu ra l S tru ctu re

3 proposed control and communication architecture is shown in Figure 5.1. The behavioral 

ign of the Gremlin is separated into two components: the ALLIANCE-based control

47

PROPERTY OF 
RYERâON yM lvm glT Y  LieflARY



Control Layer 3 Behavior Selection- Finite Stale Machine

Control Layer 2
ALUANCe AreNlecture with 

Behavior Class Representations
Modified Gait Control Tat>le 

Climbing Algorithm

Control Layer 1 Robot Hardware (Sensors, Mechanics)

Software

Communication Layer 3

Communication Layer 2

Communication Layer 1

Sign-txJBnl Communication Scheme

AR-TDMA Media Access Protocot

Asynchronous Byte-Aligruneni Message Passing

Hardware

Software

Hardware

Figure 5.1: Layered Representation of the Gremlin Control and Communication Architecture

system for autonomous docking and reconfigurations, and a climbing control system based on 

gait control tables. At its highest level, the software for the Gremlin robots was organized as 

a finite state machine which manages the activation of the stair-climbing and reconfiguration 

behaviors. These behaviors interact with the robot platform and its sensors to accomplish 

the tasks of autonomous reconfiguration and stair climbing.

The communication architecture is divided into three layers. The highest level is based on 

the sign-board technique that allows the robots to constantly monitor the progress of other 

team members. The sign-board mechanism integrates well with the ALLIANCE behavior 

architecture. ALLIANCE requires that robot team members inform one another of their 

progress via communication messages. The sign-board mechanism allows all team members 

to view the current status of their team mates at all times. The middle layer of the communi­

cation architecture implements a media access protocol which facilitates automatic selection 

of a leader, dynamically adjustable frame sizes, and inherent robot failure detection. The 

lowest communication layer implements a simple, robust mechanism for transmitting data
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nchronously over a wireless link.

2 P r o p o se d  B eh a v io ra l D esign : F in ite  S ta te  M ach in e

ünite state machine was used as a high-level organizational structure for the different 

laviors of the Gremlin robots. The state machine managed transitions between the dif- 

;nt functions of the robots (Figure 5.2). When a robot first powers up it remains idle but 

nitors communications from other robots. The communication mechanism, discussed in 

tion 5.4, is designed to designate a leader robot. Once all of the robots have powered up; ■ 

leader is manually positioned in front of the target staircase. Ideally, the leader would 

omatically detect the staircase and align itself, but that is an entirely different area of 

sarch and beyond the scope of this thesis. See [26] for an implementation of staircase 

ection.

Once the leader has been positioned by the user, fully autonomous operation is initiated.
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AU operations from State 3 onward are conducted autonomously by the robots without any 

outside intervention from the user. In State 3, the robots performed autonomous reconfigu­

ration by docking with one another using an ALLIANCE-based control architecture. Once 

all of the robots have docked to form a chain of robots, the control shifts to a climbing 

algorithm which directs the chain of robots while it climbs the stairs (State 4). At the top 

of the staircase the robots decouple and resume autonomous operation.

5.3 Proposed Behavioral Design: M odified ALLIANCE- 
Based Control

The ALLIANCE architecture was used as the basis for the autonomous docking and recon­

figuration control layer. Development of an ALLIANCE-based control strategy includes the 

creation of behavior sets to implement autonomous docking and the creation of a new feature 

called behavior classes. The implementation of behavior classes integrates knowledge of task 

progression into impatience calculations and provides a mechanism for managing ordering 

dependencies within a task.

5.3.1 ALLIANCE Behavior Sets

In [65], Parker demonstrates that the ALLIANCE architecture enables cooperative robot 

control for tasks such as hazardous waste cleanup, cooperative box pushing, janitorial ser­

vices, and bounding overwatch. In this thesis, we apply the ALLIANCE architecture to a 

completely new domain and create behavior sets designed for the tightly-coupled task of 

robot reconfiguration. The task of robot configuration via docking requires the development 

of specialized behavior sets with strict ordering dependencies. Parker notes that the primary 

weakness of ALLIANCE is its restriction to independent subtasks. We present an innovative 

mechanism that guarantees that behavior sets with ordering dependencies are executed in 

the proper order. As well, the ALLIANCE representation of impatience is modified signif­

icantly to take into account previous successes in a class of behavior sets to allocate extra 

time to docking tasks that are near completion.
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A control structure based on the ALLIANCE architecture presented in Chapter 3 en-

îd the robots to perform autonomous docking and reconfiguration. The proposed design 

resents the first implementation of the ALLIANCE architecture in a reconfigurable robot 

tern. The following behavior sets are defined to implement the autonomous docking con- 

. system:

• Find-Leader-Methodical'. A methodical search procedure for locating the leader robot 

with the optical localization system.

• Find-Leader-Wander: A less systematic approach for finding the leader robot. The 

docking robot drives around the mission area while seeking the leader.

• Determine-Relative-Position'. Used for determine the docking robot’s position relative 

to the leader.

• Navigate-to-Rear: Enables the robot to navigate behind the leader robot as a precursor 

to docking.

• Docking-Approach: Approach the leader robot using the leader’s fine docking LED as 

a guide.

• Docking-Align: Uses the front bumper switches to ensure proper alignment with the 

leader’s rear docking plate.

•  Ferform-Dock: Raises and then lowers the front docking plate over the rear docking 

plate of the leader robot and drives the coupling mechanism into the rear docking plate 

of the leader to lock the two robots, t o g e t h e r . .

•  Leader: A special behavior set executed by the leader. This behavior set manages 

communications and the optical array while other robots that are attempting to dock.

The impatience and acquiescence mechanisms from the ALLIANCE architecture were 

finally developed to facilitate fault-tolerant cooperation in robot teams. In our design,
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these mechanism are applied to the docking procedure. If a partner robot spends too much 

time attempting to dock with the leader, and is unsuccessful, it will either acquiesce the 

task of docking or another robot would become impatient and attempt to dock. The entire 

docking process is executed as follows:

1. The leader is chosen by the communication protocol and is navigated into position by 

a human observer.

2. The ALLIANCE behavioral control architecture takes over and the robots operate 

autonomously.

3. The leader selects the leader behavior set and activates all of its LEDs.

4. After receiving word from the leader that it has activated its LEDs all of the remain­

ing robots on the team select either the find-leader-methodical or find-leader-wander 

behavior set to begin searching for the leader. The impatience rates for each of these 

behavior sets can be set differently in each robot. This will cause some robots to select 

the methodical set and some to select the wander set.

5. One of the robots detects the leader, selects the determine-relative-position behavior 

set, and immediately starts inhibiting the selection of this behavior set on other robots 

to prevent two robots from attempting to dock at the same time.

6. The docking robot uses its communication and optical systems to determine its position 

relative to the leader.

7. After its relative position is determine, the docking robot activates the navigate-to-rear 

behavior set to position itself behind the leader robot.

8. From its position directly behind the leader robot, the docking robot uses the docking- 

approach behavior set to track the light beam from the leader as it approaches from 

the rear.
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). The docking robot collides with the back end of the leader robot and uses the docking-

align behavior set to ensure proper alignment of the docking plates.

3. The docking robot couples to the leader robot through the perform-dock behavior set 

designates itself as the new leader.

L. The process continues with the new leader and the remaining individual robots until 

all robots have docked and joined the chain.

If at any point during the procedure a docking robot fails to report progress by progressing 

ough the behavior sets another robot would become impatient and broadcast a message 

icated that it would like to attempt to dock with the leader. The robot currently docking 

h the leader backs away and monitors the progress of its counterpart.

d e r  B ehavior Set

3 leader behavior is activated immediately after the leader robot has been navigated into 

lition in front of the stairs. The leader activates all four directions of the optical array 

ctively creating a beacon with 360° coverage of the mission area. Next the leader sends 

squest via the communication system for a partner robot who can dock with the leader, 

ce another robot visually detects the leader robot the leader is notified and then answers 

queries of the docking robot until it has docked with the leader. The queries from the 

:king robot come in the form of requests to activate or deactivate different quadrants of 

optical array. After the docking robot has docked with the leader, the leader repeats the 

cess with other robots until all of the robots have joined the chain. As the leader, the 

ot also manages the TDMA protocol for inter-robot communication described in Section 

. Figure 5.3 shows the leader behavior set diagram.

Figure 5.3 is a standard behavior set organization diagram as defined in [65]. Inputs to 

behavior set are shown on the right side and outputs on the left. Behavior primitives 

h as “Activate Specific LEDs” are shown as small boxes interconnected by arrows. The 

Dws represent data or information flow between the primitives. Behavior primitives are
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uped by function or robot system into layers. Behavior primitives can also suppress the 

puts of other primitives (denoted by an “s” enclosed in a circle). This allows for the 

ation of a hierarchy inside a behavior layer. For example, in the leader behavior set there 

two layers: a communication layer and an optical control layer. When the leader receives 

equest to activate a specific set of LEDs from its partner, the “Activate Specific LEDs” 

lavior primitive suppresses the “Activate All LEDs” behavior primitive and activates the 

nested LEDs.

d - l e a d e r - m e t h o d i c a l  B ehavior Set

e find-leader-methodical behavior set is activated once a leader has begun to assemble the 

ots to form a chain for stair climbing. Once the leader has activated its optical array and 

t a communication message requesting a new docking partner, the find-leader-methodical 

lavior set can be activated to search for the leader and its LED beacon. The methodical 

rch procedure is depicted in Figure 5.4.

The methodical search procedure starts with the robot performing a complete in-place 

n and then driving forward. After a short distance the robot spins again and then contin­
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ues. If, at any point during these maneuvers, the robot detects the LED beacon of the leader 

it stops and the behavior is complete. If the robot reaches the boundary of the mission area 

it performs a right turn and continues. The robot periodically reports its progress to other 

robots while this behavior set is active.

f i n d - l e a d e r - w a n d e r  Behavior Set

The find-leader-wander behavior set is an alternative to the find-leader-methodical behavior 

set. This behavior (Figure 5.6) has the robot drive in a straight line until it reaches the 

mission area boundary where it changes direction, and then continues. The robot stops 

when the leader’s LED beacon is detected.

d e t e r m i n e - r e l a t i v e - p o s i t i o n  Behavior Set

The determine-relative-position behavior set is activated once a docking robot has detected 

the leader’s optical signal and wishes to determine its position relative to the leader. The 

docking robot attempting to dock with the leader sends communication messages to the 

leader requesting that the leader enable one of its LED beacon quadrants. The port, star­

board, front, and rear LED clusters are enabled in sequence on the leader at the request of 

the docking robot. When the docking robot optically detects the leader again it notes the 

last LED activation request and determines it position relative to the leader. If the leader is 

not detected after cycling through all of the LED clusters the docking robot acquiesces and 

the leader begins to look for another docking partner.

n a v i g a t e - t o - r e a r  Behavior Set

The navigate-to-rear behavior set (Figure 5.10) was designed to position the docking partner 

robot directly behind the leader robot. If the partner robot is to the left or right of the leader 

robot it turns and uses its side-looking infrared receiver modules to drive parallel to the leader 

robot. For example, if the partner robot had discovered that it was on the starboard side 

of the leader robot from the determine-relative-position behavior set, it will turn and use 

its starboard infrared detector module to detect the light emitted from the starboard LED
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cluster on the leader robot (Figure 5.9 (a)). The partner robot would then drive forward 

until it loses contact with the starboard LEDs on the leader. The partner robot would then 

signal the leader to disable its starboard LEDs and enable its rear LED cluster. Once the 

rear LEDs are enabled the partner robot makes a right turn and then begins counting wheel 

rotations as it drives through the sweep of the leader’s rear LEDs (Figure 5.9 (b)). The 

partner robot reverses its course once it loses contact with the leader’s rear LEDs. Back at 

the starting position, the partner robot tells the leader to enable its single fine docking LED 

and drives forward exactly half the number of wheel rotations recorded in the previous step 

(Figure 5.9 (c)). This places the robot approximately on the center line of the leader robot. 

The partner robot uses the signal from the leader’s fine docking LED to perform a turn and 

ends up facing the rear docking plate of the leader (Figure 5.9 (d)).

d o c k in g - a p p r o a c h  Behavior Set

The docking robot activates the docking-approach behavior set once it has navigated to a 

point directly behind the leader robot. At this point, the only LED actively emitting a signal 

on the leader robot is the fine docking LED. This provides a narrow beam of light that the
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king partner can follow in to the rear of the leader. This behavior set terminates when

docking robot collides with the back of the leader robot as detected by the front bumper 

tches.

i k i n g - a l i g n  B eh avior Set

3 docking-align behavior set is used to align the docking plates of the leader robot and 

docking robot (Figure 5.12). The docking robot uses its front bumper switches to place 

If in line with the leader robot. This is accomplished when both bumper switches are 

aated against the rear docking plate of the leader robot. If only one switch is actuated, 

docking robot reverses a small distance and turns slightly towards the switch which was 

activated.

' f o r m - d o c k  B ehavior Set

3 perform-pock behavior set (Figure 5.13) is activated once the docking robot has aligned 

If with the leader. The lifting mechanism is extended so that the front docking plate mates 

h the rear docking plate of the leader. Next, the lifting mechanism is retracted bringing 

front docking plate down over the rear docking plate. Once the lifting mechanism has 

y retracted the docking plates are aligned and sandwiched firmly together. Finally, the 

pling mechanism is driven into the rear docking plate of the leader locking the two robots 

ether.

5.2 B eh av ior  C lass P rogression  and th e A L L IA N C E  A rch itec­
tu re

3 docking procedure for the Gremlin robots is divided into behavior sets: determine- 

itive-position, navigate-to-rear, docking-approach, docking-align, and perform-dock. In this 

resentation of the ALLIANCE architecture we propose a behavior class called docking- 

55 which encompasses all of these behavior sets. The purpose of the behavior class is 

I-fold. First, grouping all of the docking behavior sets into a single class allows robot 

m members to integrate the current progression through the docking maneuver into the
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;ulation of impatience. In other words, robots would be “more patient” with a robot that

loser to completing the docking maneuver as opposed to a robot that has just begun, 

example, assume that Robot A is monitoring the progress of Robot B who is attempting 

lock with the leader. If Robot B is failing to report progress in the determine-relative- 

ition behavior set which is the first set in the docking class, Robot A will become impatient 

;he normal rate and take over the docking task from Robot B. However, if Robot B is 

grossing slowly through the docking-align behavior set, which is one of the last stages in 

docking procedure, Robot A will wait longer by taking into account that Robot B has 

lady successfully completed three previous behavior set stages in the docking class.

We define a new function, 'jkcit), which represents robot r^'s progression through the 

avior class C. A behavior class in robot r, is defined as the set C, — {a;„, aim, ■ ■ •} which 

rade up of all the behavior sets required to perform a task with an ordering dependency, 

mally, behavior class progression is represented by redefining impatience in the behavioral 

del;

( (^commjreceived{i,k,j,t — Ti,t) =  1) and
impatienceij{t) — < [commjreceived{i, k, j, 0 ,t — 4>ij{k, t)) =  0)

[ 5-fastij{t) otherwise

Î function 7fcc(̂ ) can be tailored to each behavior class. Its general form is:

~  ' k(^ain) km • h{o,im  ̂ -h ' ‘ ,

where represents information about r ,’s progression through behavior set ain- In­

nation such as h{atj) =  1 means that robot r, has successfully completed the behavior set 

while h[aij) — 0 means that the behavior set has not yet been completed. The constants 

md km are weighting coefficients assigned to each behavior set in the class. These coeffi- 

its can be set to values which reflect the difficulty or length of time required to complete 

isk with a particular behavior set.

For example, if the navigate-to-rear behavior set requires a long time to complete its 

[ficient would be set to a large value. This means that members of the robot team
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observing a robot who has just completed the navigate-to-rear behavior set would wait longer 

for robot r, to complete subsequent tasks because they know that r, has just completed a 

task which is time consuming. This prevents the situation where a robot completes a very 

difficult task but has to acquiesce the following task because it takes slightly longer than 

normal to complete. As well, robots that are further along in the docking process would be 

allowed more time to complete the maneuver should they encounter small difficulties towards 

the end.

For the docking class, all of the coefficients in the progression function are set to unity:

7fcc(0 = + H^i^) +  4----

Clearly, in this case the rate of impatience decreases with each task in the behavior class 

that is completed. Figure 5.14 provides an example of the progression mechanism. In this 

example, Robot 1 is performing a docking maneuver be executing the behavior sets in the 

docking class in order. Each time that Robot 1 successfully completes a stage of the docking 

maneuver by progressing through a behavior set, the rate of impatience of Robot 2 decreases. 

In essence, Robot 2 is becoming “more patient” with Robot 1 because Robot 1 is making 

progress.

The second motivation behind creating behavior classes relates to the ordering depen­

dencies of the behavior sets. The next section discusses how the behavior class organization 

facilitates ordering dependencies.

5.3.3 New ALLIANCE Ordering Dependency Mechanism

The behavior sets required to perform autonomous docking must be executed in a specific 

order. For example, there is little point for a robot to activate the docking-approach behavior 

set if it is not behind the leader robot. The behavior class provides an organizational 

mechanism to ensure that the behavior sets are executed in the proper order. The behavior 

sets belonging to a particular behavior class are numbered in ascending fashion in the order 

they must be executed. For example, in the behavior class Ci — {cLn,ai2 , . ..} the behavior
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set Oil must be successfully executed before Oÿ can commence. The first behavior set in a 

class, a(il), is always assigned the highest Sjastit] so that it would automatically activate 

first. If behavior set completes successfully, it modifies the current level of motivation 

for the next behavior set in the class so that it would be executed immediately. Formally:

m i(n+i)(0 =  rn.i(̂ n+i){i -  1) +  -  rni{n+i]{t -  1))

In other words, the successful completion of one behavior set in a class triggers the 

activation of the next set in the class. This mechanism ensures the correct sequence of 

execution of behavior sets with ordering dependencies within a given behavioral class.

5.3.4 Modified Climbing Control

The motion control system presented in [43] was implemented on the PolyBot Glv4 robot 

(Chapter 2). Recall that the PolyBot was made up of identical modules that could be 

assembled to create different robot configurations such as snakes, or long serial chains. A 

construct known as a gait control table (GOT) was used to control the climbing motions of 

the robots (Table 2.1). A gait control table imposes open loop control on the robot in the 

form of a prescribed motion. The elements of the table correspond to desired physical states 

of a robot mechanism such as a joint. Each row in the table corresponds to one step or state 

in the motion and each column corresponds to a robot in the chain.

A modified version of the gait control table is used as the basis for the Gremlin climbing 

control system (Table 5.1). The gait control table for the Gremlin robots implements a 

travelling square wave that meshes mechanically with the staircase. Entries in the table 

dictate whether the lifting mechanism of a robot is in the extended or retracted position. A 

“1” in the table indicates that the lifting mechanism is extended, and a “0” indicates that 

the lifting mechanism is retracted. The motion control column determines if the robot chain 

moves forward in a particular state (denoted by a “1” in the table). The state transition 

column indicates a condition that must be met before the robot chain would transition to 

the next state.
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Robot Number
1 2 3 Forward Motion State Transition Condition

State 0 0 0 0 0 1F(1)-.S1
State 1 1 0 0 0 1S(1)^S2
State 2 0 1 0 1 2S(1HS3
State 3 1 1 0 0 1F(0)^S4
State 4 1 0 1 1 1S(1)^S5
State 5 0 1 1 1 3S(0HS6
State 6 0 1 0 1 1S(1)-^S2 else ^  S7
State 7 0 0 1 1 3S(1)^S8
State 8 0 0 0 1 Done

Table 5.1: Gait Control Table for Gremlin Stair Climbing

An entry in the state transition column begins with a number and a letter. The number 

otes the robot number in the chain to whom the condition is assigned with 1 being the 

ot at the front of the chain. The letter indicates either the bumper switches on the front 

king plate, “F” , or the switches on the base tier which are used for detecting the face 

I stair, “S” . The number in brackets indicates the state of the switch which satisfies the 

asition condition. A “1” indicates that the switch must be actuated and a “0” indicates 

t the switch must be open. The entry is concluded with an arrow which points to the 

;t state in the table. State 6 is the only entry in the table which has two state transitions.

3 climbing procedure is defined by States 2 through 6. These states repeat until the robot 

in has reached the top of the stairs at which point State 6 transitions to State 7 which 

ipletes the climbing procedure and brings all robots to the top of the stairs in retracted 

n.

Figure 5.15 is a visual representation of the stair climbing algorithm defined by the gait
$

.trol table.

4 P r o p o se d  G rem lin  C om m u n ication  S y stem

3 Gremlin communication system is organized into three levels. The highest level provided 

/mbolic representation for communications based on a sign-board model. The media ac-
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control level is based on the AR-TDMA protocol and is used to structure the way in 

di the robots accessed the communication channel. At the lowest level, a communica- 

protocol is implemented to facilitate the transmission of asynchronous data from the 

rocontroller through the wireless transceiver.

.1 H igh -L evel C om m unication  O rganization

ts highest level of abstraction, the Gremlin communication architecture is based on the 

-board communication model presented in Chapter 4. Each robot maintained a sign­

ed which contained information about its currently active behavior set, and the current 

Is of impatience and acquiescence in the robot (Figure 5.16). A robot with an active 

avior set inhibits the activation of similar behavior sets in other robots by inhibiting a 

ncular class of behavior sets. Robots which are idle and are monitoring the activities of 

ther robot post their current levels of impatience on the sign-board.

The the example shown in Figure 5.16, the sign-board for the robot on the left indicates 

: the robot is currently attempting to dock with the leader, is inhibiting other robots 

1 activating their docking behaviors, and the current level of acquiescence is 65 with a 

:shold of acquiescence of 128. The robot on the right is currently idle. It is currently 

litoring the progress of the other robot and has two active motivational activities: find- 

ler-methodical and find-leader-wander. The impatience rate for the methodical search 

avior set is higher than that of the wander behavior. Assuming the robot on the left is 

uccessful in docking the robot on the right would execute its methodical search behavior 

when the level of impatience crosses the threshold. At this point, the robot on the left 

taken over the docking procedure.

During experimental testing, the sign-board information, of each robot is recorded by a 

ote computer for analysis.
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F igu re 5.17: Gremlin TDM  A Frame

,2 P ro p o sed  M edia  A ccess Control

propose a media access control scheme which synchronizes the communication messages 

ae robot team, automatically builds the TDMA frame with each robot that is added to 

team, and inherently detects robot failures without the need for a communication base 

ion. Figure 5.17 shows the implementation of the AR-TDMA protocol used for media 

!ss control by the Gremlin robots. The dark grey slots indicate communication message 

1 the leader. In the first slot, the leader broadcasts a synchronization message to indicate 

; a new TDMA frame is about to start. Next the leader polls each robot to determine if 

r have data to transmit. After polling each robot the leader sends a general “join” query, 

uother robot would like to join the team it responds with its identifier in the join slot 

is added to polling in the next frame. The leader then allocates data slots to each of 

robots who responded during polling earlier in the frame.

Figure 5.18 shows the progression as robots are added to the TDMA frame. The process 

ins with the first robot powering up. The robots monitors the communication channel 

a, short time and if no communications are detected the robot assumes that there are no 

;r robots present and designates itself as the leader. The new leader begins sending AR­

MA frames which consist of a synchronization slot and a “join” slot. When the second 

)t power up it detects the communication traffic from the leader and responds in the 

n” slot with its identifier. The leader recognizes that a robot has requested to join the 

n and creates a  reservation slot for the second robot. The reservation slot signifies that 

leader recognizes the second robot as a member of the team and provides an opportunity 

the second robot to make a request to send data. The third robot powers up and follows
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Figure 5.18: Adding Robots to the TDMA Frame

the same registration as the second robot. In the last TDMA frame, the third robot has 

been added to the team and the second robot makes a request to use the channel. The leader 

grants a data slot at the end of the frame to the second robot who then proceeds to send 

data over the channel.

The TDMA communication frame is constructed dynamically as robots join and leave 

the team. Each time a robot powers up to join the team, the TDMA frame is expanded with 

a polling frame for that robot. If a robot fails to answer a poll from the leader robot, it is 

automatically declared to be non-functional and is removed from subsequent frames.

5.4.3 Low-Level Communication Implementation

The lowest-level of the communication architecture defines the structure of the messages that 

are exchanged by the robots through the communication channel. Each message begins with 

a series of training bytes. These bytes are binary data of the form 101010101.... The purpose
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lie training bytes is to allow the data sheer in the receiving transceiver to stabilize. Next 

)ecialized set of synchronization characters are sent. These characters ensure that the 

RT of the receiver is properly aligned to the bits being sent from the transmitter. A 

iplete analysis of the synchronization procedure is presented in Appendix C. Once the 

îiver has been aligned, a character signalling the start of the message is transmitted. This 

racter is followed by a number which identifies the transmitting robot. This identification 

racter also signals the end of the message header. After transmission of the header is 

iplete the robot transmits its message data and then terminates the message with a 

:ial character.
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Chapter 6 

Gremlin Robot Design

Th e  robots synthesized for this project are affectionately named Gremlins because of 

their small size and seeming affinity for mechanical problems. This chapter details the 

design of the Gremlin robots so that the reader is familiar with the robot platform including 

the high-level electrical and mechanical design. The robots that were designed are unique 

and were built by hand specifically for this project.

6.1 High-Level R obot D esign

The purpose of this research is to design a system of autonomous mobile robots that could 

collectively reconfigure to climb stairs. The robots are required to operate individually and 

then reconfigure to create a larger entity capable of traversing stairs. The reconfiguration 

of the robot team entailed the robots docking and coupling with each other to form a single 

chain.

The following high-level design objectives outline the features necessary to implement 

the design goals;

• The robots must be equipped with a visual localization mechanism to facilitate docking.

• The robots, once coupled together, should be able to climb stairs of a standard height.

• The lifting mechanism employed for climbing should be compact in order to keep the 

robots as small as possible.
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Robot

F igure 6.1: Gremlin Stair Climbing Process

» The coupling mechanism should provide a rigid, reliable mechanical link between the 

robots.

» The coupling mechanism should allow the robots to decouple.

* The docking mechanism should allow for misalignment of the robots and should facil­

itate automatic alignment.

» The robot should carry their own power supplies, function without external control 

and require no external tethers of any kind.

The modified ALLIANCE architecture presented earlier is the basis for the behavioral 

:rol during docking and reconfiguration. A simple, yet effective, method for controlling 

robot chain during stair climbing is presented in Chapter 5. The entire reconfigura- 

/stair climbing procedure (Figure 6.1) is executed as follows:

. The first robot to be powered on becomes the leader, and is the first robot in the robot
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chain.

2. The leader navigates into position in front of the stairs.

3. The leader begins to communicate with other robots to start the reconfiguration pro­

cess.

4. The leader uses its optical localization system to present its position to the other 

robots.

5. The other robots attempt to find the leader robot visually.

6. Once another robot has detected the leader, it notifies the leader using the communi­

cation system.

7. Using the optical localization system, the leader guides the follower robot into docking 

position.

8. The follower robot docks with the leader robot.

9. The follower robot mechanically couples to the leader robot and becomes the new 

leader.

10. The docking/coupling process repeats until all robots have coupled.

11. Once the robot chain has been formed, the robots climb the stairs using their mechan­

ical lifting systems.

12. At the top of the stairs, the robots decouple and resume independent operation.

The next section presents the electrical and mechanical features of the Gremlin robots 

that enable this stair climbing ability.
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F igu re 6.2: Gremlin Robot Overview

2 M ech a n ica l D es ig n

ire 6.2 shows an overview of the Gremlin robot systems. There are three main compo- 

ts to the mechanical design of the gremlin robots: the lifting mechanism, the docking 

hanism, and the coupling mechanism. The lifting mechanism is used to extend the over­

sigh t of the robot during climbing and docking. The docking mechanism, in conjunction 

1 the lifting mechanism allowed the robots to attach to one another. The coupling mech- 

;m allowed the robots to lock together once docked.

Small gear motors (Figure 6.3) are used in the mechanical design of the Gremlin robots 

. These motors are compact, inexpensive, draw little current, and provid large amounts 

orque relative to their size. They are instrumental in creating a small, compact robot 

gn.
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Figure 6.3: Small Gear Motor

Figure 6.4: Dimensions of the Scissor Jack Lifting Mechanism

6.2.1 The Lifting Mechanism

The Gremlin lifting mechanism employs a scissor jack (Figure 6.4). A scissor lift mechanism 

offers large vertical travel and can be retracted to a fraction of its extended height. This 

feature is vital to making the robots small and compact. The mechanism is actuated by a 

gear motor driving a threaded rod (Figure 6.5). The threaded rod provides the additional 

mechanical advantage required to actuate the lifting mechanism.

Opto interruptors are employed to act as limit switches for the lifting mechanism. These 

optical switches are placed at the base of the lifting mechanism to allow the control electronics 

to detect when the mechanism was fully extended or retracted (Figure 6.6).

82



Figure 6.5: The Threaded Rod Driving the Lifting Mechanism

Figure 6.6: Opto Interruptor Limit Switches
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Figure 6.7: Gremlin Docking Concept

14

Figure 6.8: (a) Front Docking Plate (b) Rear Docking Plate (c) Docked

6.2.2 The Docking Mechanism

The docking concept for the Gremlin robots is shown in Figure 6.7. The docking mechanism 

employs a slide-and-lock strategy. On the front of each robot are two plates separated by 

spacers. These plates mate with a complimentary tapered plate on the back of each robot. 

Docking is performed by lifting the front plate of one robot over the rear plate of another 

robot and then lowering the front plate into place (Figure 6.8). The tapered design of the rear 

docking plate allows for a maximum of 2 cm of off-center misalignment in either direction.

The robots align the front and rear docking plates using bumper switches on the front 

docking plate. A successful docking alignment is detected when both bumper switches were 

in contact with the rear docking plate. Once the front docking plate of one robot slides into 

place over the rear docking plate of another robot they lock into place with the coupling 

mechanism.

84



F igure 6.9: (a) Top View of Coupling Mechanism (b) Actuated Coupling Mechanism

2.3 T h e C oupling M echanism

e coupling mechanism is designed to lock two robots together after they have docked. The 

chanism consists of a gear motor driving a threaded rod through an aluminum support 

ted to the chassis of the robot. The threaded rod is driven through a hole in the rear 

:king plate of the other robot by a gear motor to prevent the front and rear plates from 

larating.

3 E le c tr ica l O verv iew

e Gremlin electrical systems are divided into three main sections which mirrored the 

ŷ sical construction of the robots; the base tier, the support tier, and the top tier. Each 

r represents a printed circuit board which doubles as the chassis of the robots. The base 

i support tiers make up the chassis of the robot which supports the lifting mechanism, 

e top tier houses the main command, control, communication, and optical systems of 

: robot. As well as serving as part of the chassis and supporting the top of the lifting 

chanism, the support tier also houses motor control circuitry and sensors. The main drive 

tors are attached to the base tier which supported the lifting mechanism, battery pack, 

i houses control circuitry.

There are two methods for distributing power and control signals throughout the robot.
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Figure 6.10: Docked Gremlin Robots

A long ribbon cable passes command and power signals between the base and support tiers. 

This ribbon cable allows the robots to extend and retract. A set of male connectors on the 

bottom of the top tier mate with matching female connectors on the support tier. These 

connectors firmly mount the top tier on top of the robot and pass power and control signals 

between the two tiers.

6.3.1 The Base Tier

The base tier of the Gremlin robots contains a rechargeable battery pack, the drive motors, 

and several sensor packages. The electrical design of the base tier is centered around an 

Atmel ATTiny2313 microcontroller [83]. This microcontroller monitors the status of the stair 

detection bumper switches (Figure 6.T:), lifting mechanism opto interrupter limit switches, 

and wheel encoders. The microcontroller also maintains a serial peripheral interface (SPI) 

communication link with the microcontroller on the top tier. This communication link 

allows the ATTiny2313 to receive motor commands an send sensor information to the main 

microcontroller. The SPI protocol is chosen because it only requires three signal lines to 

implement two-way communication between the microcontroller on the base tier and the
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ire 6.14. Gremlin Base Tier Printed Circuit Board Showing Siam Detection Bumper Switches

Figure 6.15: Wheel Encoders

rocontroller on the top tier.
- 3

The bumper switches on the front of the base tier allow the Gremlin robot to detect the 

of a stair when the lifting mechanism is extended. The opto interrupters on the base 

printed circuit board define the extended and retracted limits of the lifting mechanism, 

"ial wheel encoders were designed (Figure 6.15) to act as odometers, and facilitate precise 

ements and turns.

89



Figure 6.16: Gremlin Support Tier Printed Circuit Board

6.3.2 The Support Tier

This level of the robot chassis is bolted to the top of the lifting mechanism. The main 

electrical function of the top tier is to route control signals from the top tier to motor 

control circuitry on the support tier. The support tier also routes power and signals from 

the base tier to the top tier. Control circuitry for both the lifting mechanism motor and 

the coupling motor reside on the support tier. The support tier also housed the coupling 

mechanism.

6.3.3 The Top Tier

The top tier is regarded as the “brain” of the Gremlin robots. At the center of the top tier is 

an Atmel ATMEGA8515 microcontroller [83] and a Xilinx XC9532 complex programmable 

logic device (CPLD) [84]. The microcontroller is programmed with all of the command and 

behavior software developed in this project. It is interfaced to the Xilinx CPLD which acts 

as “glue” logic between the microcontroller and the optical array. The optical array, which 

acts as the visual localization system for the robots, is comprised of an array of superbright 

red light emitting diodes (LEDs), and four infrared receiver modules.

The LED array consists of 16 LEDs arranged in a circular fashion projecting outwards 

from the center of the robot. Electrically, the LEDs are divided into four groups, one for each 

cardinal direction facing outwards from the robot. Each direction, forward, rear, port, and
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Figure 6.17: Visual Localization Mechanism

Doard, can be turned on individually by the microcontroller. When enabled, the LEDs 

ect a modulated 38kHz signal in the red portion of the visible spectrum (approximately 

am). This signal wavelength falls into the detection range of the infrared receiver modules 

:h are designed to detect modulated infrared signals at 38kHz.

Vhen an infrared receiver module detects the emissions from another nearby Gremlin 

it the CPLD stores a record of the detection and notifies the microcontroller. In this 

the microcontroller does not have to constantly monitor the outputs of the four in- 

;d detection modules, but can query the CPLD regarding any recent detections. The 

ocontroller can also reset the detection history in the CPLD to begin monitoring for 

detections.

I single LED, called the fine docking led, positioned in the middle of the optical array 

pointed backwards serves as an alignment mechanism during docking. The narrow beam 

ted by this single LED ensures that robots approaching the rear docking plate will be 

3 to-the center line of the stationary leader robot (Figure 6.19).

Wreless communication between the Gremlin robots is achieved using a radio transceiver 

ule from Abacom Technologies [79]. The transceiver is connected to the universal asyn- 

nous receiver transm itter (UART), also known as a serial port, on the microcontroller, 

lementation of the communication system is discussed in Section 5.4. Full electrical 

matics are presented in Appendix A.
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Figure 6.20: Gremlin Optical Array
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Chapter 7 

Experimental Verification

This chapter details the experimental verification of the Gremlin robot system. Ex­

periments involving docking, reconfiguration, and stair climbing are described. The 

results from these experiments are presented and analyzed. The performance of the AL­

LIANCE behavioral control system for docking is examined by monitoring the parameters 

of the behavior model. Stair climbing performance is also investigated.

7.1 Experim ental Setup

Two separate experiments were performed to examine the effectiveness of the Gremlin stair 

climbing robots. Docking experiments were conducted which were designed to investigate 

the effectiveness of the ALLIANCE control system for autonomous reconfiguration. Stair 

climbing experiments were also conducted to test the robots’ ability to traverse a small 

staircase. A small three-stair staircase was fabricated for testing purposes. The mission area 

was 5’x5’ area in front of the staircase.

7.1.1 Docking Experiments

Figure 7.1 shows the standard setup for a docking trial. The robots are powered up, one 

by one, and placed in the mission area defined by the white flooring. The white flooring is 

level, flat, and provided good traction for the robots. The first robot powered on becomes 

the leader according to the media access control strategy presented in Section 5.4. Once all
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k
Figure 7.1: Arrangement of Robots for a Docking Trial

he robots are powered up, the leader is positioned in front of the staircase by remote 

trol. A special command is then issued to all of the robots to signal the start of the trial, 

m this point forward, the robots operate autonomously. A computer is used to monitor 

robot communications and monitor their behavior control systems.

..2 C lim bing E xp erim en ts

ure 7.2 shows an isometric view of the experimental setup used to test the stair climbing 

ity of the Gremlin robots. In order to test the climbing ability of the Gremlin robots 

irately from their reconfigurations abilities, the robots the experimental stair climbing 

Is are initiated with the robots already in their chain configuration. The robots are 

:ed 10 cm from the facing of the first stair and the climbing algorithm was activated. 

: stairs are 20cm high and 20cm deep. A climbing trial is deemed successful if the robot 

in climbed all three stairs autonomously.

2 A L L IA N C E -B a se d  D ock in g  P erform ance R esu lts

Lire 7.3 shows a photographic progress of the results of one of the successful docking trials, 

lire 7.4 shows the action selection for each robot during the experiment. Robot 1 was the 

; robot to be powered up. This robot sat idle for several seconds while monitoring the
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Robot Chain

Figure 7.2: Experimental Setup for Stair Climbing Exercises

communications channel. During this idle time, the motivation level for the leader behavior 

set began to rise. Eventually, this motivation level crossed the threshold of activation and the 

leader behavior set was active. As the leader. Robot 1 took on the responsibility of managing 

the TDMA media access protocol and began broadcasting frames at approximately one frame 

per second. When each of the two remaining robots were turned on, they responded to the 

leader in the “join” slot of the communication frame(Figure 5.18 and were added to the 

polling routine of each frame.

With all of the robots now functioning, the leader enabled its LED array and the mo­

tivational levels for the find-leader behavior sets of Robots 2 and 3 began to rise. Robot 

2 was programmed with the fastest motivational rate and was the first to select the find- 

leader-methodical behavior set. After selecting this behavior set, Robot 2 began inhibiting 

the activation of docking-related behavior sets in Robot 3 by posting its current status on its 

communication signboard. In practical implementation, sign-board data was transmitted at 

the beginning of each data slot so a robot with an active docking behavior set would update 

the other robots on its progress once per second.

Robot 2 progressed through the behavior sets and successfully docked with the leader, 

Robot 1. Once Robot 2 had docked, it stopped inhibiting the docking behavior selection 

of Robot 3. At this point the level of motivation for the find-leader behavior sets began 

to rise. The find-leader-wander behavior set was chosen because the impatience rate for 

this behavior was set to a higher rate. Robot 3 detected the optical signal from Robot 2
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[ch had now become the leader. Following the same progression was Robot 2, Robot 3

cessfully docked completing the chain. At this point, the robots were now ready to climb 

stairs.

Figure 7.4 shows the robot action selections during the successful docking trial that was 

} described. Figure 7.5 shows the motivational levels for each of the behavior sets during 

same trial. The dotted lines in these graphs represent the threshold of activation for each 

lavior set. When a motivational level reaches this threshold, the behavior set is activated. 

One of the main reasons for using the ALLIANCE architecture to implement the docking 

avior was its inherent fault tolerance. Figure 7.6 shows a photographic progression of 

ocking trial where one of the robots was unsuccessful at its first attempt to dock. As 

the trial described earlier in this section, Robot 2 was the first to detect the leader 

[ attempt to dock. This robot followed the same behavior progression as in the successful 

king attem pt progressing through the find-leader-methodical, determine-relative-position, 

igate-to-rear, docking-approach, and docking-align behavior sets. In this trial, however, 

robot had difficulty aligning itself for docking.

Robot 2 made several attempts to align itself with the leader while the docking-align 

avior set was active. As Robot 2 was attempting to align itself the impatience level in 

)ot 3 started to rise. The motivation level for Robot 3 at this point was given by the 

ation:

rriij (t) =  [rriij {t -  1) + impatienceij (t)]

X activity suppressioriij{t)

X  sensory-f eedbackij {t)

X  acquiescencsij {t) 

xim patiencejresetij {t)

—  — 1) T itTT,patienceij(t)]

— [Tn(ij'){t — 1) T 5-sloWij{k, ()]

97



I
t

t
Figure 7.3: Gremlin Docking Experiment
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In other words, the motivational level for Robot 3 to begin a docking attempt, (and take 

r for Robot 2 who was not completing the task) was increasing at a rate of S.sloWij{k, i). 

ze Robot 2 was unable to complete the docking maneuver before the motivational level 

tobot 3 reached the threshold of activation, Robot 3 had become impatient and took over 

task of docking. Also, since the docking-align behavior set in Robot 2 had been active 

more than ipij{t) time units, Robot 2 was ready to acquiesce the task when Robot 3 

ounced it was going to make a docking attempt. Robot 2 gracefully backed away from 

leader robot to make room for Robot 3.

Robot 3 was able to perform the docking maneuver with the leader and then took over 

leader function itself. Once again. Robot 2 attempted to dock, this time with the new 

1er, Robot 3. Robot 2 was able to successfully dock with Robot 3 and complete the chain, 

s docking experiment highlights the utility of the ALLIANCE behavioral architecture in 

momous mobile robot reconfiguration. Despite the fact that Robot 2 was unable to 

cessfully dock with the leader on the first attempt, the inherent fault-tolerance of this 

trol architecture allowed Robot 3 to make an attempt and bring the system out of a 

sntial deadlock situation.

Figures 7.7 and 7.8 highlight the mechanism that define the fault tolerant features of 

ALLIANCE architecture. Figure 7.7 shows the action selection progression during the 

1. At approximately 110 seconds into the trial while Robot 2 was still attempting to 

n itself with the leader Robot 3 had become impatience and took over. This is shown on 

graph as a change in the active behavior set of Robot 2 from docking-approach to idle 

the change in Robot 3 from idle to find-leader-wander. Figure 7.8 shows the reasons for 

change in behaviors. From approximately 90 to 110 seconds, the motivational level to 

ate a docking behavior in Robot 3 was increasing at 6sloWij{t). When Robot 2 failed 

lign itself and provide “reassurance” via the communication system to Robot 3 of its 

çress through the docking process, Robot 3 became impatient and “decided” to take over 

docking procedure itself as the motivation level passed the threshold of activation.

Figure 7.9 shows the average docking times for 30 docking trials. The graph displays the
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Figure 7.6: Gremlin Docking Experiment with Docking Failure
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Average Gremlin Docking Times
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Njmber d  Lhsuccessful Docking Attempts

F igure 7.9: Average Gremlin Docking Times

rage docking time associated with the number of unsuccessful docking attempts during 

run. It is interesting to note that there is only about a 30 second increase in the time 

uired to dock for each unsuccessful attempt. This is due to the fact that a robot who is 

luccessful at docking remains behind the leader and is a good position to make another 

empt once the teammate who took over the task is finished.

3 S ta ir  C lim b in g  P erform ance R esu lts

3r 30 stair climbing trials were conducted. These trials showed that the Gremlin robots 

Id successfully and autonomously climb a set of stairs. Figure 7.10 shows a photographic 

gression of a successful stair climbing maneuver. The motions of the Gremlin chain 

tched the movements prescribed by the gait control presented in Section 5.3.4.

Figure 7.11 shows the average completion times for the successful climbing trials. The 

rage amount of time to climb three stairs was 4 minutes and 31 seconds, which translates 

3 approximately 90 seconds per stair. Appendix C presents the results from all of the 

abing trials. It was determined that the activity of stair climbing requires large amounts 

mrrent because the motors driving the lifting mechanism frequently stall. These stall 

ditions were most frequent when one robot was extending while another was retracting 

:e the speed of retraction and extension were different in each robot.
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Figure 7.10: Gremlin Stair Climbing Experimental Verification
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Chapter 8 

Conclusions and Future Work

W ITH the proliferation of robots in our world, their ability mobility defines their 

usefulness. This project is a starting point for developing robot teams that have free 

reign over indoor environments. The opportunity exists to develop the notion of cooperative 

stair climbing robots. This development could lead to teams of vacuum cleaner robots that 

move from one floor to another in a dwelling. A team of mobile robots with the ability to 

move between floors of a building could also be used to augment an existing security system 

or provide reconnaissance for law enforcement. This chapter summarizes the contributions 

of this project, draws conclusions regarding the success of the implementation, and provides 

suggestions for future work on this topic.

8.1 Contributions

We propose a complete integrated control architecture and communication strategy for a 

system of reconfigurable robots that perform tasks with ordering dependencies. This ar­

chitecture enables fully autonomous operation of a team of robots performing tasks with 

ordering dependencies. The communication strategy to autonomously maintain a structured 

message passing network without the need for external supervision. To our knowledge, this 

is the first implementation of such an architecture that facilitates cooperative autonomous 

docking and reconfiguration of robots.

This project has demonstrated the feasibility of developing a fully autonomous team of
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)nfigurable stair climbing robots. The following reiterates the significance of this demon-

ition and outlines the contributions of this project:

• A behavioral control architecture and communication system, integrated to facilitate 

autonomous mechanical reconfiguration of robots.

• Extension of a behavior-based control architecture called ALLIANCE which improve 

the efhciency of cooperative tasks with ordering dependencies.

• Behavior classes are introduced in the extended ALLIANCE architecture which group 

behavior sets according to a high level task.

• The behavior class is shown to be an effective mechanism for acknowledging the 

progress of a robot team member towards a task defined by several behavior sets 

with ordering dependencies.

• The behavior class is used to ensure that behavior sets with ordering dependencies are 

executed in the correct sequence.

• A new type of gait control table for motion planning is proposed which includes sensor 

feedback and implements a mechanical travelling wave on a set of linked stair climbing 

robots.

•  A high level sign-board based communication scheme is integrated into the architecture 

which complements the behavioral system .

• A time domain multiple access (TDMA) communication scheme that allows the robot 

team to maintain a structured message passing system without the supervision of a 

base station or computer.

• The TDMA communication scheme facilitates dynamic frame size allocation and in­

herently detects robot failures.
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• A simple mechanical design augmented by a suitable control system. This research 

represents the first successful implementation of cooperative autonomous stair climbing 

robots that we are aware of.

8.2 Conclusions

The proposed Gremlin Design has expanded on previous work which introduced the notion of 

cooperative robot stair climbing by presenting a system of autonomous stair climbing robots. 

In contrast to previous stair climbing implementations the proposed design shifts the focus 

from the mechanical design of the robots to the control and communication organization.

The behavioral control system of the Gremlin robots, which was based on the ALLIANCE 

architecture, is shown to be an effective and resilient scheme for autonomous reconfiguration. 

Experiments show that the fault-tolerant nature of the extended ALLIANCE architecture is 

well suited to the complex task of robot docking. In cases where a robot was having difficulty 

completing a docking maneuver, another robot would become impatient and take over the 

docking task. This feature of the behavior architecture is effective in preventing a single 

robot from jeopardizing the overall success of the docking task.

The gait control table paradigm is an effective method for controlling the Gremlin robots 

while stair climbing in their coupled state. Several successful trials were executed to demon­

strate that this control scheme could autonomously guide coupled modular robots up a flight 

of stairs. The proposed design shifted focus from the mechanical design of the robots to the 

control and communication organization. This led to some minor drawbacks in the reliability 

of the mechanical system and its power consumption.

8.3 Future Work

This project uses the minimum number of robots (3) required to demonstrate stair climbing. 

Future research could investigate the prospect of scaling up the number of robots in the 

system. This research could investigate the effect of more robots on the efficiency and fault
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rance of the system. With more robots, the effect of a total robot failure could also be

istigated.

The Gremlin robots fabricated for this design are limited in their ability to detect the 

rcase. Future research could involve integrating image processing to enable the robots 

ntonomously detect the staircase prior to reconfiguration. This ability could be coupled 

1 the selection of the leader robot such that the first robot to detect the staircase would 

ome the leader.

FYom a mechanical engineering perspective, the mechanics of the Gremlin robots could 

improved. This project has shown that the current mechanical design, even with its 

rtcomings, is capable of stair climbing. More precise construction techniques such as 

iputer-aided manufacturing, and a complete analytical mechanical design could be pur- 

1 that would undoubtedly improve the reliability and efficiency of Gremlin stair climbing.
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Appendix B 

UART Byte-Alignm ent Over a 
W ireless Communication Link

The wireless communications system is one of the most important systems of the robot. 

It allows the robots to communicate with one another, permits manual remote control of 

the robots and allows the user to monitor the status and activities of the robots. The 

wireless communications protocol was designed to use the hardware universal asynchronous 

receiver/transmitter (UART) feature of the microcontroller.

Due to the nature of the transceiver module it is not possible to simply send a character 

from one module to another. The modules use amplitude shift keying (ASK). These partic­

ular modules use a data sheer in the demodulation process. The data sheer uses a capacitor 

which charges as incoming data begins to appear at the receiver. It requires many high-low 

data transitions in order to properly stabilize. In other words, it takes time for the receiver 

to "turn on” and correctly recognize incoming bits. For this reason, the transmitted data 

must be packetized in order to ensure reliable communications.

A data packet consists of a preamble, synchronization bytes, a header, and the message. 

The preamble is a series of data bytes with many transitions. The binary sequence 10101010 

(hex value 0x55) is transmitted five times. This gives the receiver a chance to stabilize. Next 

a sequence of four synchronization bytes is transmitted. The synchronization bytes avoid 

framing errors in the receiving UART and are based on the system presented by Ammerman

[85]. Framing errors occur when the receiving UART is not properly synchronized to the
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irt and stop bits. This occurs because the receiving wireless transceiver requires time to 

ibilize and may begin outputting data in the middle of one of the preamble bytes. In that 

se one of the “0” bits in a preamble byte may be mistaken for a start bit and a “1” as the 

)p bit.

Once the receiver has stabilized the UART can be in any one of five possible states [85];

State Description
1 The receive UART is synchronized properly to the start 

and stop bits
2 The receive UART is shifted by 2 bit periods
3 The receive UART is shifted by 4 bit periods
4 The receive UART is shifted by 6 bit periods
5 The receive UART is shifted by 8 bit periods

Table B .l:  Byte Misalignment States

Note that odd-numbered UART offsets are not considered since they would be discarded 

the framing error detection of the microcontroller. In every case except State 1 the “0” 

ta bits are being mistaken as the start bits and “1” data bits as the stop bit. States 2 

ough 5 are corrected using the synchronization bytes. The synchronization bytes are de- 

ned to cause framing errors for certain UART states. The framing error will re-synchronize 

; receiving UART to the proper bit times. The synchronization bytes are sent in the fol- 

nng order:

1. 01000100 - Causes a framing error in State 3 and State 5. For State 3, the UART will 

use bit seven as the next start bit which translates the UART to State 2. For State 5, 

the UART will use bit 3 as the next start bit moving the UART into state 4.

2. 00010001 - Causes framing error in State 2 and State 4. For State 2, the UART will 

be translated to State A because it will use the start bit of the next byte. For State 4, 

the UART will translate to State 3 because it uses bit 5 as the start bit.

3. 01000101 - Causes a framing error only in State 3. The UART uses bit 7 as the next 

start bit translating to State 2.
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Figure B .l: Synchronization of the Receiving UART

4. 00010101 - Causes framing error only in State 2. The UART will use correctly use the 

next start bit, and the UART is properly synchronized.

Figure B.l outlines the synchronization process graphically. An arrow indicates a fram­

ing error which causes a state transition. This transmission method ensures the reliable 

transmission of small packets of data over a wireless communications link by guaranteeing 

that the receiving UART is always synchronized.
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Appendix C 

Experimental Results
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C .l  s ta ir  C lim bing Trials

Priai Outcome
Stair

Reached
Time

(min:sec) Notes
1 Power Failure 1 1:30 Robot 2 battery drained
2 Mechanical Failure 1 0:30 Robot 1 bumper switch caught on stair
3 Success 3 4:15 Successful ascension
4 Success 3 5:00 Successful ascension
5 Power Failure 2 2:00 Robot 1 battery drained
6 Sensor Failure 3 3:30 Robot 3 retracted opto did not trigger
7 Mechanical Failure 2 2:00 Robot 3 shaft coupling failed
8 Success 3 3:45 Successful ascension
9 Power Failure 2 1:30 Robot 3 battery drained
10 Sensor Failure 1 1:00 Couple disengaged
11 Success 3 3:45 Successful ascension
12 Mechanical Failure 2 2:15 Robot 2 hfting mechanism jammed
13 Power Failure 3 3:15 Robots 2 & 3 battery drained
14 Power Failure 2 1:45 Robot 1 insufficient power for lifting
15 Mechanical Failure 1 0:45 Robot 3 bumper jammed on stair
16 Power Failure 1 1:30 Robot 2 battery drained
17 Success 3 4:30 Successful ascension
18 Power Failure 2 2:30 Robot 3 battery drained
19 Power Failure 2 3:00 Robot 3 battery drained
20 Mechanical Failure 3 4:00 Robot 2 shaft couple failed
21 Success 3 6:00 Successful ascension
22 Power Failure 2 4:00 All robot batteries drained
23 Sensor Failure 2 2:30 Robot 1 stair sensor disengaged
24 Mechanical Failure 1 0:30 Robot 1 lifting mechanism failed
25 Mechanical Failure 2 2:15 Robot 1 bumper switch caught on stair
26 Success 3 4:45 Successful ascension
27 Sensor Failure 2 2:30 Robot 2 extended optp did not trigger
28 Success 3 4:15 Successful ascension
29 Power Failure 2 3:00 Robot 3 battery drained
30 Mechanical Failure 3 4:00 Robot 2 bumper torn off
31 Power Failure 2 2:45 Robot 2 battery drained
32 Power Failure 2 3:00 Robot 3 battery drained
33 Power Failure 1 1:30 Robot 3 battery drained
34 Mechanical Failure 2 3:00 Robot 1 lifting motor seized

Table C.l: Results of Stair Climbing Trials
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!.2 Stair C lim bing Trials H istogram

gure C.l presents the results of all 34 stair climbing trials.

Stair Climbing Trials

Number of  ̂
Outcomes „

Success Mechanical Power Failure Sensor Failure 
Failure

Outcome

Figure C .l: Stair Climbing Experimental Results
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Appendix D

Robot Mechanical Drawings
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