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Abstract

Surfing data mining techniques for representing data sources have specifically attracted

much attention among researchers. Given the curse of dimensionality in representing

text using the traditional Bag-of-words models, lower-dimensional representation of text

has been an important line of research due to its impact on many prediction, and rec-

ommendation tasks.

This thesis studies two main different viewpoints in text representation using content

and citation information and then, different existing approaches along with their advan-

tages, limitations and drawbacks are reviewed. A novel hybrid distributed technique for

text representation is proposed where the textual content of documents is projected into

a vector representation using an artificial neural network .

To test the performance of the new proposed technique, the well known link-prediction

problem is selected to serve as a benchmark. A comparison is performed with other
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common techniques by predicting the existence of citation links between tuple of papers

in a large citation graph.
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Chapter 1

Introduction

This chapter is dedicated to review the main motivations and challenges of the research

conducted in this work. The motivation is discussed in Section 1.1. The general prob-

lem statement is given in Section 1.2 where common challenges and objectives of the

formulation are provided in Section 1.3. A brief overview of the proposed methodology,

candidate data-set for evaluation and implementation details is given in Section 1.4. Sec-

tion 1.5 explicitly goes through the contribution of this thesis and finally these parts are

followed by section 1.6 which demonstrate the thesis organization.

1.1 Motivation

Nowadays, with the vast accessibility of scientific literature and broad and diverse areas

of science explored by researchers, the necessity for deeper knowledge extraction from the

articles is crucial. Beside traditional Information Retrieval (IR) and machine learning

techniques developed for document clustering [1, 2]and classification [3, 4, 5], disam-

biguation processes [6, 7], concept extraction [8] and recommendation engines [9, 10, 11],

with the emergence of artificial neural networks and their contribution to Natural Lan-

guage Processing (NLP) [12], there has been recently a track of research on developing

new architectures for a universal paper representation that could be applied to any of

above-mentioned areas.

Traditionally, document modeling aims to locally represent each document regard-

less of its contextual interaction with other documents. While in local representation
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1.2. PROBLEM STATEMENT CHAPTER 1. INTRODUCTION

techniques each unit is represented considering only its own appearance or frequency

through out the text of the documents, on the other hand, with the appearance of artifi-

cial neural networks and data-driven techniques such as deep learning methods, families

of documents representation that consider semantic relations, which are also referred

as distributed representation techniques, have become an important line of research in

Natural Language Processing (NLP). While a significant part of research has been based

on developing algorithms for representing documents through either the embedded lex-

ical relationships in the text or contextual relations between documents as part of an

arbitrary citation network, less effort has been spent on combining both aforementioned

viewpoints and building a new distributed approach that leverages both the content and

citation information.

The main motivation of this thesis is to conduct research on the application of mod-

ern technologies such as deep learning in leveraging both the documents textual content

and relationship information through citation graphs to build a universal and efficient

architecture for document representation. In addition, this thesis makes a detailed anal-

ysis and comparison over the existing families of techniques for document modeling and

shows the efficacy of the proposed approach on a real data-set of scientific articles in the

field of computer science.

1.2 Problem Statement

One of the most crucial stages in building an architecture to analyze textual documents

is to propose a proper feature vector representation of text. This usually refers to a

procedure that enables us to represent a document mathematically(feature vector) in a

way that it can be used by many recommendation or prediction engines. In this case, any

document may represent many types of information and a feature vector representation

can project an arbitrary document into a form that all the information is measurable.

The main questions arising during this process are as follows:

• How can one specify a mapping function f that can project an arbitrary document

d to a feature vector representation e?

• How compact can the representation e be while being able to retrieve maximum

amount of information embedded in the original document d?

2
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• Is it sufficient to find the mapping function f locally and based on only the content

of the specified document, or can we form the document representation based on

a distributed relationship of documents across a given network of citation relation-

ships?

This thesis tends to formulate a novel mapping mechanism f that projects a bag of

words-based local representation [96] of the text to a compact and distributed vector

representation. Therefore, the main problem discuss in this work is to design a framework

to learn a mapping function f that produces vector representations e of arbitrary textual

documents d. Figure 1.1 shows a generic block-diagram of the technique used in this

thesis for document representation where it shows how mapping function f uses the

citation graph and content to generate vector representation of a certain document d.

1.3 Objective and Challenges

In this thesis we aim to study a family of existing techniques for modeling and represent-

ing documents that are normally defined as a collection of coherent textual information.

Essentially, these techniques are employed to be able to grasp any informative aspect of

a document that can be captured or comprehend by a human user.The common draw-

backs and limitations to existing approaches have motivated us to propose our novel

hybrid method with an effort to leverage those downsides and present a more solid rep-

resentation vector. The existing techniques usually study document representation by

either analyzing the textual content of each document or considering the document in a

larger relation-graph that shows the documents interaction with other documents through

context-specific citations. Any of the above-mentioned strategies has its own advantages

and disadvantages and, therefore, may be used in a certain task.

1.3.1 Content-based Representation

These types of representations mainly focus on the textual content of the documents and

aim to grasp any embedded potential knowledge in the text. There are several approaches

categorized as content-based methods, all of them doing the knowledge extraction based

on the documents text while approaching the task differently. The traditional TF-IDF

3



1.3. OBJECTIVE AND CHALLENGES CHAPTER 1. INTRODUCTION

Figure 1.1: A generic diagram of the distributed hybrid technique for generating docu-
ment representation using both the content and citation information.
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method is the most widely used technique for document representation where each doc-

ument is projected to a highly dimensional vector of N by 1 with N being the size of

the dictionary of words. Although ease of use and no need for any training interface are

taken as the main benefits of TF-IDF method, the approach fails to model some certain

characteristics of the text such as semantic content, and is not cost effective.

Other category of content-based techniques concentrate on representing the text con-

sidering the semantic and grammatical relationships between text units embedded in the

text. Methods falling in this category usually need to proceed with an intermediate train-

ing stage to project each textual unit (eg. words, sentences, etc) to a lower-dimensional

vector [98]. Techniques such as Word2Vec, Doc2Vec, topic modeling and Latent Dricht-

let Allocation (LDA), and sequence modeling using Artificial Neural Networks (ANN)

usually use a training corpus to learn the representation of the text in the corpus.

While the above-mentioned family of techniques outperform the traditional TF-IDF

by embedding semantic context of text in their vector representation [95], they do not

still consider non-textual knowledge and, hence, lose some useful data that is normally

found in term of document-to-document relationship. As an example, consider the world

of scientific papers in two different fields, one on soccer and the other regarding leg muscle

diseases. The papers seem semantically unrelated prima facia, while in reality, assume

that it is discovered there is a chance for those playing soccer to increase the chance

of being diagnosed with a specific form of muscle disease in elderly days. Expectedly,

such a relationship can be interpreted from a citation graph where a paper in the field

of soccer cites another article discussing muscle diseases. Although the relation between

above-mentioned articles cannot be extracted through their content-based semantic rep-

resentation, a citation graph can provide strong relation signal between the documents.

Therefore, while content-based techniques provide powerful representation methodolo-

gies, they cannot still include some valuable relation information usually embedded in a

citation graph.

1.3.2 Citation-based Representation

Citation based representation techniques emphasize on relations across documents that

are usually provided through a large citation graph. The idea behind this approach is to

represent each document based on its interaction with its neighbor documents within the

5
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graph. Note that neighbors in this context can be referred to those documents that have

citation relations with each other. In general, considering any arbitrary document, ma-

jority of its citations are belong to those documents focusing on the same area of research

as the citing document, which can be inferred that these papers are conceptually related.

Therefore, citation-based representation approaches aim to mitigate the drawback in

content-based techniques due to the lack of considering citation relations in creating the

vector representation. The research on the citation-based techniques has been mainly

focused on mapping a large and sparse citation graph to a lower dimensional represen-

tation. matrix factorization techniques are popular as they do not normally require any

training data and can be applied to an arbitrary graph to produce vector representations

[97]. With emergence of Deep Learning (DL) methods, recently, techniques such as deep

Collaborative Filtering (CF) [91], DeepWalk [80], and node2vec [27] have been proposed

to create node representation within a graph through learning the vector projection by

considering the node citations within the graph. For example, node2vec admits each node

as an N by 1 vector with the only non-zero entry corresponding to the index of the node.

Then, an ANN learns to produce neighbor nodes in the graph by projecting the input to

a lower dimensional space that is called node embedding. Unlike the traditional matrix

factorization techniques, DL-based methods require a vast amount of training data.

Although the citation-based techniques show effective in tasks with existing citation

information, they still suffer from some drawbacks. First they are affected by the cold-

start phenomenon that is related to their weakness in modeling the newly added nodes

to the graph, the ones with little citation information. Moreover, using only citation

information without considering content can be sub-optimal, especially, considering no

information about the type of citation is available (whether it is a positive citation or a

negative one). As a result, a more comprehensive approach is required that can lever-

age benefits of both two above-mentioned methods and is able to represent as much

informative aspects of each document as possible.

1.3.3 Hybrid Techniques

Hybrid techniques are, generally, referred to approaches that can combine different meth-

ods, such as content and citation based techniques, to bring in multiple advantages all

together and produce more solid results compared to citation/content only techniques.

6
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In recent years, there has been an increasing favor among researchers toward hybrid ap-

proaches due to their potential capabilities in performing complicated tasks in data analy-

sis and machine learning problems. For instance, there is one family of hybrid techniques

that aims to form document representation for similarity calculation in recommendation

system applications. This group of hybrid approaches considers the citation relations of

the paper within a citation graph, alongside their context to measure the similarity of

the documents. Therefore, unlike the conventional citation-only based techniques, the

relation between each two nodes is weighted based on the content of each of the nodes.

Then, the matrix factorization can be used to map each high-dimensional N × 1 docu-

ment vector into a lower-dimension of H with H ≤≤ N . Here for any target document,

the n-th entry of the high-dimensional representation vector corresponds to a similarity

score between the target document and the n-th document in the graph, where the score

is also calculated based on the existence of citation relations and similarity of their texts.

Although the above-mentioned approach and all the similar hybrid techniques estab-

lish a significant knowledge coverage while using both the text and citation interactions,

their implementation can be challenging as they can significantly require feature engi-

neering to calculate the relation weights. This means the efficiency of the method is

affected by the way the similarity score is formulated. In addition, it is not known how

the text and citation based features can be combined to form the final node similarity.

Beside the above issue, another drawback for these families of hybrid approaches is

the curse of dimensionality. As each document is required to admit a vector in the size

of the number of nodes in the citation graph, these techniques do not normally result

in a scalable solution. On the other hand, another family of hybrid techniques aim to

project each document into a lower dimensional vector (feature vector), which is the

main contribution of this thesis. The idea presented here is to use both the content of

the document and citation information where a solution using a neural network model

is employed for training purposes. The neural network model here admits each target

document in the citation graph as the input and, during the training phase, it learns

how to project each document to a lower-dimensional vector representation that can

predict the word distribution in the surrounding (neighbor) documents in the output of

the network. The proposed framework can form a distributed solution to the document

representation problem where both the citation and textual content of the documents

are used in the vector representation.

7



1.4. METHODOLOGY & IMPLEMENTATIONS CHAPTER 1. INTRODUCTION

1.4 Methodology and Implementations

In order to evaluate the proposed technique in this thesis, we need to discuss the method-

ological steps and implementation details. In this section, we first start with an overview

of the architecture and, then, discuss data-sources, preparation phases, evaluation and

software implementation details, of course in a general manner.

1.4.1 Architecture and Training

The proposed architecture in this thesis utilizes an ANN to produce vector representation

of documents. The ANN is trained in a way that the final trained model can admit

the document’s text and map it to a lower-dimensional vector. In this case, the ANN

is represented as a feed-forward MLP network that maps input text representation to

a document vector. Figure 1.2 shows the block-diagram of the pipeline for document

vector representation.

To tune the weights of the above-mentioned MLP network, training tuple is generated

by considering each arbitrary document and its neighbors. In this context, a neighbor

refers to those documents that have established citation relations among each other and

are ,hypothetically, conceptually related. As Figure 1.2 shows, the proposed structure

consists of four different stages as follows:

1. Input layer : this layer admits the textual content of the document d0 as the input

and, then, projects the text to a bag of words vector that is used as the vector

representation sent to the embedding layer.

2. Embedding layer : the bag of words vector is then applied to the first layer with

parameters θ1 which needs to be tuned during the training. The document’s em-

bedding e0 is then generated as the output of the embedding layer.

3. Softmax layer : the document embedding vector is then applied to the output layer

that projects the embedding vector to an output bag of words vector. The output

of this layer is a bag of words vector with the same size of the dictionary of the

words where the i-th entry of the vector corresponds to the assigned weight to the

i-th word of the dictionary.

8
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4. Training phase:the cost function is created by considering the real bag of words

vector of all neighbor documents {d1, . . . , dN} and the produced bag of words vector

in the out put layer. Parameters of the first layer (θ1) and the output layer (θ2) are

tuned such that the inner layer embedding vector will result in an output bag of

words vector with higher probabilities assigned to words appearing in the neighbor

documents.

Once the training phase is finalized, the embedding layer is now capable of producing

a lower- dimensional vector of the input document. This means the embedding vector

produced in the inner layer is representing each input article based on its neighbor (sim-

ilar) documents. Since each document is going through the model with its content-based

representation and outputs the result based on the citation relation, it benefits from both

aspects and is expected to drive more solid performance than non-hybrid methods.

1.4.2 Data Source

For the purpose of training and performance evaluation, articles from a list of well-known

journals and conferences in the field of computer science over the last 10 years are chosen

through the Microsoft Academy (MS) knowledge graph [39]. The MS graph also provides

both the abstract and the citation relation information for all the articles in the pool.

For the purpose of the experiments in this thesis, only those citation records where both

citing and cited articles exist in the paper-pool are considered.

1.4.3 Data Preparation

Once the paper pool is produced and citation relations are extracted, a series of different

data preparation stages is applied to the raw-text:

• Lemmatization and stemming : To preserve only the basic form of the words and

increase the coverage of words across articles, each word goes through a series of

lexical processing steps such as stemming and lemmatizition. As a result, all the

redundant forms of a certain word are eliminated and, then, grouped to a unique

term that can be added to the dictionary.

9
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(a)

(b)

Figure 1.2: A block-diagram of the pipeline used in this thesis for learning the vector
representation of documents from the textual and citation information. Both (θ1) and
(θ2) corresponds to a set of parameters for their assigned layer.

10
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• Dictionary generation: a dictionary containing all unique words in the pool of

candidates is created. To reduce the computational cost, only those words with a

certain number of appearances in the articles are included in the dictionary.

1.4.4 Performance Evaluation

The efficacy of the generated document vectors using any of the presented techniques in

this thesis is evaluated against the well-known link-prediction problem where the goal is

to predict the existence of a link (edge) between any two nodes (papers) in the citation

graph. For this prediction problem, the direction of the edge is ignored and the existence

of a citation is considered as a relation between each two certain papers.

The link-prediction problem can be now formulated as a binary classification scenario.

The logistic regression classifier is first applied using the feature vectors obtained by each

specific model that produces vector representation of documents. AUC is also used as

the classification metric to evaluate the performance of the link-prediction problem.

1.4.5 Implementation

A pipeline is formed to produce representation vectors and run link-prediction tasks.

Each stage of the pipeline can be explained as follows:

• Document extraction: all the textual data and citation relationships are extracted

from MS academy pipeline through Python HTTP requests. We obtained the list

of top-50 journals and conferences in the field of computer science and extracted

published papers by any of the venues over the last 10 years. Raw text of each

paper as well as citation data are both extracted from MS academy pipeline.

• Pre-processing and data preparation: to run common pre-processing steps such as

data-cleaning, lemmatization and stemming, Python’s NLTK [40] package has been

used.

• Model training : the content-based Node2Vec model is implemented in tensorflow

[41]. We also use the NLTK package to run experiments for topic-modeling and

LDA.

11
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• Link-prediction and performance evaluation: the link-prediction problem has been

modeled as a binary classification scenario and is dealt with using an logistic regres-

sion classifier. To implement the logistic regression classifier, we use the built-in

function in Python’s ScikitLearn [42]. For performance evaluation, the AUC has

been also calculated.

Given the computational complexity of the ANN training and requirement for running

cross-validation tasks, the whole training and cross-validation run on an M4 AWS ma-

chine with 16 cores and 256Gb of RAM. The above-mentioned pipeline design enables

running multiple parallel jobs on the machine to evaluate the suitability of each set of

parameters.

1.5 contributions

The main contribution of this thesis is listed as follows:

• The paper proposes a novel hybrid technique with extending the original idea in [27]

to include textual data along with the citation information in the training phase to

lead building a more efficient feature vector.

• The technique has addressed the drawbacks that the original Node2vec was dealing

with such as cold start problem and dynamically sized graph.

• A rigorous analysis is conducted on the advantages of the newly proposed structure

compared to the traditional content and citation based techniques. The efficacy of

the novel hybrid representation technique is specifically, tested over an edge predic-

tion problem compared to the existing traditional approaches that are implemented.

in this work.

1.6 Thesis Organization

The rest of this thesis is organized as follows.Chapter 2 presents background information

and related works where content based representation using TF-IDF and word embedding

and citation based representation using node2vec and DeepWalk are reviewed. The
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main contribution of this work is discussed in chapter 3 where the methodology used to

implement content based node2vec is presented.Simulation results are also provided in

section 4 where the edge prediction problem is presented as a comparison benchmark.

Section 5 also conclude the thesis and suggests the future work.
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Chapter 2

Literature Review

The accessibility to human knowledge has become much more facilitated with the emer-

gence of internet technology. Nowadays, people enjoy wide access to a variety of in-

formation sources such as news, science, literature, movies and public services through

different mediums such as text, images, videos and voices. Given the variety of informa-

tion sources and diversity of the services required by people, the modern technology is

now moving towards proposing novel ways to process information media and facilitate

their usage and interpretation for ordinary citizens.

Textual data have become a unique source of information, especially, with the current

growing pace in Information Technology (IT). Unlike many other sources such as videos or

voices whose ages are not more than a century, human being has traditionally recorded its

knowledge through scripts or hand-writing. Nowadays, a significant amount of knowledge

and information can be found in old manuscripts whose textual data has been widely

used in the modern scientific community. Many scientific publishing groups are now

working on digitizing the old corpora and form them as individual documents as part

of a large scientific graph. Most of old written articles in medicine and biology are now

stored and indexed by PubMed [38]. ThomsonReuters has also built Westlaw [43] as a

knowledge-base for lawyers and attorneys where millions of case laws written by judges

and attorneys have been digitized as law documents. Many other publishing groups such

as Elsevier [45], IEEE [44] and Nature [46] have all dedicated their resources in building

platforms that can efficiently store and index textual data. With such a fast pace of

access to text information, the necessity for inventing novel techniques to analyze the

14
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text and mine the desirable information has become more urgent.

This section reviews the state-or-art technologies in document modeling and, espe-

cially, different view-points in building lower-dimensional representation of text. First,

background and literature review is provided and, then, related work that motivated the

main contribution of this thesis is reviewed.

2.1 Background Information

To analyze any information source, such as scientific papers, the first crucial step is to

build a numerical representation vector, generally called feature vector, for each docu-

ment. Unlike other sources of information such as videos and images, text representation

faces more challenges given the ambiguity in the representation stage (word, sentence,

paragraph, etc) and representation context (local or distributed) [47]. Considering words

as the smallest meaningful unit of the text, the traditional text representation has been

based on forming models to quantify words. Higher-level representations such as sentence

or paragraph level can be then obtained by aggregation over individual words. With a

significant progress in research on Natural Language Processing (NLP) and Artificial In-

telligence (AI), and with wider access to the text data, researchers have proposed more

advanced ways to model larger level of text such as sentences [21, 22, 48] and paragraphs

[19, 22, 25, 49] given their relation and existence within a given certain text corpus.

Beside the representation stage, there has been recently a significant research on

distributed representation of text. Most of the traditional techniques model each text

unit such as word as a one-hot vector of size of a human-formed dictionary where the m-

th entry of the vector corresponds to the existence of the word in the dictionary. Indeed,

these families of methods do not consider the interaction between each word and other

words within the text in forming the representation. In this case, as the representation of

each word is only considered by its local index within a formed dictionary of words, such

techniques are also called local [47]. Local models suffer from a number of drawbacks

such as curse of dimensionality and lack of universal representation context. As local

methods usually form a very large vector of word indexes whose size is equal to the size

of the dictionary, they normally lead to propose high dimensional vectors and, therefore,

face challenges such as huge disk/memory space requirement. Also, another drawback
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is in classification problems, where normally there are not many labeled data available

for training the classifier. As each word context is formed independent of its relation to

other words, the ultimate word representations normally form a disjoint space of word

vectors. In such cases, the classifier is dealing with large number of parameters to learn

(same size as the input vector), while it does not have as large labeled training data to

be able to learn properly.

Given the existence of large collections of textual data, there has been efforts to use

the relations among textual units (by unit we mean any chunk of text such as words, sen-

tences, paragraphs, etc) to obtain a vector representation of the text that also considers

both the lexical and semantic textual relationship. Unlike the local method, this family of

techniques computes the text representation based on the relationship among text units

and, therefore, is called distributed. Note that depending on the way the distributed

representation is tackled, different types of relationships can be considered. For example,

surrounding words within a sentence or paragraph can be considered semantically similar

and the vector representation can be defined in a way that the surrounding words are

projected to the same cluster of vectors. On the other hand, other types of relationships

such as co-occurrence of words within the same document can be considered in building

a distributed representation.

2.1.1 Content Based Representation

A large body of research on document representation has been focused on leveraging

the textual content of each document for building a representation. In the following,

both the local and distributed view-points are reviewed in the context of content-based

representation.

Local Content Based Representation

Local representation of text using bag of words has been traditionally used in document

modeling [50]. The bag of words model projects each document to an M × 1 vector of

integers where M corresponds to the size of the dictionary of words and each word is

also modeled by an M ×1 vector of all zero values with the only non-zero entry denoting

that word’s index in the dictionary. Each entry of the bag of words model then equals

to either the frequency or existence of the word in the document. The bag of words
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model has been vastly used in many document retrieval/classification tasks [51],[52],[53],

especially, in supervised learning problems with labelled documents. The bag of words

model has been also used as the input unit for many of distributed learning procedures

where the document is fed to the model through a bag of words vector.

The bag of words model can be then extended to the well-known Term-Frequency

Inverse-Document-Frequency (TF-IDF) [12] model by considering the frequency of each

word across different documents through an IDF measure [12]. The original TF-IDF

aims to project each document to an M × 1 vector where M corresponds to the size

of the dictionary of words and each entry is a multiplication of TF and IDF values.

The TF-IDF text representation has been used as the basic vector representation in

many applications such as web-search [54], document classification [55], content-based

document recommendation [56], text similarity calculation [57], and sequence learning

[58]. TF-IDF is implemented as one of the common traditional approaches in this work

and below a brief explanation on how it has been modeled is provided.

Definition 2.1. Considering di and {w̄1, . . . , w̄M} as the i-th document and set of all

the words in the dictionary, respectively, define ti as an M × 1 vector of integers where

tmi represents the frequency of wm (the m-th word) in the i-th document.

Definition 2.2. Assuming the set of all the documents {d1, . . . , dN}, define idfm as the

IDF of the m-th word in the dictionary as

idfm = log

(
N

nw̄m

)
(2.1)

with nw̄m being the number of documents that contain w̄m.

The TF-IDF vector vm can be now defined for each document as an M × 1 vector

where the m-th entry is given by

vmi = tmi × idfm (2.2)

A summary of TF-IDF algorithm for document representation can be found in Algorithm

1.

While none of bag of words and TF-IDF models require training procedures to create

their vector representations, they suffer from a number of drawbacks. First, both models
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Algorithm 1 TF-IDF Algorithm for document Representation

0: Inputs: Set of documents {d1, . . . , dN} and associated raw-text
0: Parameters: Size of dictionary (M) and IDF threshold (τ)
0: Outputs: An M × 1 TF-IDF representation for each of the documents in the set
0: Dictionary Generation:

• Form set of all the words from N documents as {w1, . . . , wI} with I
being total number of distinct words

• Apply pre-processing steps lemmatization and stemming to form a
sub-set of J distinct words {w̄1, . . . , w̄J}

• Calculate idf of each word and remove all the words with an IDF below
τ

• Choose M words from the filtered set and form {w̄1, . . . , w̄M} as the
dictionary of words D

0: TF-IDF Calculation:
for i in N do

Extract all distinct words, apply lemmatization and stemming, and form the set
{w̄1, . . . , w̄Ni

}
Initialize vi by an M × 1 vector of zeros 0
for j in Ni do

if w̄j in D then
v
mj

i + = idfmj
where mj denotes the index of the j-th word in the dictionary

end if
end for

end for=0
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provide a high dimensional vector with a size being equal to the size of the dictionary

and given the size of the document, they can potentially have large non-zero entries.

This will normally require a significant amount of disk/memory storage, especially, in

tasks with a large number of documents. In addition, none of bag of words and TF-IDF

methods consider the semantic meaning [47] of words in their vector formation as the

word-modeling is based on the local on-hot representation. Therefore, both methods are

unable in measuring the semantic relatedness of two given documents and may not be

efficient for many tasks involving semantic relatedness such as recommendations and text

similarity(in cases that the exact same mention of words are not used). Finally, bag of

words and TF-IDF cannot model the order of apperance of words in the sequence of words

in the text. Therefore, unlike many language modeling frameworks, such as Recurrent

Networks [14], which take the above sequential relationship into consideration, both bag

of words and TF-IDF do not oversee the sequence of relations among words in the text.

Distributed Representation

Distributed learning and representation of text has been an active area of research

[47],[59],[60]. Unlike the local representation techniques in which each unit of text is

modeled by its index across a pre-defined dictionary, distributed techniques project each

unit to an arbitrary-sized vector by considering its relationship with other parts of the

text. It has been shown that such a modeling not only does consider semantic meaning

of the text but also provides more compressed vector representation that can save both

time and hardware [47]. Given different interpretations of textual relationships across

existing corpora, several approaches have been proposed for distributed representation

of text.

One of the earliest efforts on the distributed representation of text has been based on

relating words based on the their co-occurrences in the text documents. Topic modeling

[15] has been then proposed as a general approach to cluster similar words and assign

them to a more abstract index called topic. As one of the most well-known topic modeling

approaches, Latent Semantic Analysis (LSA) [61] first creates a term-to-document matrix

where each entry represents the occurrence of the token within a certain document. In

this case, other local representation techniques such as TF-IDF can be also used to

determine the weight of each term within a document. As the main occurrence matrix is
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normally a very high dimensional matrix, LSA proposes efficient ways such as Singular

Value Decomposition (SVD) to project the original high-dimensional matrix to a lower-

dimensional form where each term can be represented by a much more compact vector.

LSA has been then used in many NLP applications such as text summarization [62],

document classification [64], and relationship discovery [63], etc.

Document representation using LDA

While LSA is intrinsically a non-probabilistic approach and may also suffer from the

scalability due to the inherent computational complexity of SVD, the techniques such as

Latent Dirichlet Allocation (LDA) [15] have been also proposed to handle topic-modeling

in a more probabilistic way. The LDA creates a generative process that can produce

documents from some pre-defined distribution of words called topics. Once the generative

model is formed, LDA uses text of documents as the training data and estimate hidden

variables such as topics. Then, each document can be represented as a low-dimensional

vector where each entry corresponds to the weight of the topic assigned to the underlying

document. The theory of topic modeling proposes that each document consists of a finite

set of topics that are each characterized as a distribution over the words. Considering a

topic as a distribution over the words, the well-known Latent Dirichlet Allocation (LDA)

[15] creates a generative process that assigns each single document to a set of words

drawn from the mathematical distribution of topics over the words. The LDA model

then extracts a topical weight vector for each document in the corpus that could be used

as a vector representation of the document in the scientific network. In the following we

dig in to some details on how a LDA model is built:

Definition 2.3. Given the word dictionary of size M and N as the total number of

documents in the network (aka corpus), the following topical notations are defined:

• An M ×K matrix φ with φmk being the probability of assigning the m-th word in

the dictionary to the k-th topic.

• A K × 1 vector θn with θnk being the probability of assigning the k-th topic to the

n-th document.

• A Dirichlet prior on topic-to-document assignment Dir(α) with α being a K × 1
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vector that determines the prior information on the importance of each certain topic

within a document.

• A Dirichlet prior on topic-to-word assignment Dir(β) with β being a M×K matrix

that determines the prior information on the relevance of each certain word to a

topic.

LDA is a probabilistic generative model that produces natural-language documents

from the dictionary of words through the following steps:

• Parameter : number of words appearing in the n-th document (Un)

• Topic assignment : draw a topic-to-document distribution θn randomly from Dir(α)

• Word assignment : draw a topic-to-word distribution φ randomly from Dir(β)

• While u < Un do:

– Draw a topic znu randomly from the Multinomial distribution θn (znu ∼ Multinomial(θn))

– Draw a word wu from the distribution φ:znu with φ:znu representing the znu -th

column of the probability matrix φ

The above steps can be repeated for all N documents in the corpus.

In a real scenario, the documents and assigned textual information are all available.

The goal is to estimate the following hidden variables and parameters:

• θn: the distribution of topics over the n-th document

• znu : the topic assigned to the u-th word in the n-th document

• φ: matrix of word-to-topic assignment

• α: parameters of the Dirichlet prior on the topic distribution

• β: parameters of the Dirichlet prior on the topic-to-word distribution

Given N documents in the corpus, K topics, and assuming U words assigned by average

to each document, there are N × K + N × K × U + M × K hidden variables to esti-

mate. The hidden-state and parameter estimation in LDA can be done using different
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computationally efficient techniques such as variational Bayes [66], and Gibbs sampling

[34]. Algorithm 2 shows steps to generate a K × 1 vector representation of documents

using LDA algorithm. The final lower-dimensional vector can be used to represent the

document in the corpus of scientific network. Beside further developments of the original

LDA to other cases such as supervised LDA [65] and online LDA [66], the technique has

been applied to a large number of applications such as document clustering [67] and infor-

mation retrieval [15]. As topic-based models cluster terms based on their co-occurrence

Algorithm 2 Topical Weight Extraction for document Representation

0: Inputs: Set of documents {d1, . . . , dN} and associated raw-text
0: Parameters: Size of dictionary (M), and number of topics (K)
0: Outputs: A K × 1 topical weight representation for the document
0: Dictionary Generation: Form a dictionary of M words following the proce-

dure given in Algorithm 1
0: LDA training: Train an LDA model with K topics against all the N documents in

the training pool
0: Topical weight extraction:

for i in N do
Gather set of all the words appearing in the i-th document as {w1, . . . , wU}
Using the trained model, find all word-to-topic assignments zu ∈ {1, . . . , K}
Calculate the weight of each topic by

p(θik|w1:U) ∼
∑

u I
k(zu)

U
(2.3)

with Ik(zu) = 1 if zu = k and 0 otherwise.
Output a K×1 vector of topic weights [p(θik|w1:U)]k∈{1,...,K} as the lower-dimensional
representation of the i-th document

end for=0

in a document, they may still miss modeling a proper semantic relationship between

the terms. That two terms co-occur across a large body of text does not necessarily

mean that they are strongly related. Therefore, recent research in distributed learning

has been focused on proposing ways to better model the relationships across the text.

Language models [68] usually form a probabilistic model that can predict a word based

on its neighbors. These models normally consider the underlying Grammar in the text

and can be used in many other models such as Hidden Markov Models (HMM). Given

the embedded hierarchy in the text, these models may consider simple unigram to more

22



CHAPTER 2. LITERATURE REVIEW 2.1. BACKGROUND INFORMATION

complicated hierarchies such as bi/n-grams [12]. As these models usually calculate the

probabilities based on the occurrence of word sequences in the corpora, they need a large

amount of training data to be able to have a good estimate of word probabilities.

With the recent advances in the field of ANN and DL [14], the attempts for building

data-driven representations of text have become more significant. The seminal Word2vec

model was first proposed in [18] as a systematic way of generating lower-dimensional vec-

tor representations of words. The idea has been also extended to phrases and paragraphs

in [19] where the well-known Doc2Vec model creates paragraph vectors based on their

relationship with word vectors. Unlike the topic-based models, both Word2Vec and

Doc2Vec techniques represent a word based on its relationship with its neighbor words in

a training corpus. Therefore, words that are located in a closer proximity will admit vec-

tor representations that attain smaller distance. Measures such as Cosine-similarity have

been then used to calculate word similarities based on the generated word representations

and have been applied to many semantic similarity tasks [69],[70]. Other variations of

the Word2Vec model have been also developed in the literature to consider specific types

of semantic relatedness such as synonym/antonym [71]. While Word2Vec based models

have shown a great success in representing semantic relatedness between words, their

extension to larger bodies of text such as documents is still an area of research.

Document Representation Using Word Embedding

The main goal in generating word embedding is to address the drawbacks in the tra-

ditional TF-IDF representation that ignores the semantic relationship between words

within the textual data. The well-known word2vec [18] model is formed based on the

assumption that neighbor words within the text are semantically correlated.

Definition 2.4. For an n-th paper pn in the scientific network, assume {w1, w2, . . . , wM}
as an ordered set of words where {wm−1, wm, wm+1} being considered as spatially neighbor

words in the document.

The main idea in building a word embedding model is to follow one of the logics

below:

• Skip-Gram (SKG): considering a window of surrounding words

{wm−L, . . . , wm−1, wm+1, . . . , wm+L} for wm, the goal is to create a model that pre-

dicts the surrounding words based on the given target word wm.
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Figure 2.1: Wordtovec models diagram for both skip-gram and continuous bag-of-words
[18].

• Continuous Bag-of-Words (CBOW): considering a window of surrounding words

{wm−L, . . . , wm−1, wm+1, . . . , wm+L} for wm, the goal is to create a model that pre-

dicts the target word wm based on the given surrounding words.

In both structures, the network expects a tuple
(
(wm−L, . . . , wm−1, wm+1, . . . , wm+L), wm

)
as the training instance. Once the model is trained and the word embedding vectors

were generated, a lower-dimensional representation can be obtained for each paper in the

network by applying statistical operations over all the individual words extracted from

the paper. Algorithm (3) shows an embedding-based algorithm for paper representation.

The element-wise operator T (.) in Algorithm (3) can be obtained by applying different

types of pooling techniques, such as maximum, minimum and average [14], to the words’

embedding.

When studying larger text such as documents, there has been more active research

on proposing novel ways for distributed representation. Beside the well-known Doc2Vec

model, unsupervised document embedding has been also tackled in [74] using CNNs. The

24



CHAPTER 2. LITERATURE REVIEW 2.1. BACKGROUND INFORMATION

Algorithm 3 Embedding-based Paper Representation

0: Inputs: Set of papers {p1, . . . , pN} and associated raw-text
0: Parameters: Size of dictionary (J), dimension of embedding (H) and training

window-size (L)
0: Outputs: An H × 1 vector representation of the paper
0: Dictionary Generation:

• Form set of all the words from N papers as {w1, . . . , wI}

• Apply word pre-processing steps (lemmatization, stemming, etc)

• Rank pre-processed words based on their frequency over the set of all
the papers, choose top J words and form the dictionary {w̄1, . . . , w̄J}

0: Training-data Generation: Generate tuple of training instances by extracting L
left and right surrounding words to each certain word wm

0: Model Training: Train one of CBOW or SKG models using all the generated training
tuples and obtain optimal weight matrix W ∗ and bias vector b∗ of the hidden layer

0: Embedding Generation: For each word in the dictionary, calculate the embedding
vector using the trained model

0: Paper Vector Representation:
for i in N do

Extract all distinct words, apply lemmatization and stemming, and form the set
{w̄1, . . . , w̄Ni

}
Form the set of embedding vectors {e1, . . . , eNi

} by applying any of the distinct
words to the trained model
Obtain the paper vector representation by applying the element-wise operator
T
(
e1, . . . , eNi

)
to the set of words’ embedding

end for=0
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proposed model in [74] extracts textual data and segments each text into two chunks of

input/output. The network then aims to form an embedding for the input text and,

then, predicts the output sequence using another stack of the network. It has been

shown that the proposed technique outperforms many existing document representations

such as Doc2Vec in tasks such as IMDB sentiment classification. In [75], the original

Doc2Vec model has been improved to a new model called Doc2Vec through Corruption

(Doc2VecC). The main idea in [75] is to regulate the training objective in Doc2Vec to

favor informative or rare words and enforce common words to admit zero embedding. The

new model has been tested against the original Doc2Vec and several other methods on

some standard classification and sentiment analysis tasks. Other approaches in [76, 77, 78]

have also proposed novel ANN-based structures to project document text into a lower

dimensional vector.

2.1.2 Citation Based Representation

Unlike the content-based representation techniques that emphasize on the textual content

of each document, the idea behind citation-based methods is to represent each document

based on its relation with other documents in a citation graph.

A large citation graph can be usually represented as a sparse adjacency matrix where

each entry denotes the existence or relation weight between each two nodes in the graph.

In this case, each node can be represented as a large-dimensional vector of relation

among other nodes. Given the curse of dimensionality, techniques such as matrix fac-

torization [84] have been widely used in the literature to project the document vector

representation to a lower-dimensional space. A complete survey of citation-based meth-

ods for document representation in a graph can be found in [85]. It has been shown

in [85] that the matrix factorization can be applied to the adjacency matrix to obtain a

lower-dimensional node representation using different techniques such as sparse SVD [86].

Collaborative filtering [87] has been also widely used in the literature to represent

a document within a citation graph and, then, find similar documents for the purpose

of recommendations [88, 89] and document clustering [90]. The application of deep

learning in collaborative filtering has been also studied in [91, 92]. The main motivation

for using deep learning is to tackle the commonly known cold-start problem that appears

in common collaborative-filtering techniques due to the emergence of new documents that
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have no citation information. In this case, an ANN architecture aims to admit a local node

vector as the input and learns the latent representation through some existing training

data such as user interests and reviews. In [92], it was shown how a generative ANN

can be used in projecting each document to a lower-dimensional space with the model

being trained on the user-data such as co-clicks and co-views. It has been shown that

the given representation outperforms many local matrix-factorization based techniques

in tasks such as movies recommendation.

While most literature has focused on building efficient models that produce represen-

tative vectors of documents using either text or citation-information, they do not still

propose a systematic way to integrate the citation information into the process of gener-

ating text representation and, then, propose a fully hybrid technique. The next section

reviews related work on using distributed learning for hybrid representation of the text.

2.2 Related Work

Distributed representation of documents using their relationship against other documents

through a citation graph has been studied in the literature through adopting the seminal

Word2Vec method [79]. In [79], a novel approach was proposed to construct document

embedding in large citation networks. The Large-scale Information Network Embedding

(LINE) technique proposed in [79] defines a first and second-order proximity between

each pair of nodes as a probability measure. Then, an objective function is defined to

maximize the similarity of adjacent nodes given the definition of the proximity. The

optimizer then projects each node (document) to a lower-dimensional representation.

Online learning of social representations has been conducted in [80] using DeepWalk.

The algorithm in [80] inherits the well-known skip-gram model proposed in [18, 81] for

Word2Vec model where each node in the graph is represented by its relation to neighbor

nodes. DeepWalk then proposes a novel Random Walk model to generate training tuple

for the skip-gram model and, then, an ANN is trained using the generated tuple. The

lower-dimensional representation of each document can be then generated by the output

of the ANN. It has been also shown in [80] that the algorithm outperforms the majority

of state-of-art node embedding techniques such as Spectral Clusterring [82] in many

supervised tasks like multi-label classification and link prediction.
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While the methodology in [80] produces neighbors of each vertex in a graph through a

first-order random-walk model, the newly established Node2Vec [27] forms training tuple

through a novel second-order random-walk model [83] . The main idea in [27] is to use

a combination of Breadth and Depth-first search across the graph to sample neighbors

of each node in the graph. A Skip-gram model is then used to project each node to

its neighbors and form an embedding vector for any node in the graph. Experimental

results in [27] show that the Node2Vec approach beats many other techniques such as

DeepWalk in tasks like classification and link prediction. As the approach is forming

training tuple as a mixture of both Depth and Breadth-first searches, it can be observed

that Node2Vec is able to represent documents in a more informative way since a more

diverse set of neighbors is included in the training regime.

While both DeepWalk and Node2Vec provide a systematic way to produce lower-

dimensional document representations using the citation graph, they suffer from two

main drawbacks. First, both techniques rely on static graphs with no changes in the

number and structure of nodes. Once a new node is added to the graph, none of presented

techniques are able to project the node to a lower-dimensional representation. In addition,

both techniques are unable to handle the cold-start cases where most recently added

documents have not yet received citations and their representation through the pure

citation relationship is not accurate. This can be a critical issue in the modern scientific

graphs where scientific manuscripts are often added to the graph and using only-citation

information may not suffice.

The proposed approach in this thesis is closely related to both DeepWalk and Node2Vec

through adopting a second-order RandomWalk model to generate training tuple across

the graph. However, this thesis proposes a new version of the distributed learning on

the graph called content-based Node2Vec where the algorithm aims to build a hybrid

distributed learning of graphs by adapting the traditional Node2Vec approach to admit

document textual information. Unlike the Node2Vec architecture, our proposed tech-

nique admits the textual information using bag of words model and, then, projects each

document to a lower-dimensional representation using an ANN. In the training phase,

the embedding vector is used to generate bag of words vectors of the neighbor docu-

ments that have been produced by a second-order RandomWalk. Compared to both the

DeepWalk and Node2Vec techniques, the content-based Node2Vec can handle citation

graphs with a varying number of nodes. Once a new node is added to the graph, the
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ANN received the bag of words vector of the generated document and projects it to a

lower-dimensional embedding vector. In addition, for documents with no citation in the

graph, as our approach uses the textual content of each node, a node representation can

be produced based on a pre-trained model over the existing vertices in the graph. In this

case, the algorithm aims to map the document to an embedding space where its distance

to the documents with the similar textual documents is minimized.

2.3 summary

In this chapter, A literature survey was conducted on techniques for document repre-

sentation. we discussed both content and citation based methods, and explained local

and distributed alternatives for any of the aforementioned taxonomies. This chapter also

reviewed TF-IDF as a local content-based technique and, then, presented topic modeling

and word-embedding as two popular distributed approaches. The next chapter will go

through the content-based Node2Vec as the main contribution of this thesis.
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Chapter 3

Methodology

Considering a document as the main source of knowledge and a citation network as a

source that shows how documents interact or correlate with each other, the following

definitions are assumed:

Definition 3.1. Let vi represent the i-th document in an assumed scientific network

of N manuscripts. Each document can be then represented by a collection of words

{w1, . . . , wKi
} with Ki being the number of unique words in the i-th document.

Definition 3.2. Define C = {V,E} as a Directed Acyclic Graph (DAG) that represents

citations among all N documents in the network where V = {v1, . . . , vN} denotes the set

of vertices (aka documents) and E = {Eij}, i, j ∈ {1, . . . , N} corresponds to the set of

edges with Eij = 1 if the i-th document cites the j-th one.

A citation network defined as above may be mathematically represented as a big

sparse N × N matrix with edges being non-zero entries of the matrix. The sparse rep-

resentation of the citation graph can be then used for various analytical tasks such as

recommendation and eigenfactor calculation [37].

Definitions in (3.1) and (3.2) reflect important aspects of information that could be

extracted from scientific articles. While definition (3.1) presents each document as a

major source of knowledge, it does not still provide any information regarding citation

relationships among documents. The citation graph in (3.2) models users’ feedback

through directed edges from a citing manuscript to a cited document. Although such a

directed relationship cannot be grasped from the main content of the document, citation
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graphs still suffer from the lack of considering documents’ content information that can

be much valuable for many tasks such as predicting the eigenfactor of a newly published

paper in the scientific domain.

Definition 3.3. For a certain i-th document in above-defined scientific network, let ei

denote a M × 1 vector of float numbers that represents the document. Also, define f :

d→ ei as a function that maps the document to its representation.

The following criteria are assumed for any mapping function f and resulting repre-

sentation vector:

• Lower dimensional representation: for computational purposes, it is more efficient

that f maps documents into lower dimensional vectors that require less disk or

memory storage. In addition, lower dimensional representation accelerates similar-

ity metric calculation that is common in many recommendation tasks.

• One-to-one mapping : it is desirable that no two documents are assigned to the same

representation. This indicates that the mapping function f should satisfy one-to-

one condition. The aforementioned condition also implies that each document in

the network is mapped to a unique vector representation.

Definition 3.4. Given any certain word wi drawn out of the set of all the documents

{dn}, we define q : wi → w̄j as an arbitrary operator that produces a new word w̄j where

the operator q can be any of common lexical functions such as lemmatization or stemming

[12].

Assuming I as the total number of distinct words in the set of documents,the role of the

operator q is to aggregate words with the same stems or lemmas and produce a smaller

set of J distinct words.

Definition 3.5. Define the word dictionary D as the set of M distinct words chosen from

the list of all J words in the set {w̄1, . . . , w̄J} where M is chosen based on some filtering

considerations (such as removing less-frequent words) to keep the size of dictionary more

compact.

In the following, our novel content-based Node2vec technique for document represen-

tation is presented.
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3.1 Hybrid Distributed Representation of documents

in the Citation Network

While each document can be individually identified in the scientific world through its

textual content, citation relations among different documents within a graph can also

indicate the presence of a contextual relationship between documents, something that

cannot be necessarily obtained from the text data. These sets of information can be then

used along with the documents’ raw-text to learn a more universal lower-dimensional

representation of scientific articles.

The Node2Vec method was first proposed in [27] to extract distributed representa-

tion for vertices in a large relation graph. The main idea is inspired by the traditional

Word2Vec approach where it is assumed that each certain word, as the main basis of the

text, within the text is semantically correlated with it surrounding tokens. The Node2Vec

then customizes this idea to the relation graphs where each node can be characterized by

its surrounding nodes. The main two drawbacks in the proposed algorithm in [27] are:

• The proposed methodology suggests creating a dictionary of the nodes for the whole

graph and, then, designs an Artificial Neural Network (ANN) to project the local

node representation to an embedding vector. This approach cannot be then scaled

to the newly added nodes to the graph though. For example, in a massive citation

network, if new documents are published and added to the citation graph, the

algorithm cannot be properly re-formed to generate embedding for the new article.

• The algorithm in [27] does not consider the content of each node in the graph in

the process of generating lower-dimensional representation of the node. Therefore,

for cold-start documents (newly published documents with no citation), the pro-

posed algorithm cannot be used as the document has not even appeared in the

citation graph. In this case, the procedure in [27] is unable to generate a vector

representation for the new document.

In this section, an extension of the Node2Vec approach is proposed to combine both

content and citation information of scientific articles to generate a more accurate rep-

resentation of documents. Unlike the technique in [27], our method can handle both

above mentioned drawbacks by considering the raw text of each document in the process
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of embedding generation. In the following, different steps in creating an architecture

for distributed document representation using both content and citation information are

discussed.

3.1.1 Record Generation and Pre-processing

The citation network for a scientific network was defined as a DAG in the last section.

Here, we ignore the direction in the graph and consider the original graph C as an undi-

rected graph where each edge represents a bi-directional relationship between a certain

pair of documents (di, dj). The reasoning behind this act is that in this experiment,

the main focus is on the existence of a citation link between each pair of arbitrary doc-

uments regardless of the fact that which one is the citing paper and which one is the

citing paper. Also, note that as only most-recent documents cite older articles, and not

the opposite-way, such a change from the directed to undirected graph can capture the

relationships among articles more realistically and help us to have a more enrich data

per each document. To project each node to a lower dimensional vector, we need to

consider each node in the context of its relation to the neighbors in the graph. In this

case, each node and its neighbors form set of training data for an ANN that aims to map

the node to a lower-dimensional vector representation. Figure 3.1 shows an undirected

graph with a node u and its neighbors being highlighted. The neighbors of the node u

can be approached using one of the following search patterns:

1. Breadth-first Search: all the first-level neighbors of the target node are visited

in a Breadth-first Search (BFS). Figure 3.1 shows all visited vertices by BFS by a

red arrow.

2. Depth-first Search: in a Depth-first Search (DFS), all the vertices falling in an

arbitrary path initiating from u as the root-node are visited. All yellow arrows in

Figure 3.1 show the vertices of a DFS in the graph.

Given the topological structure and the search type in an arbitrary graph, each node may

be surrounded by a different-size set of neighbors. This will lead to both inconsistent

and computationally extensive training procedure. To handle this issue, a fixed-length

random-walk path of length L initiated from a vertex u can be defined as a set of L nodes
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Figure 3.1: Different BFS and DFS search strategies in a graph. Red and yellow arrows
show the strategies and their relationship with hyper-parameters p and q.

{c1, c2, . . . , cL} whose transition probability can be given as follows [27]:

p
(
ci = x|ci−1 = v

)
=

{
πvx
Z

(x, v) ∈ E
0 otherwize

(3.1)

where E denotes the set of edges, πvx is the un-normalized transition probability between

pairs v and x, and Z is a normalization constant.

Definition 3.6. For any triple (t, v, x) of vertices in graph C, define the following bias

in the search path:

bp,q(t, x) =


1
p

if µ(t, x) = 0

1 if µ(t, x) = 1
1
q

if µ(t, x)=2

(3.2)

where µ(t, x) denotes the shortest distance between vertices x and t and {p, q} are search

parameters that adjusts the trade-off between BFS and DFS search strategies.

The transition probability πvx can be now calculated as follows:

πvx = bpq(t, x)wvx (3.3)

where wvx denotes the static matrix weight that determines the linkage weight between

any two arbitrary nodes in the network. The formulation in (3.2) allows the search guided
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into both DFS and BFS paths. The transition probability in (3.3) can be interpreted as

follows:

1. Current node is v and the previously visited node is known as t.

2. The search revisits t by a weight proportional to 1
p
. A high value of p increases

exploration and avoids the search to revisit a previously sampled node. On the

other hand, a low p encourages the search to stay around the generated nodes,

which may suffer from lack of enough exploration.

3. The search visits a new node x that is 2 nodes away from t with a weight pro-

portional to 1
q
. The parameter q can tune the trade-off between DFS and BFS. A

large value of q ensures the algorithm rarely visits a deep node and, mostly, samples

neighbor nodes (BFS). A small value of q pushes the search into farther nodes and

explores deeper paths within the graph.

Algorithm 4 shows different stages in sampling L neighbor nodes for each certain docu-

ment in the network.

3.1.2 ANN Architecture

Definition 3.7. For each i-th document in the graph di, the m-th training record is

defined as an (L + 1) tuple of documents shown as rm = (di, dn1 , dn2 , . . . , dnL
) with L

being the number of neighbor documents sampled (based on the algorithm in the previous

section) and ni denotes the index of the i-th neighbor in the graph.

Definition 3.8. The raw-feature vector for each i-th document within the citation graph

is presented by a vector that shows the presence of each dictionary’s word in the document.

In this case, the i-th document is represented by a M × 1 vector Ii whose m-th entry Iim
is defined as follows:

Iim =

{
1 if m-th word exists in the document

0 otherwise
(3.4)

The proposed structure in this section is based on the Skip-gram model shown in

Figure 2.1 where each document is applied to an ANN and, then, aims to predict the
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Algorithm 4 Neighbor Node Generation for Content-based Node2vec Model [27]

0: Inputs: Set of documents {d1, . . . , dN}, undirected graph C constructed from the
citation network

0: Parameters: Number of sampled nodes (L), return-parameter (p) and in-out param-
eter (q)

0: Outputs: A set of L neighbor documents associated with each node (document) in
the citation graph
for i in N do

Let c0 = di and l = 0 represent the starting node and the node index in the neighbor
set, respectively. Also, initialize v = c0 and t = NULL
for l in L do

Find the set of neighbor nodes to v as x = {x1, . . . , xI} with (xi, v) ∈ E(set of
edges)
For each node in x, calculate the search bias value bp,q(.) using (3.2)
For each pair (xi, v), calculate the transition probability p(cl = xi|cl−1 = v) using
(3.3)
Sample a node randomly from x based on the calculated transition probability
and let cl = xi∗ with i∗ being the index of the sampled node
Set t = v and v = cl

end for
Output {c1, . . . , cL} as the set of sampled neighbor nodes

end for=0
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presence of words in the set of neighbor documents. Considering tuples of target docu-

ments and L neighbors generated by the procedure of Algorithm 4, the main components

of the ANN model are as follows:

• Inputs: the input to the network is an M × 1 vector that is created by eq. (3.4)

for each target document.

• Projection layer: input Ii is projected to a lower-dimensional representation vector

z1 through the following hidden-layer operation:

z1 = g
(
W 1Ii + b1

)
(3.5)

where {W 1,b1} are N1 × D weight matrix and N1 × 1 bias vector, respectively,

N1 denotes the number of hidden variables, g(.) is the sigmoidal function in the

hidden layer, and z1 represents the embedding representation as the output of the

hidden-layer.

• Output mapping layer: the embedding vector z1 is now mapped to an output prob-

ability vector that aims to predict the presence of words in the set of L neighbor

documents. We define ylm as the probability of having the m-th word of the dictio-

nary in the l-th neighbor document. The following soft-max function then produces

the probability based on the output of the hidden-layer:

ylm =
exp(W 2

m:z
1 + b2

m)∑
m exp(W 2

m:z
1 + b2

m)
(3.6)

with {W 2,b2} being weight matrix and bias vector of the output layer, respectively,

and W 2
m: denoting the m-th row of M ×N1 matrix W 2. Note that the form in (3.6)

is similarly written for any of the neighbor nodes. The vector yl then is formed with

each entry corresponding to the probability of having each word of the dictionary

in the l-th neighbor document.

3.1.3 Training and Application

To train the ANN discussed in the last section, we collect a set of training records

{r1, . . . , rT} where each t-th record rt consist of a target document and L neighbor
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document.

Definition 3.9. For each t-th training record rt, the following cost function evaluates

the probability of generating the words in L neighbor document using the ANN model:

Ct(Θ) =
∑
L

∑
m

Ilm log
(
p(ylm|Itarget; Θ)

)
(3.7)

where Itarget denotes the input representation of the target document (eq. (3.4)), and Ilm
is a binary value corresponding to the existence of the m-th word in the l-th document. In

addition, p(ylm|Il; Θ) denotes a probability that measures the existence of the m-th word

of the dictionary in the l-th neighbor document, and is calculated by (3.6). In 3.7, Θ

represents the set of network parameters (weight matrices and bias vectors). The cost

function for the whole ANN structure can be defined as follows:

C(Θ) = − 1

T

∑
t

Ct(Θ) (3.8)

The training part aims to minimize the cost function in (3.9) using all the T gen-

erated training records. The training can be then done by applying common gradient

techniques such as Stochastic Gradient Descent (SGD) to the cost function in (3.6). For

computational considerations, the training set can be also divided into L disjoint batches

of records as {b1, b2, . . . , bL} where all T training records are equally distributed among

L mini-batches, and the SGD update can be done on each batch [14]. After training

the network, each document in the citation graph can be now mapped to an embedding

using the hidden-layer projection in (3.5). Note that the above representation remedies

issues of algorithm in ([27]) by:

• Providing an architecture that takes document’s content as the input and projects

the local word-count representation to embedding.

• Making the structure responsive to newly added documents to the network as the

proposed structure accepts raw-text instead of document-id.

• Extending the algorithm to handle cold-start documents through finding and em-

bedding that could be also used to find the most similar existing documents in the
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citation network.

A summary of stages for implementing the content-based node2vec algorithm on the

collection of documents can be found in Algorithm 5.

Algorithm 5 Content-based Node2vec for Document Representation

0: Inputs: each of documents in the set {d1, . . . , dN} and associated text, and undirected
graph G constructed from the citation network

0: Parameters: size of documents (N), size of dictionary (M), size of sampled nodes
(L) and dimension of embedding (H)

0: Outputs: An H × 1 vector representation of the document
0: Dictionary Generation: build dictionary D of M words following the pro-

cedure in Algorithm 1
0: Training-data Generation: Generate tuple of training instances by running Algo-

rithm 4
0: Model Training: Apply a gradient rule over the objective function (3.9) and obtain

optimal weight matrices {W 1,W 2} and bias vectors {b1,b2}
0: Embedding Generation: For each document pi:

• Create the input document vector I i using the associated raw-text and by the
procedure given by (3.4)

• Calculate the embedding vector z1,i using (3.5)

0: document Vector Representation: present z1,i, i = 1, . . . , N as the set of lower-
dimensional vector representation of documents =0

3.2 Computational Complexity

In this section, an overview on the computational complexity of each algorithm is pre-

sented. For each algorithm, the computational time is calculated considering both the

pre-processing cost and the training time, if the algorithm requires parameter tuning.

The complexity of each algorithm is analyzed as follows:

• TF-IDF: based on the procedure given in Algorithm 1, since the TF-IDF does not

require any training phase, the order of complexity is obtained by calculating the

time of building the representation vector for each input document. This equals

to the time to build the TF-IDF vector for all the documents and can be found
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by O(TF-IDF)= O(NM) with N and M being the number of documents and the

dimension of the dictionary, respectively.

• Embedding: The order of complexity can be divided to the complexity for training

algorithm in the embedding model and the time required for preparing one-hot

word vectors. The overall complexity is written O(embedding)= OEMB(training)+

O(NM).

• LDA: the LDA algorithm also requires time for both training and data-preparation.

The orger can be written as O(LDA) = OLDA(training)+ O(NM).

• Node2Vec: order of complexity here consists of two components. First, complexity

of the algorithm for generating neighbors according to Algorithm 4 if found. Then,

the final complexity is found by adding the training-time to the above-mentioned

time. Finally, the time the algorithm needs for each output vector is added to

the previous components and provides the overall complexity as O(Node2Vec)=

O(a2N)+ ON2V (training)+ O(N) where a denotes the average degree of the citation

graph.

• Content-based Node2Vec: This technique is associated with an extra step com-

pared to Node2Vec technique since this requires to build an initial word count vec-

tor. Therefore, the order of complexity is found by O(Content-based Node2Vec) =

O(NM)+ ON2V (training) + O(a2N).

Table 3.1 summarizes each algorithm along side with their calculated order of complexity.

Note that N and M are representing, respectively, the number of all documents in the

graph and the size of dictionary, similar to the previous sections. Also, a is a score

declaring the average degree of the graph which means how many neighbors are averagely

linked to each single node in the citation graph.

3.3 Summary

Content-based Node2Vec approach was discussed in this chapter as a hybrid technique for

the vector representation of documents using both the content of documents and citation

graph. An MLP neural network was proposed to produce the vector representation
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Algorithm Complexity
TF-IDF O(NM)

Embedding O(NM) + OEMB(training)
LDA O(NM) + OLDA(training)

Node2vec O(a2N)+ ON2V (training)+ O(N)
Content-based Node2vec O(a2N)+ O(NM)+ ON2V (training)

Table 3.1: Order of complexity of all the algorithms discussed for document representa-
tion.

of each document using its textual data. To train the neural network, the neighbor

documents to each document in the citation graph were generated using a second-order

random walk model. Then, an objective function was defined to measure the capability of

the neural network in predicting the content of neighbors for each input document. The

training algorithm for the proposed structure was derived and the computational time of

the content-based Node2Vec was compared to other techniques discussed in this thesis

for document representation. Next chapter will discuss the application of the proposed

method in the link-prediction problem along with a comparison to other state-of-art

document representation approaches.
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Chapter 4

Experimental Results

The performance of all the techniques discussed in this thesis for lower-dimensional rep-

resentation is evaluated by considering the link-prediction problem on a certain experi-

mental data-set. The data-set is prepared by following these steps:

• Data type and pool-size: the textual data is extracted from the data-base of

scientific articles in the field of Computer Science. For this experiment, a subset

of 109, 000 papers is sampled from the pool of all computer-science related papers

available in Microsoft Academy (MSA) database. To sample the papers, a list

of top-50 conferences and journals in the computer science is created and all the

papers published in the list of above conferences and journals over the last 10 years

are taken into consideration.

• Raw-data generation: the raw-data in this experiment is generated from two

different sources. The abstract for all the papers in the pool is extracted from the

MSA database 1. It is also worth to mention that due to the restricted access to

the full text of the papers we ended up using the abstract of the papers. Beside

the abstract data, the MSA network also provides the citation network for all the

papers in the database. For the purpose of this experiment, only those citation

records where both citing and cited articles exist in the paper-pool are considered.

For the set of 109, 796 papers, the final citation network results in 146, 819 records.

1https://labs.cognitive.microsoft.com/en-us/project-academic-knowledge.
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Table 4.1 shows the general specifications of the data-source considered for the experi-

mental results in this paper.

Number of Abstracts 109, 796
Number of Citations 146, 819

Average Size of Abstracts 147.13(words)
Average Number of Citations 2.8

Table 4.1: General specifications of the raw-data created for experimental results.

4.1 Vector Representation

The content of each paper is used as the input to the ANN structure to produce the

vector representation. The ANN training is done using the citations among documents

where the content of each document is embedded based on its relationship with other

documents across the citation graph. The data-preparation step is conducted as follows:

• Tokanization: a standard white-space tokanizer is applied to all the abstracts,

each token is lower-cased, and all the digits are masked from the tokens.

• Data enrichment: to enrich the data-set and aggregate the words with same

stems and lexical meanings, each token is both stemmed and lemmatized.

• Dictionary Generation: the tokens are ranked based on the term-frequency

within all the abstracts. Due to computational complexity, the aim is always to

while preserving the most frequent words(most important words), keep the size of

the dictionary as compact as possible. For this reason, we selected the value of

threshold such that all the tokens that construct the majority of the total mentions

(in the of text of all documents) are preserved and added to the dictionary list.

This can be done by calculating the histogram of the tokens’ frequencies and,

then, choose the threshold such that 95% of total frequencies covered by all the

tokens that pass the threshold. This will result in a dictionary of size M . For this

experiment, τ = 8 is chosen and a dictionary of M = 9078 tokens is created.
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Given the created dictionary, any of the following techniques is applied to generate a

lower-dimensional vector representation:

• TF-IDF: both TF and IDF values are calculated for the dictionary tokens. Each

paper in the pool is then represented by a M × 1 TD-IDF vector.

• Topic-model: the LDA algorithm is now applied to the abstract data to find the

vector representation of each paper. The number of topics is also chosen to be

K = 50 as mentioned in [15] as a reasonable number of topics for general document

representation problems. Note that other more advanced techniques can be also

used to find the optimal number of topics whose details can be found in [93, 94]. As

the set of textual data used in this thesis has similar lexical content to what being

experimented in [15], a choice of K = 50 was made for the experiments. Both prior

hyper-parameters α and β are to be uniformly initialized across number of topics

and size of the dictionary. The LDA model is trained on all the abstracts using

Collapsed Gibbs sampler [36]. Using the trained model, each paper is projected to

a K × 1 of topical weights.

• Word-embedding: the Cbag of words model is trained on the abstracts using the

steps given in Algorithm 3 where L = 2 (size of surrounding words) and H = 100

(dimension of embedding) are considered as values for the hyper-parameters. Once

the embedding vector is found for all the tokens in the dictionary, the embedding

vector for each paper is found by calculating an average of all individual tokens’

embeddings.

• Hybrid Approach: training records are generated based on the surrounding pa-

pers of each certain manuscript in the citation graph. The hyper-parameters p and

q in Algorithm 4 are tuned based on the supervised task where paper embedding is

used as the feature vector. The other parameter L (size of neighbor-set) is assumed

to equal 10. Given each node in the graph, a set of 10 neighbor nodes is chosen

based on the algorithm in Algorithm 4. The size of hidden-layer H is also decided

to be 100. Note that the choice of L or H can be itself a hyper-parameter selection

problem. However, it has been shown in [27] that a value of L = 10 is a proper

selection for the size of neighbours set and also H = 100 has produced the best

word vector representations in [18]. Since the dictionary of words created for the
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set of papers is a subset of the actual words being considered in [18], the same value

of H = 100 was also chosen for the experiments in this section. The Skip-gram

model is now trained using all generated records and once the model is trained, the

embedding vector representation is generated for all the papers in the network.

4.2 Link-prediction Problem

The procedure discussed in the last section is used to extract feature vectors for each

paper in the manuscript. To evaluate the efficacy of the generated vectors, each method

is tested against predicting the existence of a link (edge) between any two nodes (papers)

in the citation graph. For this prediction problem, the direction of the edge is ignored

and the existence of a citation is considered as a relation between two certain papers.

The link-prediction problem can be now formulated as a binary classification scenario

as follows:

• Feature-space: the set of links (edges) form the space of features in the link-

prediction problem. Having the vector representation of each node as a feature-

vector, the feature for each edge is created by considering both the average and

Hadamard operations (element-wise vector multiplication)over the embedding

vector of any of the two nodes forming the edge.

• Negative instances: negative instances (no-link between two nodes) are generated

by sampling disconnected nodes in the citation graph. To do this, for each given

positive label and associated vertices {n1, n2} with an existing edge, 10 negative

nodes are randomly sampled from the network so that for each newly sampled n′j,

there is no direct link to either n1 or n2. Note that this ratio has been selected

experimentally and after testing a few ratio, we realized any value above 10 does not

make a considerable difference in the results. Considering the higher computational

complexity associated with higher value, the value of 10 seemed to be reasonable.

Given the size of the graph and number of citations, the above procedure generates

146, 306 positive instances and 1, 463, 023 negative labels.

• Binary classifier and performance metrics: the link-prediction problem can be

now modeled as a binary classification scenario. A logistic regression [35] classifier
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is used to undertake the task of binary classification. For performance evaluation,

a 10-fold validation approach is used where 90% of data is used for training and

the last fold is reserved for metric calculation. Given all the scores in the test-set,

the Area Under Curve (AUC) is calculated by, first, depicting the number of true

versus false positives and, then, calculating the area for the given curve.

The logistic regression classifier is first applied using the feature vectors obtained by

the Node2vec model. To calculate hyper-parameters p and q, the Skip-gram model is

trained using different values of p and q and the classification performance is computed

for each certain case. Figure 4.1 shows the AUC metric computed for any values of

hyper-parameters and, also, both choices of feature-vector generation for the edges. The

results in Figure 4.1 indicate that:

• The scenario with Hadammard-generated edge-features produce around 20% higher

metric in terms of AUC. Note that while other classification metrics such as accu-

racy could be used here, the AUC is preferred given the imbalanced nature of our

dataset. Given the imbalanced ratio of 10, AUC can evaluate the performance of

each technique more properly than other metrics such as accuracy. This perfor-

mance gap also seems uniform over all values of hyper-parameters.

• The results in Figure 4.1 show negligible performance change when the value of p

varies. Diving deeper into the results, the maximum difference in the metrics with

a change in p is around 1%. Note that varying values of p urges the walk to move

from local nodes around the starting point to farther paths. As the current citation

network does not show very deep paths, such a conclusion was also expected.

• Unlike p values, the performance shows higher sensitivity to the other hyper-

parameter q. When the value of q starts to increase, the performance metric also

shows an increase pattern reaching to a 4% jump at q = 3. The metric then

slightly decreases when the value of q starts to increase again. As low and high

value-regions of q represent DFS and BFS patterns, respectively, this experiment

shows that a moderate value of q that combines both BFS and DFS strategies pro-

vides the best performance metric. Given the insensitivity of the metric values to p

and the shallow topology of the network, the above conclusion also looks intuitive.
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(a) a (b) b

Figure 4.1: Impact of hyper-parameters on the performance of node2vec features for
link-prediction, (a) impact of return-parameter p (for q = 1) and (b) impact of in-out
parameter q (for p = 3).

Given the best set of hyper-parameters p and q, the performance metrics for the

node2vec method are now compared to other feature-extraction methods discussed in this

manuscript. Table 4.2 shows the AUC metrics using all the feature-extraction techniques.

Also, Figure 4.2 show the empirical Receiver Operating Curve (ROC) for any of the

algorithms. To produce features for each edge, both Hadamard and average operators

are used and the performance of the model under any of above techniques is evaluated.

Note that Hadamard product can implicitly model other types of statistics such as min

and max and, therefore, is used in many other link-prediction problems [27]. It is evident

from the results that the Hadamard operator gives the best performance in all cases with

an average of 17% higher AUC compared to the average operator. Comparing all the

individual representations, the following observations are made:

• The TF-IDF shows the worst performance in terms of the AUC. The results for

TF-IDF shows around 15% lower performance when compared to Hybrid Node2Vec.

• The performance gap between LDA and TF-IDF seems negligible. For Hadamard

operation, LDA shows around 4% higher AUC than TF-IDF, but still 10% lower
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than Hybrid Node2vec.

• Embedding method outperforms both LDA and TF-IDF with 8% higher AUC in

both Hadamard and average operations. Indeed, representing each paper through

its individual words’ embedding vectors has brought a significant value to the final

performance of the classifier.

• In both Hadamard and average cases, the hybrid Node2vec shows a significant

performance improvement over both TF-IDF and LDA methods. Compared to

the embedding base-line, the approach proposed in this paper shows 3− 6% AUC

improvement depending on the type of edge-feature operation.

Metric ALG ALG ALG ALG
TF-IDF LDA Embedding Hybrid Node2Vec

Avg Had Avg Had Avg Had Avg Had
AUC(%) 55.48 71.92 56.6 75.15 59.082 80.86 62.019 86.52

Table 4.2: Area Under Curve (AUC) metric for link-prediction using any of four tech-
niques presented in this paper. All the numbers are computed as the average over 10
rounds of experiment

4.3 Distribution of Prediction Scores

Table 4.2 presented the results for the edge-prediction problem in terms of AUC. It is

also informative to study the distribution of generated scores by the logistic regression

classifier as it will show the effectiveness of each technique in identifying the presence of

an edge in the graph. We extract the scores for both the negative and positive instances

and all the algorithms discussed in this section. The empirical distribution of scores is

now depicted in Figure 4.3 where results are shown for negative and positive instances

separately.

The distribution of positive instances shows two spikes at low and high scores when

TF-IDF outputs are considered. Note that due to the higher dimensionality of the

TF-IDF representation, the logistic regression classifier projects all instances to either

low or high score regions. Unlike TF-IDF outputs, all three other approaches show a
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(a) (b)

(c) (d)

Figure 4.2: Receiver operating curve for (a) TF-IDF, (b) LDA, (c) Embedding, and (d)
Content-based Node2Vec algorithm. The graph have been depicted based on the scores
generated by single round of experiment.
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(a) Positive Labels (b) Negative Labels

Figure 4.3: Empirical distribution of generated scores by the model and for any of tech-
niques used in this chapter for edge-prediction, (a) Distribution of scores for the positive
labels, (b) Distribution of scores for the negative labels.

continuous distribution with a strong mode in lower score regions, which is expected due

to the imbalanced nature of dataset and the model’s bias in projecting inputs to negative

labels. From Figure 4.3, it can be observed that the Hybrid (Content-based) Node2Vec

approach projects a higher portion of instances to the higher-score regions, especially,

when compared to the LDA method with the majority of scores accumulated around the

mode. Calculating the mean and variance of distributions, it can be also observed that

the Hybrid Node2Vec gives the highest mean (.33) while LDA stands after Embedding

with (.23) as the mean of scores.

The graph in the right-hand side of Figure 4.3 shows the distribution of scores gen-

erated by the model and for the negative instances. Ideally, the model is expected to

project majority of negative instances to lower-score regions. It is observed that the

Hybrid Node2Vec method outperforms other techniques by producing an empirical dis-

tribution of scores (see Figure 4.3) that is heavily skewed to near-zero values. Compared

to other techniques, the results by Hybrid Node2Vec show both lower mean and vari-

ance that implicitly indicates the capability of the technique in separating negative and

positive instances.

Note that the results in Figure 4.3 can be also related to the AUC metrics presented
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in Table 4.2. The raw scores generated by each model can be mapped to predicted labels

by applying a threshold to each given score. For example, setting a score threshold for

the scores in Figure 4.3, all the instances with a generated score above the threshold

are considered as positive. Therefore, both the true and false positive rates can be

immediately calculated. As the AUC is found by calculating the area under the curve of

true vs. false positives, a higher AUC usually means a higher/lower true/false positives

and can be, then, related to the distribution of raw-scores. As the raw scores’ distribution

for Hybrid Node2Vec in Figure 4.3 show higher mean for positive labels and lower mean

and variance for negative instances, it is also expected that the scores can result in

higher/lower rates of true/false positives when the threshold sweeps the interval [0, 1].

4.4 Notes on Space and Time Computations

Beside the performance evaluation through accuracy calculations, it is essential to analyze

the efficiency of any of the presented techniques in this thesis in terms of both time and

required storage. The analysis here is done based on the time and space required for

generating paper embedding vectors and, therefore, the classification time is not taken

into consideration.

• Storage: the storage is determined by the space requires for storing all the pa-

pers’ representation. We assume a data-base with N papers where each paper is

represented by a LA-length vector of 8-byte float numbers where A determines the

algorithm name. The total space required for data-storage is then calculated as

follows:

SA = N × LA × 8 (4.1)

It is then observed that the space requirement varies linearly with respect to the size

of the embedding. While all embedding, Hybrid Node2vec and LDA approaches

provide almost equal representation dimensionalities, TF-IDF approach gives a

much larger vector calculations. For the simulation results generated in this paper,

TF-IDF has almost 100 times larger vectors, which results in the same higher

storage requirements compared to other techniques.

• Computational Time: all the results in this thesis are generated on an Amazon
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m4-xlarge EC2 instance with 4 CPU cores and 16GB of RAM. All embedding

generation and ANN training stages are also done in TensorFlow. Table 4.3 shows

the calculated timing performance in seconds after averaging over 5 different runs

where the time taking for word pre-processing (lemmatization and stemming) has

been ignored. From the results, it can be observed that TF-IDF method requires

much less computational time compared to other approaches with almost 100 times

faster operation to the Hybrid Node2vec method proposed in this thesis. LDA

shows 10 times slower than TF-IDF but has 10 times faster computational time in

comparison to the Hybrid Node2vec method.

Method Representation Generation Time
TF-IDF 223.67(s)

LDA 2, 064.0(s)
Embedding 18, 723.0(s)

Hybrid Node2Vec 26, 583.4(s)

Table 4.3: Computational time performance of all the techniques used for extracting
lower-dimensional representation vectors.

4.5 Summary

This chapter presented link-prediction problem as a benchmark to compare the perfor-

mance of different techniques for document representation. We used the content and

citation information of a selected subset of papers from top journals and conferences

in the field of computer science. The content-based Node2Vec approach and other dis-

cussed methods were applied to the above-mentioned dataset to produce document vector

representation. A logistic regression classifier has been also used to deal with the link-

prediction problem using document vectors as the input features. Using the area under

curve, the performance of all the algorithms was compared and the computational com-

plexity of each algorithm was also discussed.
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Chapter 5

Conclusions and Future Works

Representation of textual documents has been an active line of research in the NLP

community due to its importance and application in many fields such as classification

and clustering, recommendation, question-answering and web-search. The research area

has been under development for several years from people have been using traditional

Bag of Words (bag of words) and TF-IDF representations to deal with the large collection

of textual data. With emergence of ANNs and deep learning, the above area of research

has made a significant transition to the area of distributed representation learning from

the available data sources.

This thesis made a comprehensive overview on the existing techniques for the docu-

ment representation in the NLP domain. The thesis mainly made its analysis and review

based on the recent categorization of research in this area into local and distributed rep-

resentations of data that can be words or documents. Different families of local methods

such as TF-IDF and bag of words models were discussed. In addition, the thesis reviewed

state-of-art in document representation in the presence of a relational citation graph and

discussed distributed techniques in the area.

The distributed representation has been the main focus of this thesis. The most

recently developed content-based distributed representation techniques such as topic-

modeling and word2vec-based methods were first explained. The application of ANNs in

using the citation graph as the main data-source and, then, producing lower-dimensional

document representation was presented by discussing techniques such as Node2Vec. The

thesis also explained the drawbacks and possible contributions that could be added to
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the recently developed approaches.

As a main contribution, this thesis proposed content-based Node2Vec as a hybrid

distributed technique for document representation in the large corpus of textual data.

The original Node2Vec model was modified to admit the documents’ text as the main

input and a Skip-Gram model was then employed to generate document embedding using

an ANN as the basic parametric model. It was also shown that the new technique can

handle many common drawbacks in the non-hybrid methods such as cold-start problem

through building a system that can produce the vector representation using the docu-

ment’s text, which could admit the newly published document’s text as the input and

produce the representation.

The novel algorithm in this thesis was also applied to the link-prediction problem in

the citation graph of scientific literature. A large collection of manuscripts in the field

of computer science were used as the experimental data where both the textual content

and the citation graph were used as the knowledge sources. Results in this thesis verified

that the proposed technique in this thesis outperformed both the local and traditional

distributed representation techniques such as word embedding and topic-modeling based

techniques. In addition, the time-efficiency of the algorithm was compared against the

traditional techniques and its superiority was verified through empirical results.

5.1 Future Works

The content-based Node2Vec approach proposed in this thesis can be extended and an-

alyzed in three different directions. First, the technique can be improved by using more

sophisticated ANN structures such as deeper architectures that could potentially model

more complicated semantic content of the data. While the thesis proposed using a simple

MLP network, other architectures such as CNN or recurrent ANNs can be also used to

project the document to a lower-dimensional representation vector. In addition, beside

the raw textual content of each document, other sources of information such as the full-

text of the document and citation context may be used in the training phase and as the

input to the network.

As another extension, more rigorous analysis and application of the proposed tech-

nique can be considered in different domains such as recommendation and question-
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answering. As the content-based method can admit the documents’ raw-text as its

input, its superiority in dealing with cold-start problem can be discussed and verified

by applying the technique to a standard recommendation problem. In addition, the ap-

proach can be used in many domain-specific web-search and question-answering where

the document representation can be used as the base document-embedding being used

in a supervised/unsupervised task.

Finally, while the algorithm in this thesis was mainly applied to the text domain,

an extension to other sources of data such as images is desirable. In this case, each

node within a citation graph may be represented by both the text and images and using

an images integrated with the textual data as the input to the network is one possible

extension. Also, the algorithm can be adopted to admit citations between different types

of vertices such as text and images. In this case, the Node2Vec algorithm can produce

universal document representations that embed both different modalities of the data and

have learned different kinds of citation relationships.
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