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Abstract 
 

CONTROL OF SPACECRAFT FORMATION FLYING AROUND ASTEROIDS 

 

Arthur Kar Leung Lin, Doctor of Philosophy, Aerospace Engineering 

Ryerson University, Toronto, June 2014 

 

There exist thousands of different minerals and other possible resources out in space. To exploit 
these resources and to further expand our knowledge of the universe, planetary exploration has 
opened new gates towards mankind. There are more than one hundred thousand designated 
asteroids located inside the asteroid belt. Some of these asteroids are as old as the Big Bang itself. 
Tracking of astronomical bodies such as asteroids is the new stream of research that has attracted 
a lot of attention. However, due to environmental constraints around asteroids, monolithic 
spacecraft missions seem challenging. Multi-agent systems, on the other hand, provide significant 
advantages when it comes to orbiting around asteroids. In this study, novel consensus algorithms 
are applied to regulate the multi-agent decentralized formation flying for increased system 
flexibility and reliability. A nonlinear controller is developed to control the decentralized 
formation flying system of interest. 

Faults are evaluated and reduced to a minimum when planning a mission. However, the 
performance of the controller should not be affected when faults occur. For this reason, sensor and 
actuator faults are examined in this thesis in conjunction with actuator limitations which is 
commonly referred to as saturation. The proposed control law is not only able to control the system 
while faults occur, but rather it is capable of maintaining system stability in the presence of time 
variant external disturbances. Uncertainty in parameters and dynamic models are inevitable due to 
the complexity of the relatively new mission and lack of experimental data about the system 
dynamics. As such, a novel adaptive robust control methodology is developed that does not require 
full knowledge of the system dynamics. Moreover, the adaptive robust control law is combined 
with a Chebyshev neural network to overcome system uncertainties. Numerical simulations results 
along with stability analyses show that the proposed control methodology is capable of reducing 
the system state error close to zero within 1 orbit when maximum thrust of 5 mN with bounded 
external disturbance of 3 mN is applied for formation reconfiguration scenarios; these results will 
be useful for the future formation flying missions around asteroids. 
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1. INTRODUCTION 

Space exploration has always been an interest of mankind. This thesis studies the 

application of exploring asteroids using multiple spacecraft by applying consensus formation 

flying technique. In decentralized formation flying, as opposed to centralized system, a more 

complicated communication network is required to model the system. The consensus algorithm is 

applied to achieve decentralized spacecraft formation flying.  In addition, this study includes 

considerations about the effect of the body rotation, the 2nd degree and 2nd order gravity field, and 

the irregular shape of the astronomical body. The contribution of this thesis, is to apply the 

consensus algorithm with the use of nonlinear control, to facilitate multiple spacecraft orbiting 

around an asteroid. In this chapter, we support our research objective with a literature review; 

going over all aspects of relevant past and present publications and space missions. Problem 

statements and research objectives are presented to show the goal of this investigation. Lastly, we 

provide a thesis outline to make the thesis much easier to follow. 

1.1. RESEARCH MOTIVATION 

 “That’s one small step for man; one giant leap for mankind.” -Neil Alden Armstrong  

Mankind will never stop exploring the outreaches of the universe; we follow our ancestors’ steps 

and go further out into space. There could be endless discussions about the reasons and merits of 

asteroid exploration, however, here are three fundamental reasons, which are also the motivation 

for the author’s completion of this research: An eagerness to explore, wanting to understand the 

formation of the Solar System, and space mining. 

This thesis studies the control of multiple spacecraft orbiting around an asteroid. The 

motion of spacecraft around an asteroid is different in character than that of the motion around the 

Earth, or other planetary bodies in the Solar system. There are hundreds and thousands of asteroids 

in space, and yet, there remains a lot for us to examine. In the literature, there exists no such studies 

regarding multi-agent consensus formation flying orbiting around an asteroid while using adaptive 

neural network control topology. In addition, NASA has recently proposed a novel ANTS mission 
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that is sending thousands of spacecraft to the asteroid belt for investigation, which will be further 

explained in the literature review. These are the aspirations of the present thesis. 

1.2. LITERATURE REVIEW 

An astronomical body, or celestial object is a naturally arising physical entity typically 

referring to a single, cohesive structure that is bound together by gravity. The planetary systems 

revolving around the Sun and building our Solar System are examples of celestial bodies. They 

can be described and characterized by their orbital mechanical properties and are categorized by 

the International Astronomical Union (IAU). Following the Committee on Small Body 

Nomenclature (CSBN), Minor Planets and Comets fall within the Small Body classification.  

1.2.1. Comets and Minor Planets 

A comet is a body composed of loose collections of rock, dust and ice particles, typically 

measuring a few kilometers in diameter, depending on its composition. Comets may pass by the 

Sun only once or go through the Solar System periodically, depending on their orbit and trajectory. 

A comet’s tail is formed due to the effects of solar radiation and solar wind. This phenomenon can 

also be explained by the heat from the Sun warming the coma or nucleus of the comet, which then 

releases vapors into space.  

Minor Planets are neither dominant planets nor comets, instead comprising of dwarf 

planets, asteroids, and other trans-Neptunian objects. Asteroids have no atmosphere and are made 

of rock and metal. On average, asteroids are closer than trans-Neptunian objects and have different 

orbital characteristics than dwarf planets.  

Over 250,000 asteroids have been designated [1] and only around 100,000 have been 

observed. There are four major districts where asteroids are located, and they are defined by their 

distance from Earth. Near-Earth asteroids are around 1.0 AU from Earth, Main Belt asteroids are 

located between the orbits of Mars and Jupiter; Trojan asteroids are positioned at the Lagrangian 

points, which are 60 degrees ahead and behind Jupiter; and Centaurs asteroids are found in the 

outer solar system, orbiting around Mars and beyond Neptune [1]. The collaboration of multiple 

small space vehicles is proposed by many researchers in order to reduce cost and complexity of 

the system but maintain competence to satisfy modern space missions. 
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Small solar system bodies have always been of great interest to space scientists, however, 

engineers encounter significant dynamical challenges when conducting space missions to explore 

them. Alternately, small near-Earth asteroids (NEAs) are the most accessible bodies in the solar 

system for low-cost space missions with regard to propellant. Therefore, asteroids are likely the 

next milestone in space exploration. The study of small bodies also provides advantages such as 

supplying valuable information about the formation of the Solar System and Earth, preparing for 

strikes on the planet by tracking their positions, and harvesting minerals from small astronomical 

bodies supported by the advanced technology. 

1.2.1.1. Past and current challenges 

As presented on the NASA Jet Propulsion Laboratory Solar System Dynamics website, the 

most updated counts of comets and asteroids as of May 24th, 2013 are around 3,200 and 615,400 

respectively [2]. Due to the vast amount of small bodies, the study of their behaviors needs to be 

filtered. For the purpose of this paper, from this point forth, an “asteroid” will be referred to as a 

“small body”. These small celestial bodies are scattered through space, and are self-explained by 

their names; Near-Earth asteroids, Mars-Crossers asteroids, Asteroid-Belt asteroids, Trojan 

asteroids, Outer-Planet Crossers minor planet, and Centaurs. While there are a number of similar 

characteristics to consider when studying small astronomical bodies, the focus of this study is on 

their irregular shapes, rotation poles and mass distributions.  

1.2.1.2. Previous study about asteroid orbital dynamics 

Hudson and Ostro have stated the shape of Asteroid 4769 Castalia and the shape and non-

principal axis spin state of Asteroid 4179 Toutatis in the mid 1990s [3, 4] from the observation of 

their radar images. Dynamic equations that describe the orbital motion close to asteroid 4769 

Castalia are given in [5]. Farinella, Paolicchi and Zappala analyzed the spin rate distribution of 

asteroids and they found that the average spin rate increases with size, whereas different taxonomic 

types have distinct aspects for their distributions. These observations can be interpreted in terms 

of a complex and size-dependent collisional history of asteroids[6]. According to astronomers, the 

rotation and orbits of celestial objects are largely determined by the conservation of angular 

momentum. Star systems are always spinning as nebulas form, and momentum is lost when the 

nebula collapses on itself. The remaining momentum transfers into the new body form as a result 
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of the rotations. The direction of the rotation also depends on the gravitational field acting on the 

object and other conditions as each astronomical body is formed and enters its orbit. 

Asteroids and comets are located in different locations in our Solar System, and all celestial 

bodies are experiencing various forces. Several researchers have examined the problem of orbital 

dynamics around asteroids [7-9]. General formulation of the orbital dynamics around uniformly 

rotating asteroids is presented by Scheeres [9]. The spacecraft orbital control was not considered. 

For this study, small bodies with particular characteristics were chosen to be investigated; for 

instance those small rotating astronomical bodies which are also experiencing the combination of 

relevantly significant Solar Radiation Pressure (SRP) force, primary body mass distribution, and 

Solar Gravity force.  

1.2.2. Spacecraft Formation Flying Missions 

With extensive study on the orbital dynamics around small bodies, certain missions have 

been flown and planned. In a mission that began in 2001, NASA’s sample return probe, Genesis, 

is required to return samples of solar wind. In 2003, Hayabusa from the Japan Aerospace 

Exploration Agency collected samples and brought them back to Earth in the mission to Asteroid 

25143 Itokawa. The Rosetta - ESA Comet Mission flew by asteroids Steins and Lutetia in 2004. 

As a result of the very weak gravitational field of most target comets, hence small dimensions 

(about 10 km in diameter) and low density (about 1 g/cm3), a means of anchoring the spacecraft 

has to be provided to counteract forces and torques generated during sampling [10]. Chen, Baoyin 

and Li recently proposed that the spacecraft will pass through the main asteroid belt between the 

orbits of Mars and Jupiter, and may encounter multiple asteroids [11].  

1.2.2.1. Centralized formation flying 

The investigation of controlling a monolithic spacecraft has passed its prime. From the mid 

to end of the twentieth century, studies were conducted to investigate how to distribute an array of 

small, low-cost , cooperative, and highly coordinated micro-spacecraft [12, 13], hence the use of 

centralized formation flying [14, 15]. Several centralized formation flying space missions were 

pursued, and they can be classified into two common manners, trailing formations and cluster 

formations.  

As defined by its name, trailing formations are multiple spacecraft shadowing one another 

by sustaining a specific interval orbiting on the same path. Remarkable pairs such as Landsat 7 
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with Earth Observing-1 (EO-1) satellite enable scientists to study high-resolution images and 

climatic trends in the Earth’s Environment [16]; the Calipso with CloudSat mission analyzed 

nearly the same volumes of the atmosphere within 10 - 15 seconds of each other by a tight orbital 

configuration [17, 18]; and Terra with Aqua launched in, December 18th, 1999 and May 4th, 2002 

respectively,  carrying the major NASA Earth Observing System (EOS) instrument, the Moderate 

Resolution Imaging Spectroradiometer (MODIS). These twin satellites complement each other by 

providing a long term data set with the same geophysical parameters for the study of climate and 

global change studies with observations in the late morning and early afternoon [19-21].  

On the other hand, cluster formations are constructed by spacecraft in a relatively tightly 

spaced array which require advanced science and technology in understanding the dynamics of 

spacecraft in close proximity to each other. Cluster II is one of the outstanding space missions 

using tetrahedron formations to explore the Sun-Earth connection, especially the interaction of the 

Sun and the Earth’s magnetosphere. These [22-24] prove that the cluster formation can be 

intelligently simulated, controlled and applied. 

1.2.2.2. Decentralized formation flying 

In recent years, besides centralized formation flying, some attention has been steered 

toward formation flying using a decentralized network [25-32]. However, this innovative idea is 

not restricted to the space industry; it is also being used in wireless sensor/actuator networks, Cyber 

physical systems, telephone switchers, data categorizers, underwater swarm robots, and military 

defense taskforces [33-38]. This idea originates from natural science, through the observation of 

swarms of bees, flocks of birds, and schools of fish. When applied to space vehicle formation 

flying, a swarm can be defined as formation flying without a centralized scheme. Since there is no 

external force directing their behavior and no single agent has a global view of the intended 

macroscopic behavior, these types of swarms are totally self-organized and autonomous. 

Moreover, this complex collaborative behavior is formed by interactions among individuals that 

exhibit simple behaviors [39]. Curtis et al. from NASA Goddard Space Flight Center have 

proposed the use of swarm intelligence in spacecraft constellations for the resource exploration of 

the asteroid belt [40], the Autonomous Nano-Technology Swarm (ANTS). ANTS is targeting 

thousands of widely separated bodies in the Main Belt, which will require hovering in a highly 

irregular gravity field.  



 
6 

This swarm concept has been brought to several missions and mission statements. The 

system is to conduct itself autonomously to complete the global objective, and each specialized 

agent is necessitated to work both individually and collectively to accomplish the local objective. 

The particularized agents in the ANTS mission can be heterogeneous or homogeneous. Since they 

are working in different environments they may learn different things, even if the squad starts out 

as homogeneous. Self-Configuring, Self-Optimizing, Self-Healing, and Self-Protecting are the 

four required autonomic properties for ANTS to approach total autonomy [41]. Artificial 

intelligence technologies such as genetic algorithms, neural networks, fuzzy logic and on-board 

planners are being applied to assist the mission in maintaining a high level of autonomy. To 

examine an asteroid in the belt, sub-swarms will form and act as teams that explore a particular 

asteroid. Teams will have to share resources due to the limited quantity of miniature instruments 

carried on-board in these pico-satellites [42]. There will be several types of spacecraft involved in 

the mission. As defined by Rouff, workers have specialized instruments on-board (e.g. a 

magnetometer, x-ray, gamma-ray, visible/IR, neutral mass spectrometer etc.) that perform 

telemetric operations; coordinators or rulers follow conditions to determine the types of asteroids 

the mission focuses on and allocate deliverables to the workers; and messengers coordinate 

communications between the workers, rulers, and ground stations on Earth. 

Communication is the key to success in an autonomous swarm mission. Consensus control 

indicates that different agents make informed decisions toward the global objective by knowing 

what the other agents know [38]; each agent must have the same overall goal, know where the 

other agents are, and hence share its position and then decide on its own action. Four steps, 

proposed by Ren and Beard [43], which will assist in setting up the control law include: appointing 

a cooperation objective, selecting the required information, defining a centralized strategy, and 

building a consensus algorithm.  

1.2.3. Consensus Spacecraft Formation Control 

Throughout the literature [25, 26, 28-37, 44, 45], it has been assumed that the agent 

dynamics on consensus control for multi-agent systems are known. A common method used to 

obtain unknown states of a system is an adaptive law. Two of the most investigated adaptive laws 

are neural networks and fuzzy logic systems [46-50]. They both have the ability to approximate 

any smooth functions with a high nonlinear regression, which makes them the best candidates to 
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estimate the consensus control for multi-agent systems with uncertain nonlinear dynamics. In [51], 

a neural network adaptive control is used in a leader-follower control of second-order systems with 

uncertain dynamics and external disturbances. All states are assumed to be obtainable for all agents 

within the network. Furthermore, leaderless consensus control with neural network-based 

decentralized control topology is proposed in [52]. In [53], an adaptive neural controller for the 

consensus tracking of second-order multi-agent nonlinear systems in the presence of unknown 

disturbances has been investigated. A more contemporary study [54] has utilized a neural network-

based distributed tracking control scheme for unknown Lagrangian systems. Even though adaptive 

control is proposed in [51, 53, 54], their study is focused only on a subset of group agents who has 

access to mutual desired trajectory, and the states are shared among each agent. The Chebyshev 

neural network is a functional link network whose input is generated by using a subset of 

Chebyshev polynomials, and it has been shown that CNN has powerful estimation proficiencies, 

see [55] and [56]. 

The establishments of this thesis includes the development of new control law to achieve 

stable orbital motion. Moreover, analysis of orbit stability for spacecraft orbiting rotating asteroids 

using numerical simulation is conducted and the result shows the natural response of the spacecraft 

orbit with the predefined reference trajectory. Furthermore, examination of a new orbital control 

law is conducted on a system model for asteroids using numerical simulation. Additionally, based 

on the algorithm states on [43], a consensus network for multiple space vehicles is developed to 

orbit around a slow rotating asteroid with the equation of motion established by Hu et al. [8]. We 

also investigate the effect on different formation configurations in an elliptical reference trajectory. 

1.3. PROBLEM STATEMENT 

Reviewing the literature presented in the previous section gives a clear picture of the 

developments that have occurred in the spacecraft asteroid orbiting and formation control 

discipline. More intriguing, however, is the lack of work primarily in the area studying the 

autonomous consensus algorithm for spacecraft formation flying and how it can be implemented 

during various phases of a mission. 

An asteroid might have an irregular shape, at which point the moment of inertia and mass 

distribution need to be considered. The rotation rate of the asteroid is more influenced by its 

geometry. The gravitational field will vary within the tracking orbit. Besides the orbital dynamic, 
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another major difference between orbiting a planet and orbiting an asteroid is the altitude of the 

orbiter in each situation. For example the low Earth orbit (LEO) is an orbit with an altitude of 160 

km to 2,000 km above Earth, however, the most proposed altitude for orbiting an asteroid is just 

10 to 20 km.  

In order to handle the highly complex and nonlinear dynamic system, the traditional linear 

controller is known not to be as efficient as the nonlinear controller. Moreover, from a space 

mission point of view, the system dynamics might not be known in advance or they might have 

more uncertainty than expected, especially when flying in the highly populated asteroid belt. 

Asteroid observation with a monolithic spacecraft, which is required to carry all of the 

massive equipment for a complicated mission, will lose its agility to maneuver in the asteroid belt. 

In these cases, formation flying is proposed, the leader-follower formation might help to increase 

the flexibility of the system. Nonetheless, the success rate of the mission might not improve largely 

because the mission might not be able to continue if the leader is destroyed. 

Many substantial trials must be overcome before an autonomous consensus control with 

the use of Terminal Sliding Mode Control (TSMC) for spacecraft can be turned into a practical 

mission. The problem statements for this thesis can be listed as: 

 

[PROB1] Nonlinear spacecraft formation flying models. The fundamental nonlinearity in the 

orbital and formation dynamics of spacecraft is identified as one of the scientific 

problems to surmount for successfully developing multi-agent consensus control. The 

dynamic behavior of spacecraft for a broad range of operating states cannot be precisely 

defined by a linear mathematical model. 

[PROB2] Model uncertainties and external disturbances. In any control applications, it is nearly 

impossible to define a perfect model to encounter all possible dynamic situations. The 

controllers designed based on nonlinear models can also be inaccurate due to 

unidentified assessments of some physical parameters, disturbance models, etc. The 

resulting mismatch between the model and the real system is referred to as model 

uncertainty. The problem of disturbance for the current application is particularly well-

defined for situations where they operate in locations where their dynamics are affected 

by solar wind, solar radiation pressure and/or solar gravity. 
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[PROB3] Control input saturation. There must be a limit on the amount of force the onboard 

actuator can provide. Particularly, modern satellites are more compact, and in return, 

the output force they can provide is relatively less than before. Saturation is 

unfavourable for space systems because the continuous presence of actuator saturation 

can cause extensive performance degradation lead to unstable system. For the occasion 

of spacecraft tracking, input saturation can be a major factor in tracking errors, along 

with parameter uncertainties and various sources of internal and external disturbances. 

[PROB4] Multi-agents formation. The basic elements for formation flying technology can be 

classified as sensing, communication, and control. One of the biggest challenges 

between single spacecraft and multiple-agent formation flying is collision avoidance. 

In order to avoid collisions, the entire system has to maintain the right orbit and the 

right formation simultaneously, which relies on the control of the absolute and relative 

position.  

It is understandable that the challenges illustrated above are correlated and the construction 

of a robust controller will be completed if these issues are taken care of explicitly. Since the mission 

to orbit around asteroids is still relatively new according to the knowledge of this research field, 

modeling uncertainty is required to increase the success rate for such delicate missions. If the 

integrity of the control law is not designed resiliently, the formation of the agents, the local task 

and/or the global mission will not be accomplished successfully. 

1.4. RESEARCH OBJECTIVES 

In response to the problem statement described above, this thesis focusses on the design of 

an adaptive control law, the end product of which is comprised of the use of consensus algorithm 

Chebyshev Neural Networks, robust control, and the terminal sliding mode control for spacecraft 

formation flying orbiting around a slowly rotating asteroid with irregular geometry. A consensus 

algorithm is integrated to improve the integrity of the formation flying between multiple agents. A 

control law is meticulously designed to suit the need for controlling both absolute and relative 

tracking errors. Neural networks are put into operation to contend with possible uncertainty, and 

the robust control law is used to make the controller more robust. 
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From a practical viewpoint, our goal is to design a control system that can control multiple 

agents simultaneously in the presence of model uncertainties and large disturbances. The following 

objectives are identified: 

 

[OBJ1]  Decentralized formation flying. Leader and follower systems are generally, but not 

limited to, two spacecraft, they are limited to one task, on one mission, for one leader-

follower system. Centralized formation flying shares global team knowledge, and is a 

fully connected network. With consensus control, the resources are not restricted to a 

singular system; they involve neighbour to neighbour interaction. A system within a 

system can be setup for a more complex mission.  

[OBJ2]  Adaptive control for uncertain system model. Develop a reconfigurable control strategy 

based on adaptive control theory, in which the adaptive control structure implicitly 

reconfigures the control law using adaptive estimates of spacecraft dynamics during 

flight. With the use of the Chebyshev polynomial, this allows the controller to constantly 

update its parameters using an adaptation mechanism. The objective is to provide 

autonomous recovery using a reliable and effective control law that accounts for 

modeling uncertainties, external disturbances, and actuator failures simultaneously. 

 [OBJ3]  Robust control for external disturbances. There are unavoidable disturbances, especially 

for the current proposed mission. Such as the environmental and non-environmental 

disturbances due to the location of the asteroid and the relative position of the Sun. 

Robust control can respond to bounded disturbances. In addition, from a numerical 

standpoint, it is known that Sliding Mode Control (SMC) with the use of the numerical 

sign function will impose a chattering effect, and the hyperbolic tangent function is used 

in order to reduce this effect. 

1.5. MAIN CONTRIBUTIONS 

The main contributions of this thesis are: 

1. A novel terminal sliding manifold based on lumped state errors is proposed for the 

consensus tracking control of second-order multi-agent systems. Additionally, the proposed 

controller is non-singular because no negative fractional powers exist in the proposed controller. 
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2. As compared with the existing approaches [54, 57, 58] on consensus tracking control of 

second-order multi-agent systems in case only a subset of group members has access to the leader 

agent, the system states information of neighbour agents is not required in the proposed control 

law, which can reduce both the cost related to sensors and information flow between neighbour 

agents. As compared with the terminal sliding mode-based consensus tracking controller proposed 

in [45], control signals are not necessary for exchange between neighbour agents, which not only 

reduces the information flow between neighbour agents but also avoids the algebraic loop problem 

existing in the controller proposed in [45]. 

3. In contrast to the existing approaches on the consensus for networks of non-identical 

agents [59-61], the leaderless consensus problem was studied in [59, 60] while the leader-follower 

consensus problem is addressed in [55]. Although the leader-follower consensus problem was 

studied in [61] for affine multi-agent systems, the time-varying synchronized trajectory needs to 

be the output of a known linear system, and the knowledge of the synchronized signal is assumed 

to be available to each agent in the group. Furthermore, both system uncertainties and external 

disturbances are not considered in [59, 60], and only parametric uncertainties are taken into 

account in [61]. However, both system uncertainties and external disturbances are explicitly 

considered in designing the distributed controller in the present dissertation. 

4. The robust controller using the hyperbolic tangent function is used to counteract CNN 

approximation errors and bounded external disturbances, and hence, the chattering caused by the 

use of numerical sign function in the existing TSMC approaches [45, 55] can be avoided.  

5. Finite-time stability in both the reaching phase and the sliding phase is proven by the 

Lyapunov approach. 

1.6. THESIS OUTLINE 

This thesis is comprised of four main sections, followed by a conclusion and is mapped out 

systematically. In Chapter 2, the asteroid orbital dynamic system is discussed. It presents a 

formulation of the spacecraft moving in an elliptical orbit around a small body and the Lagrangian 

method is used to obtain the governing ordinary differential equations of motion for the system. 

This is followed by Chapter 3, where the nonlinear SMC is applied to the closed-loop system and 

examined with the Lyapunov stability analysis. Chapter 4 contains a robust control law designed 

to counter a bounded disturbance. In Chapter 5 the dynamic system of the plant is not provided to 
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the control law, and TSMC and CNN are applied and examined with the new control law to adapt 

to the new challenge. The governing equations of motion of the asteroid system are numerically 

integrated for each chapter. A detailed assessment of the system performance under the proposed 

control strategies, and the results of computer simulations incorporating different formation 

scenarios are also presented in each chapter. Finally, we conclude this thesis with a review of the 

motivation, objective, and results from each numerical analysis, and the contribution for the entire 

study. A discussion on future work is also included. 
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2. SYSTEM MODEL AND MULTI-AGENT SYSTEM 

The multi-agent system is one of the key technologies of current and future space missions. 

The main challenge is to control the relative positions of spacecraft in formation when the external 

disturbances cause drifts of both the relative positions of the spacecraft and the formation center. 

In this chapter, the mathematical model of the spacecraft formation orbiting around an asteroid is 

introduced. Furthermore, the coordinate frames defining the dynamics of the spacecraft orbital 

motion, and the time-varying equations describing the elliptical reference trajectory are shown. In 

addition, external disturbance models and minimum control input required for tracking the 

proposed trajectory are presented. Moreover, some basic knowledge of graph theory and the 

properties of the matrix that will be used are provided. Lastly, the system error model that applies 

the consensus algorithm to decentralized formation flying is presented. 

2.1. SYSTEM MODEL 

Spacecraft orbiting around an asteroid is different from the Keplerian orbit in the two-body 

problem. This occurs for two reasons, one being the irregular shape of the body, and the second 

the rotation of the asteroid. These coupling effects can lead to large energy and angular momentum 

changes within short time periods. Alternatively, these effects are not dominant in case of 

spacecraft motion around planetary bodies.  

In a general two-body system, when the spacecraft is assumed to be a point mass, its 

position vector in inertial coordinates satisfies the equation of motion, 

  

ሷ࢘ ൌ െ
ߤ
ଷݎ
࢘ 

 

(2.1)

where ࢘ is the relative position vector between two masses, and ݎ ൌ ‖࢘‖, the magnitude of ࢘. The 

gravitational parameter, ߤ, is defined as  

   

ߤ  ൌ Gሺ݉ଵ ൅ ݉ଶሻ (2.2)



 
14 

For the above equation, ݉ଵ and ݉ଶ are masses of the two bodies in the system, and ܩ is the 

universal gravitational constant, where ܩ	 ൌ 	6.67384 ൈ 10ିଵଵ݉ଷ݇݃ିଵିݏଶ.  

2.1.1. Spacecraft Orbital Dynamics Around an Asteroid 

The orbital motion is stable around a symmetrical celestial body when it remains near to 

its unperturbed orbit, conventionally. A more specific type of orbital stability is defined in [7] for 

asteroid stability analysis. When orbiting near the surface of an asteroid that is rotating slowly, 

these orbits are usually in a size-shape stable region. When orbits are far away and the asteroid 

rotates rapidly, then these orbits are also usually in the stable region. However, in the resonance 

region, the orbits are usually unstable and these orbits are said to be size-shape unstable. 

A two-body problem, or an unperturbed Keplerian orbit, is the hypothetical motion that the 

body follows under the gravitational effect of only one other body, which usually can be described 

with the method of geometry. We commonly call this the orbital elements. In an unperturbed 

Keplerian orbit, the mean anomaly, the argument of perigee, ߱; the longitude of ascending node, 

Ω; the inclination, ݅; the eccentricity, ݁; and the semi-major axis, ܽ, will remain unchanged, where 

the first three orbital elements belong to the orientation group and the last two elements are 

classified as the size-shape group. For example, when orbiting around an oblate planet; i.e. Earth 

with J2 effect, the average orbit’s size and shape are constant, however, the orientation elements 

change. In contrast, when orbiting around small bodies, all elements change, and that increases the 

complexity when studying the orbital dynamics around an asteroid. With the above definition, it 

is clear that orbit is size-shape stable when semi-major axis and eccentricity are constant, on 

average, and we call it the nominal orbit. On the other hand, when these two orbital elements are 

not constant, on average, we call it size-shape unstable. Frequently, we describe this motion as 

chaotic. As studied in [7], when the orbit motion is chaotic, the semi-major axis and eccentricity 

rapidly depart from their initial specification and oscillate  about their nominal values. 

The study in [7] has also found that the stability of an orbital motion will be more size-

shape stable when the orbiting body is far from the asteroid due to a weaker perturbation force 

applied from the small body to the orbiting body. Radius is a factor of the strength of the 

perturbation, however, the rotation rate, ்߱, and the gravity coefficient, ܥଶଶ, are important, too. 

Resonance always leads to chaotic orbit, and it occurs when the ratio of the asteroid rotation rate, 

்߱, and the nominal mean motion, ݊଴, of an orbiting body are near a rational number. There are 
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two cases in which the orbits are size-shape stable. The first occurs when the orbits are near the 

asteroid and the asteroid rotates slowly where |ሺ݊଴ െ ்߱ሻ ்߱⁄ | ≫ 1. The second occurs when the 

orbits are far from the asteroid and the asteroid rotates rapidly, and |ሺ்߱ െ ݊଴ሻ ݊଴⁄ | ≫ 1. 

2.1.2. System Dynamics Model 

The spherical harmonic expansion of a gravitational force potential [7] is defined in 

Equation (2.3) 

  

௚ܷ ൌ ෍෍
ߤ
௟ାଵݎ ௟ܲ

௠ሺsin ௟௠ܥሻሾߜ cosሺ݉ߣሻ ൅ ௟ܵ௠ sinሺ݉ߣሻሿ
௟

௠ୀ଴

ஶ

௟ୀ଴

 

 

(2.3)

where ௟ܲ
௠ሺsin  is gravitational ߤ ,݉ ሻ is the Associated Legendre Functions of order ݈ and degreeߜ

parameter, ݎ is the radius measured from the center of mass of the body, ߜ is the particle declination 

measured from the x-y plane, which is defined in Figure 2.1, and ߣ is the particle longitude in the 

body-fixed frame. 

 
Figure 2.1 Position geometry of a point mass of an asteroid in the body fixed space [8] 
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The Legendre ordinary differential equation occurs when solving Laplace’s equation in 

spherical coordinates. The general form of Associated Legendre Functions, with the application of 

Rodrigues’ formula, yield 

  

௟ܲ
௠ሺݔሻ ൌ

ሺ1 െ ଶሻݔ
௠

ଶൗ

2௟݈!
݀௟ା௠

௟ା௠ݔ݀
ሺݔଶ െ 1ሻ௟ 

 

(2.4)

Substitute sin  and simplified ,ݔ into ߜ

  

௟ܲ
௠ሺsin ሻߜ ൌ

ሺ1 െ ሺsin ሻଶሻߜ
௠

ଶൗ

2௟݈!
݀௟ା௠

݀ሺsin ሻ௟ା௠ߜ
ሺሺsin ሻଶߜ െ 1ሻ௟ 

(2.5)

ൌ cos௠ ෍ߜ ௟ܶ௠௧ sin௟ି௠ିଶ௧ ߜ

௞

௧ୀ଴

 

 

where ݇ is the integer part of ሺ݈ െ ݉ሻ/2, and ݉ ൑ ݈. ௟ܶ௠௧ is an integer which is given by 

 

 
௟ܶ௠௧ ൌ

ሺെ1ሻ௧ሺ2݈ െ !ሻݐ2
2௟ݐ! ሺ݈ െ !ሻݐ ሺ݈ െ ݉ െ !ሻݐ2

 

 

(2.6)

Continuing with Equation (2.3), ܥ௟௠, and ௟ܵ௠ are the gravity coefficients. To be more 

specific, ܥ௟଴ are called zonal harmonic coefficients, and the gravity coefficients are called sectorial 

harmonic coefficients when ݈ ൌ ݉, and tesseral harmonic coefficients when ݈ ് ݉. The gravity 

coefficients for Castalia through degree 4 are shown in Table 2.1. Notice that the magnitudes of 

 .ଶଶ are much larger than the other coefficientsܥ ଶ଴ andܥ

Table 2.1: The gravity coefficients for Castalia [7] 

Degree (݈) Order (݉) ܥ௟௠ coefficient ௟ܵ௠ coefficient 
0 0 1.0 - 

1 
0 0.0 - 
1 0.0 0.0 

2 
0 -0.110298 - 
1 0.0 0.0 
2 0.156733 0.0 
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3 

0 -0.015112 - 
1 -0.037935 0.001211 
2 0.006325 0.000616 
3 0.020568 -0.013715 

4 

0 0.036630 - 
1 0.002706 0.000407 
2 -0.051363 0.003949 
3 0.006140 -0.001747 
4 0.050334 -0.006839 

 

The perturbation terms from the asteroid gravity field is an important factor when studying 

spacecraft dynamics orbiting around asteroid. Even though only the 2nd degree and 2nd order 

gravity coefficients, ܥଶ଴ and ܥଶଶ, respectively, will be used in our investigation, we provide a few 

remarks about the higher order gravity potential expansions. 

Using Equation (2.5) and (2.6), we calculate the spherical harmonic expansion of a 

gravitational force potential up to the 4th-order. 

  

 ௚ܷ ൌ ௚ܷ଴ ൅ ௚ܷଵ ൅ ௚ܷଶ ൅ ௚ܷଷ ൅ ⋯ ௚ܷ௡ (2.7)

  

 
௚ܷ଴ ൌ

	ߤ
ݎ

 (2.8)

  

 
௚ܷଵ ൌ

	ߤ
ଶݎ
ሾܥଵ଴ sin ߜ ൅ cos ଵଵܥሺߜ cos ߣ ൅ ଵܵଵ sin ሻሿ (2.9)ߣ

  

 
௚ܷଶ ൌ

	ߤ
ଷݎ
൤ܥଶ଴ ൬1 െ

3
2
cosଶ ൰ߜ ൅

3
2
sinሺ2ߜሻ ሺܥଶଵ cos ߣ ൅ ܵଶଵ sin ሻߣ

൅ 3 cosଶ ߜ ሺܥଶଶ cos ߣ2 ൅ ܵଶଶ sin  ሻ൨ߣ2
(2.10)
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௚ܷଷ ൌ

	ߤ
ସݎ
൤ܥଷ଴ sin ߜ ൬1 െ

5
2
cosଶ ൰ߜ

െ
3
2
ሺ1 െ 5 sinଶ ሻߜ cos ଷଵܥሺߜ cos ߣ ൅ ܵଷଵ sin ሻߣ

൅ 15 sin ߜ cosଶ ߜ ሺܥଷଶ cos ߣ2 ൅ ܵଷଶ sin ሻߣ2

൅ 15 cosଷ ߜ ሺܥଷଷ cos ߣ3 ൅ ܵଷଷ sin  ሻ൨ߣ3

(2.11)
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൅ 105 cosସ ߜ ሺܥସସ cos ߣ4 ൅ ܵସସ sin  ሻ൨ߣ4

(2.12)

  

The gravitational potential can be simplified by the following assumptions. These 

simplifications are practical and commonly used [7, 8, 62]. 

Assumption 1: In the gravitational potential, the magnitude for the second order, second degree 

terms are more significant than the higher order, higher degree terms; therefore, 

the higher degree, higher order terms are neglected. 

Assumption 2: The coordinate frame is at the center of mass of the asteroid; that implies 

  

ଵ଴ܥ ൌ ଵଵܥ ൌ ଵܵଵ ൌ 0 

 

(2.13)

Assumption 3: The body fixed coordinate axes are assumed to be aligned along the body’s 

principal moments of inertia, hence 

  

ଶଵܥ ൌ ܵଶଵ ൌ ܵଶଶ ൌ 0 

 

(2.14)
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The gravity coefficient can be expressed with the principal moments of inertia of the body 

normalized by the body mass. In addition, the principal moments of inertia for an asteroid, or the 

more general term irregular shaped celestial body, are ordered as , ܫ௫௫ ൏ ௬௬ܫ ൏ ଶ଴ܥ ௭௭, so thatܫ ൏

0, and ܥଶଶ ൐ 0.  

  

ଶ଴ܥ ൌ െ
1
2
൫2ܫ௭௭ െ ௫௫ܫ െ  ௬௬൯ܫ

(2.15)

   

 
ଶଶܥ ൌ

1
4
൫ܫ௬௬ െ ௫௫൯ (2.16)ܫ

  

The equation of motion defined in Equation (2.1) is the ideal case where there are no 

external forces, disturbances, or perturbations. In a general case, this implies that the attracting 

body is a point mass; in a specific case, it can also be interpreted as a sphere with uniform mass 

distribution, with its principle moments of inertia, ܫ, equaling, ܫ௫௫ ൌ ௬௬ܫ ൌ   ௭௭. The spacecraftܫ

 
Figure 2.2 Geocentric equatorial frame and the orbital elements [63] 
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orbit is said to be a classical Keplerian orbit where its inclination, ݅; eccentricity, ݁; longitude of 

ascending node, Ω; semi-major axis, ܽ; and argument of perigee, ߱, are all constant. These orbital 

elements are well defined in the Figure 2.2. 

The moments of inertia for spacecraft motion around an asteroid are different from each 

other, ܫ௫௫ ൏ ௬௬ܫ ൏  ௭௭, and the acceleration due to gravity between two masses is highly correlatedܫ

with the asteroid’s rotation. These characteristics make the study of motion around an asteroid 

completely different from the study of motion around an oblate body. The orbital elements will not 

be time invariant, the argument of perigee, ߱, and longitude of ascending node, Ω, will change, 

and the inclination, ݅, eccentricity, ݁, and semi-major axis, ܽ, will change even more significantly 

over time. The spacecraft motion will become unpredictable to some degree due to the rapid 

changes. This unpredictability is an instance of chaotic motion, which exists in many dynamic 

systems [7]. A summary of the previous discussion can be found in Table 2.2. 

Table 2.2: Summary of Application and Background 

Central body shape Sphere Oblate Irregular 

Moments of inertia ܫ௫௫ ൌ ௬௬ܫ ൌ ௫௫ܫ ௭௭ܫ ൌ ௬௬ܫ ൏ ௫௫ܫ ௭௭ܫ ൏ ௬௬ܫ ൏  ௭௭ܫ

Gravity coefficients ܥଶ଴ ൌ ଶଶܥ ൌ ଶ଴ܥ 0 ൏ ଶଶܥ ,0 ൌ ଶ଴ܥ 0 ൏ ଶଶܥ ,0 ൐ 0 

Relation to body rotation No No Yes 

Motion constants ߱, Ω, ݅, ݁, ܽ ݅, ݁, ܽ None 
 

In this dissertation, the asteroid we investigate are slowly rotating asteroids. The spacecraft 

motion is affected because of the gravity field is rotating with the asteroid. This brings some 

similarities to the three body problem, where the third body frame of reference is set as the inertial 

frame with a possible rotation in its axis [62].  

2.1.3. Equations of Motion in Body Fixed Coordinates 

In this section, we review some basic notations and equations that is used in the following 

chapters. The two-body system orbital equation of motion in an inertial coordinate is expressed in 

potential energy, ௚ܷ, with the position vector, ࢘, of the orbiting body  

   

 
ሷ࢘ ൌ

߲ ௚ܷ

߲࢘
 (2.17)
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where gravity potential ௚ܷ ൌ ∑ ௚ܷ௜, ݅ ൌ 0,1,2,⋯݊. The equations are time varying if we include 

one of the important parameters of asteroid orbital dynamic, the angular velocity of the rotating 

asteroid. To reduce the complexity of the system, we transform Equation (2.17) into a rotating 

coordinate frame that is fixed to the small rotating celestial body. Let us first define, ࢘ ൌ

ሾݔ ݕ ࣓,ሿ்ݖ ൌ ሾ0 0 ்߱ሿ், then 

  

ሷ࢘ ൅ 2૑ ൈ ሶܚ ൅ ૑ ൈ ሺ࣓ ൈ ࢘ሻ ൌ
߲ ௚ܷ

߲࢘
 

 

(2.18)

where ்߱ is constant and ሶ࣓ ൌ 0. The relation between the inertial coordinates and the body-fixed 

coordinates with rotation rate ்߱ can be found in Figure 2.3. Assumptions are made following [8, 

9], such that the asteroid is in uniform rotation about its maximum moment of inertia (the z-axis) 

with a rotation rate ்߱ and a corresponding rotation period ܶ ൌ  .்߱/ߨ2

The scalar form of Equation (2.18) can be found in [7], and are shown as follow 

  

 
ሷݔ െ ሶݕ2்߱ ൌ ்߱

ଶݔ െ
ݔߤ
ଷݎ

൅
߲ ௚ܷଶ

ݔ߲
 (2.19)

  

 
ሷݕ ൅ ሶݔ2்߱ ൌ ்߱

ଶݕ െ
ݕߤ
ଷݎ

൅
߲ ௚ܷଶ

ݕ߲
 (2.20)

  

 
ሷݖ ൌ െ

ݖߤ
ଷݎ
൅
߲ ௚ܷଶ

ݖ߲
 (2.21)

  

Equations (2.19) to (2.21) contain the effect of coriolis and centripetal accelerations and the gravity 

potential, ௚ܷଶ, is defined in Equation (2.10). A more complete discussion of these equations as 

applied to motions about an asteroid appears in [9]. 
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Figure 2.3 Geometry of the inertial and body-fixed coordinates 

The 2nd degree and 2nd order gravitational perturbation potential in the body-fixed frame is 

expressed in the Cartesian coordinate as follows 

  

௚ܷଶ ൌ െ
ଶݔଶ଴ሺܥߤ ൅ ଶݕ െ ଶሻݖ2

ହݎ2
൅
ଶݔଶଶሺܥߤ3 െ ଶሻݕ

ହݎ
 

 

(2.22)

where ݎ ൌ ඥݔଶ ൅ ଶݕ ൅  ଶ and the first order derivatives of the gravitational perturbation areݖ

 

 ߲ ௚ܷଶ

ݔ߲
ൌ െ

ݔଶ଴ܥߤ
ହݎ

൅
ଶݔሺݔଶ଴ܥߤ5 ൅ ଶݕ െ ଶሻݖ2

଻ݎ2
൅
ݔଶଶܥߤ6
ହݎ

െ
ଶݔሺݔଶଶܥߤ15 െ ଶሻݕ

଻ݎ
 

(2.23)
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ൌ െ
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(2.24)
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 ߲ ௚ܷଶ

ݖ߲
ൌ
ݖଶ଴ܥߤ2
ହݎ

൅
ଶݔሺݖଶ଴ܥߤ5 ൅ ଶݕ െ ଶሻݖ2

଻ݎ2
െ
ଶݔሺݖଶଶܥߤ15 െ ଶሻݕ

଻ݎ
 (2.25)

  

These are the basic equations that describe the orbital dynamic around an asteroid. In our 

research, we start with this basic system for our first consensus control problem. Afterward, 

disturbance is introduced to the system to examine the capability of the controller.  

2.1.4. Reference Trajectory 

A reference trajectory demonstrates a suggested path by which the controlled variable 

should converge on the set-point in a particular manner. We can effectively define the closed-loop 

time response of the system by choosing the rate of convergence as a controller tuning parameter. 

The manner by which the final value is reached must also be taken into account. For example, the 

dynamic behaviour of the process that connects the initial to the final steady state value must be 

considered. It is possible to take many routes from point 1 to point 2, by geographical analogy, but 

some routes are more efficient and will be better than others. In the present investigation, an 

elliptical reference trajectory is considered. The trajectory uses in this thesis is obtained from Hill’s 

equations [64]. 

In this formation, the orbital radius is defined as ݔ௖ଶ ൅ ௖ଶݕ ൅ ௖ଶݖ ൌ  (௖ݖ ,௖ݕ ,௖ݔ) ௗଶ, whereݎ

are the desired or reference states. The relative motion in the radial/along-track (x/y) plane is fixed 

in eccentricity [64]. The equations of desired elliptical trajectory are given as follows, 

  

࢞௖ ൌ ൝
௖ݔ
௖ݕ
௖ݖ
ൡ ൌ ௗݎ ቎

sinሺ݊ݐሻ
2 cosሺ݊ݐሻ

√3 sinሺ݊ݐሻ
቏ 

 

(2.26)

where ݎௗ is the spacecraft altitude, and ݊ is the mean angular velocity that equals to ඥߤ ܽ௖ଷ⁄  is ߤ .

the gravitational parameter of the asteroid, and ܽ௖ is the semi-major axis of the centre of the 

formation of the squad of spacecraft. Both, in reality or in numerical simulation, it is normal to 

choose a specific orbit period if the equilibrium orbit does not match the mission requirement. 

Throughout this thesis, various asteroids are investigated, however, the major focus of the 

investigation is about asteroid Castalia. In [65], Scheeres proposed having a reference orbit at a 

period of 8 times faster than the regular orbit for asteroid Castalia. The angular velocity, ߱, of this 
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asteroid is 4.2883 ൈ 10ିସ rad/s, and the orbital period of the spacecraft orbit around an asteroid 

can be calculated using 2 ∗  which is approximately 4.07 hours. Following Scheeres’s ,߱/ߨ

suggestion, the orbit period for the reference trajectory will be 0.5087 of an hour, approximately 

30 minutes. Therefore, ݊ ൌ 2 ∗ /ߨ ௣ܶ, where ௣ܶ is one eighth of the orbital time period of the 

asteroid. This reference trajectory, shown in Figure 2.4, is used throughout this thesis unless stated 

otherwise. However, the control law developed are applicable to any formation flying and various 

spacecraft configurations. 

 
Figure 2.4 Reference trajectory 

2.1.5. External disturbances 

In this section, we summarize the suggested external force models that act on the spacecraft 

when orbiting around an asteroid. These include solar radiation pressure, and solar gravitational 

effects. In order to define these disturbances, we begin with a crisp review of the small body 

environment. 

2.1.5.1. Small body model 

Simple Keplerian dynamics are applied to model the astronomic small body orbital motion 

around the Sun. With the Keplerian model, the occurrence of a close passage by a planet is a 

scenario that rarely happens and will not be part of our analysis. More attention is brought to the 

varying position vector between the asteroid and the Sun, [66] ࢊ, 
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ࢊ ൌ ෡ࢊ݀ ൌ

ܲ
1 ൅ ݁ cos ߭

ሺcos ߭ ොݔ ൅ sin ߭ ොሻ (2.27)ݕ

  

where ܲ is the orbit parameter and ݁ is the eccentricity defined in the previous section. ߭ is the 

asteroid true anomaly. Both ݔො and ݕො are unit vectors, in which ݔො is pointing to the orbit perihelion 

and ݕො is in the heliocentric plane of motion and normal to ݔො. 

2.1.5.2. Solar radiation pressure 

Solar radiation pressure model is generalized based on the assumption that the principal 

motion for the spacecraft dynamics under the solar radiation force will not be changed 

significantly. For the ease of modeling, the spacecraft is modeled as a flat plate oriented to face the 

Sun and the absorbed solar radiation is radiated away uniformly. The force potential ܴܵܲ is 

formulated as [66]  

  

ௌܷோ௉ ൌ ෡ࢊ݃ ∙ ࢘ 

 

(2.28)

where ݃ is the acceleration, ࢊ෡ is the direction of the pressure acting away from the Sun, and ࢘ is 

the position of the spacecraft relative to the asteroid’s center of mass. The disturbance force from 

the SRP can be computed by  

  

ௗሺௌோ௉ሻࡲ ൌ
߲ሺ ௌܷோ௉ሻ
ݎ߲

ൌ  ෡ࢊ݃

 

(2.29)

in which the magnitude of the acceleration ݃ is formulated as 

  

݃ ൌ
ሺ1 ൅ ଵܩሻߩ
ଶ݀ܤ

 

 

(2.30)

and ܩଵ~1 ൈ 10଼ 	݇݃ ∙ ݇݉ଷ ሺݏଶ െ ݉ଶሻ⁄  is the ߩ ,is the spacecraft mass to area ratio in ݇݃/݉ଶ ܤ ,

reflectance of the SRP on the spacecraft material, and ݀ is the distance between the Sun and the 

small body in ݇݉. The magnitude of the SRP acceleration depends on the distance between the 
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asteroid and the Sun, hence within the elliptical orbit, the SRP force changes between the minimum 

at aphelion and maximum at perihelion. 

2.1.5.3. Solar gravitation 

The solar gravitation is modeled as a third-body perturbation to the two-body system by 

taking the body-fixed coordinate on the asteroid as the center of our dynamical system. An 

appropriate expansion can be performed to simplify the functional form of such a disturbance. The 

perturbation potential from the Sun is expressed as follows [67] 

  

ௌܷ௎ே ൌ ௦ߤ ൤
1

|࢘ ൅ |ࢊ
൅
ࢊ ∙ ࢘
ଷ|ࢊ|

൨ 

 

(2.31)

where ߤ௦ is the gravitational parameter of the Sun, ࢘  is the position vector of the spacecraft relative 

to the asteroid, and ࢊ is the position vector of the asteroid relative to the Sun.  

 
 

Figure 2.5 Relative position vectors in the Sun-Asteroid-Spacecraft system 

The derivative of Equation (2.31) is taken with respect to ࢘ to find the disturbing 

gravitational force acting from the Sun to the spacecraft [67] 

  

ௗሺௌ௎ேሻࡲ ൌ
߲ሺ ௌܷ௎ேሻ
߲࢘

 

 

(2.32)
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Two approximations can be made to simplify Equation (2.32). The distance from the asteroid to 

the Sun is much larger than the distance from the spacecraft to the asteroid, therefore ࢘ ⁄ࢊ ≪ 1. In 

addition, ݉ௌ௣௔௖௘௖௥௔௙௧ ≪ ݉஺௦௧௘௥௢௜ௗ. We applied these two facts which together are essentially 

Hill’s approximation. 

  

ௗሺௌ௎ேሻࡲ ൌ െ
௦ߤ
2݀ଷ

࢘ 

 

(2.33)

The perturbation described above, the solar gravitational field, the solar radiation pressure, 

and the third body perturbations, are time-varying quantities. For spacecraft orbiting around a 

small celestial body, the irregular shaped asteroid’s potential distribution is by far the most 

dominant parameters. Therefore, for the ease of numerical simulation, the 3 perturbations shown 

above are combined with any possible unmodelled plant dynamics and plant parameter variations 

to developed the following external disturbance model, ܨௗ௫, ܨௗ௬, and ܨௗ௭, presented in Equation 

(2.34) to (2.36). 

   

ௗ௫ܨ  ൌ ௗ௦ܭ ∗ sinሺ݅ ∗ ሻ (2.34)ݐ

   

ௗ௬ܨ  ൌ ௗ௦ܭ ∗ cosሺ݅ ∗ ሻ (2.35)ݐ

   

ௗ௭ܨ  ൌ ௗ௦ܭ ∗ sinሺ݅ ∗ ሻ (2.36)ݐ

   

where ܭௗ௦ is the weight of the disturbance, and ݅ ൌ 1,2,⋯ ,6 is multiplying to the time period of 

the disturbance ݐ, to distinguish that each agent, ݅, is experiencing a different frequency of 

disturbance in the spacecraft formation system. ܭௗ௦ is said to be 3 mN which is 60% of the 

maximum actuator force explained below. Figure 2.6 shows the external disturbance force that is 

acting on agent 1. 
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Figure 2.6 Disturbance force applied to agent 1 (i=1) 

Adding the external disturbance and system control input, ࢛௙, to the equation of motion 

presented in Equation (2.19) to Equation (2.21) yields, 

  

ሷݔ െ ሶݕ்߸2 ൌ ߸்
ଶݔ െ

ݔߤ
ଷݎ

൅
߲ ௚ܷଶ

ݔ߲
൅ ௗ௫ܨ ൅  ௙௫ݑ

 

(2.37)

 
ሷݕ ൅ ሶݔ்߸2 ൌ ߸்

ଶݕ െ
ݕߤ
ଷݎ

൅
߲ ௚ܷଶ

ݕ߲
൅ ௗ௬ܨ ൅ ௙௬ (2.38)ݑ

   

 
ሷݖ ൌ െ

ݖߤ
ଷݎ
൅
߲ ௚ܷଶ

ݖ߲
൅ ௗ௭ܨ ൅ ௙௭ (2.39)ݑ
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2.1.6. Minimum Control Input Required 

Minimum control input required is formulated by the difference between the reference 

trajectory, 	࢞௖ሷ , and the system of desired state, ݂ሺ࢞௖ሻ. 

  

࢛ௗ ൌ ࢞௖ሷ െ ݂ሺ࢞௖ሻ 

 

(2.40)

where ࢞ ௖ሷ  can be calculated by taking the derivative of Equation (2.26). The system of desired state, 

݂ሺ࢞௖ሻ, is calculated by substituting the desired states in Equation (2.37) to (2.39). 

  

݂ሺݔ௖ሻ ൌ ௖ሶݕ்߸2 ൅ ߸்
ଶݔ௖ െ

ௗݔߤ
௖ଷݎ

൅
߲ ௚ܷଶ

௖ݔ߲
൅ ௗ௫ܨ ൅  ௗ௫ݑ

 

(2.41)

 
݂ሺݕ௖ሻ ൌ െ2߸்ݔ௖ሶ ൅ ߸்

ଶݕ௖ െ
ݕߤ
௖ଷݎ

൅
߲ ௚ܷଶ

௖ݕ߲
൅ ௗ௬ܨ ൅ ௗ௬ (2.42)ݑ

   

 
݂ሺݖ௖ሻ ൌ െ

௖ݖߤ
௖ଷݎ

൅
߲ ௚ܷଶ

௖ݖ߲
൅ ௗ௭ܨ ൅ ௗ௭ (2.43)ݑ

   

The minimum control input required is zero when there is no control required for tracking a 

reference trajectory. However, the proposed reference trajectory required small amount of control 

effort as shown in Figure 2.7 and Figure 2.8. ݑௗ is the minimum input force the system required 

to track the proposed reference trajectory. Figure 2.7 presents the profile of the required control 

input force when external disturbances are not applied to the system. When the proposed external 

disturbance model is applied, it becomes the dominating force in the system dynamics. Therefore, 

the minimum input required has increased to maintain system stability, and the results can be found 

in Figure 2.8. Noticed that line ݑ௙௫ is the same as ݑ௙௭ which is explained in Equation (2.34) and 

(2.36). 



 
30 

 
Figure 2.7 Minimum control input required (without disturbance) 

 
Figure 2.8 Minimum control input required for agent 1 (with disturbance) 
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2.2. MULTI-AGENT SYSTEM 

Fuel saving has been one of the main objectives in past space missions. It is usually 

achieved by reducing power consumption of a payload, designing a more efficient actuator, 

adjusting mission objectives, and/or the controller redesign. We often neglect another fundamental 

cost of the missions; the cost of the high performance and complex hardware. Rather than having 

a single monolithic orbiter or spacecraft to complete a mission objective, as is common in a multi-

agent system, we use multiple inexpensive, miniature spacecraft to achieve the same objective 

with more flexible procedure through coordination. Essentially, the goal is to replace demanding 

hardware with multiple copies of simple hardware. 

The consensus problem, also known as the agreement problem, occurs when information 

or data converge to a common value. Consensus control can be separated into two categories; 

formation control problems or non-formation control problems. Nonetheless, cooperative control 

presents significant theoretical and practical challenges [68]. In order to have successful coordinate 

cooperation, three important issues must be tackled. The first, consensus seeking, commonly 

depends on the relationship between the graph topologies and the algebraic graph matrices. The 

second issue is formation keeping, and both centralized and decentralized approaches have been 

investigated in numerous studies. Last, trajectory tracking, has brought new interest to researchers 

because it imposes nonholonomic constraints to the system. Consensus algorithms assign tasks to 

multi-agents and only neighbour-to-neighbour communication between agents is provided. The 

information states of each agent are updated by the information states of their neighbour. The 

objective is to develop an update law so that information will be shared and converge to a common 

value. 

2.2.1. Graph Theory 

Graph theory is different than the graphing of algebraic functions or other kinds of graphs. 

Graph, ܩ(Գ, ॱ), in graph theory is a mathematical way to represent the connection between 

subjects, and these subjects are call nodes, Գ ൌ	 ሺ1,… , ݊ሻ, or vertices. Edge, ॱ, is the connection 

between two vertices. These edges can be directional or non-directional. Graph theory is gaining 

popularity because of the advance in computer science, as well as the use of communication 

networks. These communication network graphs can be interpreted and applied to many situations. 

For example, if graph theory is applied to map human social interactions, then it can be used to 
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define the relationship of a family, friendship among friends, or human resources’ collaboration 

within an organization. In a more engineering problem point of view, if it is applied to a mobile 

network, it will represent the signal and data transfer between the base station, ground station or 

portable transceiver, and each wireless phone or other electronic device on the network. Every 

edge is connected with two nodes, (݅,݆), and ॱ(݅,݆) denotes the information flow from ݅ to ݆, where 

݅ and ݆ are commonly called the parent node and the child node, respectively. However, there is a 

specific case where the node acts as a parent node and a child node. This is called self-edge, and it 

is identified as ॱሺ݅, ݅ሻ. For a directed graph, the signal transfers from parent node to child node. 

An undirected edge is expressed as a distinctive scenario of a pair of directed edges such that 

ॱሺ݅, ݆ሻ ൌ ॱሺ݆, ݅ሻ. In the mobile network example, the interaction between each “node” is two-way, 

which implies that the signal is transferred back and forth in two directions. 

 
 Figure 2.9 Communication graph among five spacecraft 

Graph theory can also be applied to space mission formation flying, to map out the 

communication links between each spacecraft. We can take Figure 2.9 as an example of a 

communication map of a 5 spacecraft formation flying system.  All edges are directed edge in this 

system except one self-edge, ॱሺ1,1ሻ. However, we can identify three pairs of directed edges as 

undirected edges, which are, ሼॱሺ1,2ሻ, ॱሺ2,5ሻ, ॱሺ3,4ሻሽ. An undirected edge is usually shown in a 

line without arrows, i.e. ॱ ሺ3,4ሻ, however, it can also be drawn with two directed edges, i.e. ॱ ሺ1,2ሻ, 

or one line that ends with two arrows, i.e. ॱሺ2,5ሻ, in order to avoid misunderstanding whether the 

arrow is missed or not.  

1 2 3

5 4
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Figure 2.10 (a) Strongly connected undirected graph, (b) rooted directed tree 

A path is a chain of edges, and can also be a subset of a graph. If a directed path starts and 

ends at the same node, it is called a cycle. A strongly connected path is one where every node is 

connected to each other with an edge, as shown in Figure 2.10 (a). In contrast, a rooted directed 

tree is a directed graph in which there is one node that has no parent node, the root, and all the 

other nodes are connected to only one parent node, shown in Figure 2.10 (b). 

2.2.2. Properties of Matrices in Graph Theory 

The adjacency matrix, ࣛ ൌ ൣࣵ௜௝൧, is a ݊ ൈ ݊ weight matrix that represents the connectivity 

between each node. ݊ is the number of agents in the consensus network, ݅ ൌ 1,2, … ݊ and ݆ ൌ

1,2, … ݊. Notice that all communication links, the edges (ॱ) in the graph, are weighted; ࣵ௜௝ will be 

assigned a positive weight value if ॱሺ݆, ݅ሻ exists. If the communication strength is irrelevant for 

the application, then ࣵ௜௝ is set to 1 for all ॱሺ݆, ݅ሻ. Self-edges are allowed, where ࣵ௜௜ ൐ 0. Equation 

(2.44) is the adjacency matrix for Figure 2.9. ࣵଵଵ ൌ 1 is the self-edge; ࣵଵଶ ൌ ࣵଶଵ ൌ 0.9, ࣵଶହ ൌ

ࣵହଶ ൌ 0.8, and ࣵଷସ ൌ ࣵସଷ ൌ 0.7 are the undirected edges; The directed edge flow from node 2 to 

3 and node 4 to5 are, ࣵଷଶ ൌ 0.6 and ࣵହସ ൌ 0.5, respectively. 

  

ࣛ ൌ

ۏ
ێ
ێ
ێ
ۍ
1 0.9 0 0 0
0.9 0 0 0 0.8
0 0.6 0 0.7 0
0 0 0.7 0 0
0 0.8 0 0.5 0 ے

ۑ
ۑ
ۑ
ې

 

 

(2.44)

( a )

root

( b )
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For all undirected graphs, ࣛ is symmetric. The matrix is said to be balanced when ∑ ܽ௜௝
௡
௝ୀଵ ൌ

∑ ௝ܽ௜
௡
௝ୀଵ , hence ࣛ for an undirected graph is also balanced. 

The degree matrix, ࣞ, is a diagonal matrix which will also be weighted in the same manner 

as the adjacency matrix. ࣞ ൌ ൣࣸ௜௝൧ ∈ Թ௡ൈ௡ is a graph with node set Գ ൌ	 ሺ1,… , ݊ሻ and it is defined 

such that ࣸ௜௜ ൌ ∑ ܽ௜௝
௡
௝ . Equation (2.45) is the degree matrix for the graph in Figure 2.9. If all 

decimal places are rounded up or the entries in ࣛ are not weighted, then the integer numerical 

value in the approximate degree matrix corresponds to the number of incoming edges of each node. 

  

ࣞ ൌ

ۏ
ێ
ێ
ێ
ۍ
1.9 0 0 0 0
0 1.7 0 0 0
0 0 1.3 0 0
0 0 0 0.7 0
0 0 0 0 ے1.3

ۑ
ۑ
ۑ
ې

ൎ

ۏ
ێ
ێ
ێ
ۍ
2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 1 0
0 0 0 0 ے2

ۑ
ۑ
ۑ
ې

 

 

(2.45)

The Laplacian matrix ࣦ ൌ ൣℓ௜௝൧ ∈ Թ௡ൈ௡ is the difference between the Degree matrix and 

the Adjacency matrix, ࣦ ൌ ࣞ െࣛ. It can also be defined as ℓ௜௝ ൌ െܽ௜௝ with the condition of ℓ௜௜ ൌ

∑ ܽ௜௝௝ஷ௜ . In summary, the properties of a Laplacian matrix are, ℓ௜௝ ൑ 0 for ݅ ് ݆, and the sum of 

each row in the Laplacian matrix is zero, ∑ ℓ௜௝
௡
௝ୀଵ ൌ 0 for ݅ ൌ 1,2, … ݊.  

  

ࣦ ൌ

ۏ
ێ
ێ
ێ
ۍ
0.9 െ0.9 0 0 0
െ0.9 1.7 0 0 െ0.8
0 െ0.6 1.3 െ0.7 0
0 0 െ0.7 0.7 0
0 െ0.8 0 െ0.5 1.3 ے

ۑ
ۑ
ۑ
ې

 

 

(2.46)

Equation (2.46) is the Laplacian matrix for the graph in Figure 2.9. The subset of the undirected 

node pairs in the graph is reflected by the symmetric portions of the matrix. Zero is an eigenvalue 

of ࣦ because of the zero row sum, and the eigenvector will be a ݊ ൈ 1 column vector of ones. ࣦ is 

diagonally dominant, and all values are positive. Following the Gershgorin’s disc theorem [44], all 

nonzero eigenvalues of ࣦ for an undirected graph are positive, and all nonzero eigenvalues of ࣦ 

for a directed graph have positive real parts. Consequently, all nonzero eigenvalues of െࣦ for both 

directed and undirected graphs will have negative real parts. 
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2.2.3. Consensus Algorithm 

The objective of a consensus algorithm is to execute similar controls on the states of each 

agent in the network. If the information is transferred continuously in the communication process, 

the differential equation is used to model the algorithm, otherwise, the difference equation is used 

if data arrive in a discrete signal pack. A first order differential equation is used to showcase the 

information state transfer using a consensus algorithm in this section. The decentralized formation 

flying communication topology can be mapped out with the graph theory proposed above, and the 

connection and interaction path is modeled mathematically with the adjacency matrix. A 

conventional continuous consensus algorithm [44] is 

  

߷ሶ௜ሺݐሻ ൌ െ෍ܽ௜௝ሺݐሻ ቀ߷௜ሺݐሻ െ ߷௝ሺݐሻቁ

௡

௝ୀଵ

 

 

 

݅ ൌ 1,2,⋯ , ݊ 
(2.47)

݆ ൌ 1,2,⋯ ,݉ 

Notice that the communication topology, the adjacency matrix ܽ௜௝ሺݐሻ, may or may not necessarily 

be time invariant. It can vary with time due to vehicle motion or communication dropouts, or it 

can be constant by assuming perfect condition. Perfect condition is applied for this research. ߷௜ 

and ߷௝ is the information state of the ݅th and ݆th agent, respectively. ݊ ൌ ݉ is the number of agent 

in the system. The result of this topology is that the value of state ݔ௜ depends on the state value of 

its neighbours.  

2.2.4. Decentralized Formation Flying Mathematical Model 

Consider a multi-agent system, including ݊ agents, in which the ݅th agent is described by 

the following second-order differential equation 

   

 ሶ࢞ ௜ ൌ ࢜௜ (2.48)

  

࢜పሶ ൌ ௜݂ሺ࢞௜, ࢜௜ሻ ൅ ݃௜ሺ࢞௜ሻݑ௜ ൅ ,௜ߴ ݅ ൌ 1,2,⋯ , ݊ 

 

(2.49)

where ࢞௜ ∈ Թଷ ൌ ሾݔ ݕ ሿ் and ࢜௜ݖ ∈ Թଷ ൌ ሾݔሶ ሶݕ  ,ሶሿ் are the state vectors of the ݅th agentݖ

respectively; ௜݂ሺݔ௜, ௜ሻݒ ∈ Թଷൈଷ is a vector function that corresponds to the relative equations of 
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motion, ݃௜ሺݔ௜ሻ ∈ Թଷൈଷ represents the input matrix control gain and is assumed to be non-singular. 

௜ݑ ∈ Թଷ ൌ ሾݑ௙௫ ௙௬ݑ ௙௭ሿ௜ݑ
் denotes the control input vector of the ݅th agent, and ߴ௜ ∈ Թଷ ൌ

ሾܨௗ௫ ௗ௬ܨ ௗ௭ሿ௜ܨ
்
 is the bounded external disturbance explained in Chapter 2.1.5.  

The disturbances ߴ௜ሺ݅ ൌ 1,2,⋯ , ݊ሻ are bounded such that  

  

‖௜ߴ‖ ൑  ெ௜ߴ

 

(2.50)

where ߴெ௜ is a positive constant. In the reference trajectory defined in Chapter 2, its first and 

second derivatives are considered to be in a compact set as follows 

  

Ωௗ ≡ ሼሺݔௗ, ,ሶௗݔ :ሷௗሻݔ ௗ‖ଶݔ‖ ൅ ሶௗ‖ଶݔ‖ ൅ ሷௗ‖ଶݔ‖ ൑ ܿଵሽ 

 

(2.51)

where ܿଵ is a positive constant. This assumption is commonly used in the literature [55] on 

consensus tracking control for second-order multi-agent systems. 

For clarification and ease of explanation in the following chapter, a specified scenario of 

the graph theory is brought from the previous chapter, and any background information may refer 

to Chapter 2.2.1. The topology of the information flow between agents is described by a weighted 

graph ܩ ൌ ሺΥ, ,ܧ ሻ, where Υܣ ൌ ሺݎଵ, ⋯,ଶݎ ܧ ;௡ሻ is the set of nodesݎ ⊆ Υ ൈ Υ is the set of edges; 

and ܣ ൌ ൫ܽ௜௝൯ ∈ Թ௡ൈ௡ is the weighted adjacency matrix of graph G with non-negative elements, 

where ܽ௜௜ ൌ 0 and ܽ௜௝ ൒ 0. Node ݎ௜ሺ݅ ൌ 1,2,⋯ , ݊ሻ represents the ݅th agent, and an edge in ܩ is 

denoted by an unordered pair ሺ݅, ݆ሻ. ሺ݅, ݆ሻ ∈  if and only if there is the information exchange ܧ

between the ݅th agent and the ݆th agent, that is, ܽ௜௝ ൌ ௝ܽ௜. The adjacency element ܽ௜௝ denotes the 

communication quality between the ݅th agent and the ݆th agent, that is, ሺ݅, ݆ሻ ∈ ܧ ≍ ܽ௜௝ ൐ 0. A 

graph is simple if it has no self-edge or repeated edges. For this dissertation, an undirected graph 

is applied, and it is assumed that the graph ܩ is simple. Let ܦ	 ൌ ݀݅ܽ݃ሼ݀ଵ, ݀ଶ,⋯݀௡ሽ be the degree 

matrix of ܩ, whose diagonal elements are give by ݀௜ ൌ ∑ ܽ௜௝
௡
௝ୀଵ ሺ݅ ൌ 1,2,⋯ , ݊ሻ. Then the 

Laplacian matrix ܮ, a symmetric matrix, of the weighted graph ܩ is defined by 

  

ܮ ൌ ܦ െ  ܣ

 

(2.52)
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System Error Model 

Two state errors are considered for each agent in consensus tracking control for multi-agent 

systems, these being, absolute and relative state errors. The state error of an individual agent with 

respect to the reference trajectory is the absolute error, which this state error of the ݅th follower 

agent are shown below 

   

 ݁࢞௜ ൌ ࢞௜ െ ሺ࢞௖ ൅ ௜ሻ (2.53)ࢎ

   

 ݁࢜௜ ൌ ࢜௜ െ ሶ࢞ ௗ (2.54)

   

where ࢎ௜ is the distance between the trajectory ࢞௖, defined in Equation (2.26), and the ݅th agent in 

the formation. ࢞ௗ ൌ ሺ࢞௖ ൅   ,௜ሻ, which will be the reference trajectory for each agent. In this studyࢎ

ሶࢎ ,௜ is time invariant, thereforeࢎ ௜ ൌ 0. 

 
Figure 2.11 Reference trajectory for each agent 

Appling Equation (2.48) and (2.49), the dynamic equations for the absolute errors ݁࢞௜ and ݁࢜௜ 

ሺ݅ ൌ 1,2,⋯ , ݊ሻ becomes 

r c
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 ሶ݁࢞௜ ൌ ݁࢜௜ (2.55)

   

 ሶ݁࢜௜ ൌ ௜݂ሺ࢞௜, ࢜௜ሻ ൅ ݃௜ሺ࢞௜ሻݑ௜ ൅ ௜ߴ െ ሷ࢞ ௗ (2.56)

   

and the compact form is rewritten in Equation (2.57) and (2.58) 

   

 ሶ݁࢞ ൌ ݁࢜ (2.57)

   

 ሶ݁࢜ ൌ F ൅ gሺ࢞ሻu ൅ ߴ െ ܺௗ (2.58)

   

where the absolute errors ݁࢞ ൌ ሺ݁࢞ଵ், ݁࢞ଶ்,⋯ ݁࢞௡்ሻ் ∈ ܴଷ௡, ݁࢜ ൌ ሺ݁࢜ଵ், ݁࢜ଶ்,⋯ ݁࢜௡்ሻ் ∈ ܴଷ௡, 

the dynamic system ܨ ൌ ൫ ଵ݂
், ଶ݂

்,⋯ ௡݂
்൯

்
∈ ܴଷ௡, control gain matrix ݃ሺ࢞ሻ ൌ

݀݅ܽ݃ሼ ଵ݃, ݃ଶ,⋯݃௡ሽ ∈ ܴଷ௡ൈଷ௡ with ࢞ ൌ ሺ࢞ଵ், ࢞ଶ்,⋯࢞௡்ሻ் ∈ ܴଷ௡, control input ݑ ൌ

ሺݑଵ், ௡்ሻ்ݑ⋯,ଶ்ݑ ∈ ܴଷ௡, disturbance ߴ ൌ ൫ߴଵ
், ଶߴ

௡ߴ⋯,்
்൯

்
∈ ܴଷ௡, and the desired trajectory 

ܺௗ ൌ ൫ݔሷௗ
், ሷௗݔ

ሷௗݔ⋯,்
்൯

்
∈ ܴଷ௡. 

In multi-agent system, the relative error is the state error of an individual agent with respect 

to the other. The following equations shows the relative state errors between the ݅th and ݆th agents 

   

ݎ࢞  ௜௝ ൌ ݁࢞௜ െ ݁࢞௝ (2.59)

   

ݎ࢜  ௜௝ ൌ ݁࢜௜ െ ݁࢜௝ (2.60)

   

where ݅ ൌ ݆ ൌ 1,2,⋯݊. 

In a mission, the common desired trajectory is only available to a subset of agents, and 

each agent will have limited access to other agents in the group. Lumped state errors (ߙ௫௜ and ߙ௫௜) 

that include the absolute and relative state errors are necessary to measure the true tracking errors 

of the whole system. The ݅th agent may not obtain the absolute state errors (݁௫௜ and ݁௩௜ 

ሺ݅ ൌ 1,2,⋯ , ݊ሻ) and all relative state errors (ݎ௫௜௝ and ݎ௩௜௝ ሺ݅ ൌ ݆ ൌ 1,2,⋯ , ݊ሻ). With the 

consideration of the above facts, using the weighted adjacency matrices ܣ, we define lumped state 

errors as 
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௫௜ߙ ൌ෍ܽ௜௝ݎ௫௜௝

௡

௝ୀଵ

൅ ݇௜݁௫௜ (2.61)

   

 
௩௜ߙ ൌ෍ܽ௜௝ݎ௩௜௝

௡

௝ୀଵ

൅ ݇௜݁௩௜ (2.62)

   

where ߙ௫௜ and ߙ௩௜ ∈ ܴଷ ሺ݅ ൌ 1,2,⋯ , ݊ሻ. ܽ௜௝ is the element of the weighted adjacency matrix ܣ 

and ݇௜ is the element of the weighted matrix K. The lumped state errors are the sum of the absolute 

and relative state errors and only depend on the information of the neighbour agents of the ݅th 

agent. The controller for each agent is developed based on the lumped state errors ߙ௫௜ and ߙ௩௜ ∈

ܴଷwhere ሺ݅ ൌ 1,2,⋯ , ݊ሻ. 

With the purpose of aiding the following theoretical analysis, the lumped state errors ߙ௫௜ 

and ߙ௩௜ ∈ ܴଷwhere ሺ݅ ൌ 1,2,⋯ , ݊ሻ can be rewritten in the function of absolute state errors (݁௫௜ 

and ݁௩௜) through  simple algebraic transformation, with the use of the graph Laplacian matrix L, 

as follows 

  

௫௜ߙ ൌ෍ܽ௜௝ݎ௫௜௝

௡

௝ୀଵ

൅ ௫௜݁ܭ ൌ෍݈௜௝݁௫௝

௡

௝ୀଵ

൅ ௫௜ (2.63)݁ܭ

 

௩௜ߙ ൌ෍ܽ௜௝ݎ௩௜௝

௡

௝ୀଵ

൅ ௩௜݁ܭ ൌ෍݈௜௝݁௩௝

௡

௝ୀଵ

൅  ௩௜݁ܭ

 

(2.64)

The lumped state errors in Equations (2.63) and (2.64) can be defined as ߙ௫ ൌ

ሺߙ௫ଵ், ௫௡்ሻ்ߙ⋯,௫ଶ்ߙ ∈ ܴଷ௡ and ߙ௩ ൌ ሺߙ௩ଵ், ௩௡்ሻ்ߙ⋯,௩ଶ்ߙ ∈ ܴଷ௡, respectively. Re-stated in 

terms of [55] ,ܯ 

   

௫ߙ  ൌ ௫ (2.65)݁ܯ

   

௩ߙ  ൌ ௩ (2.66)݁ܯ
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where ܯ ൌ ሺܮ ൅  is a ܯ ଷ and Kronecker product is shown in ⨂, which assures thatܫ⨂ሻܭ

symmetric and positive-definite matrix. Using Equations (2.57) and (2.58), the dynamic equations 

for ߙ௫ and ߙ௩ is shown below 

  

ሶ௫ߙ ൌ  ௩ߙ

 

(2.67)

ሶ௩ߙଵିܯ  ൌ F ൅ ݃u ൅ ߴ െ ܺௗ (2.68)

   

Equations (2.67) and (2.68) will be used in the subsequent chapters when studying the stabilities 

of the proposed control law. 

The system model and multi-agent system shown in this chapter will be used in the 

following chapters to develop control laws that stabilise the system plant and satisfy certain 

performance levels in the presence of external disturbance force, sensor signal interferences, 

uncertain plant dynamics and system parameter variation. Sliding mode control is the first control 

technique applied to the multi-agent system orbiting around asteroid and will be studied in the next 

chapter. 
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3. SLIDING MODE CONTROL OF CONSENSUS 
SPACECRAFT FORMATION FLYING 

Consensus spacecraft formation flying is dependent on system state information transfer 

between spacecraft (agents). Constructing an efficient multi-agent network and formulating an 

appropriate consensus algorithm is the top priority in controlling spacecraft’s decentralized 

formation. In this chapter, the proposed control law applies the consensus algorithm defined in 

Chapter 2.2.3, in order to control multiple spacecraft to fly collaboratively. Lyapunov theory is 

used to prove the stability for both the reaching phase and the sliding phase of the variable structure 

control. The nonlinear control algorithm based on the sliding mode technique is integrated with 

the consensus algorithm and formulated with a detailed proof of stability for the closed-loop 

system. Furthermore, the results of numerical simulations incorporating different sensor fault 

scenarios are presented for a detailed assessment of the system performance under the proposed 

control strategies and validation of the established theoretical framework. Finally, some brief 

conclusions are provided. 

3.1. DESIGN OF CONTROL LAWS 

In this section, a control law is developed for the decentralized formation flying system. 

The goal is that this nonlinear controller will drive the state trajectory of the nonlinear system onto 

a sliding or switching surface. Sliding mode control is a nonlinear control method. It alters the 

dynamics of a nonlinear system through the application of a discontinuous control signal that 

forces the system to “slide” along a cross-section of the system’s normal behaviour. Sliding mode 

control is an example of variable structure control (VSC), where it can switch from one continuous 

structure to another based on the current position in the state space. The multiple control structures 

allow the trajectories to slide along the boundaries of the control structures. The sliding surface is 

the geometrical locus consisting of the boundaries. The property of remaining on the switching 

surface once intercepted is called a sliding mode, where the behaviour of the system is dominated 

by the lower-order dynamics and is inherently insensitive to external disturbances and model 

uncertainties.  
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3.1.1. Variable Structure Control 

Variable structure control (VSC) is a form of discontinuous nonlinear control. VSC system 

is a class of system where the ‘control law’ is intentionally changed during the control process. 

The control law changes based on predefined rules which depend on the state of the system. The 

application of a high-frequency switching control is used as a method of altering the dynamics of 

a nonlinear system. The state-feedback control law switches from one smooth condition to another, 

thus, it is not a continuous function of time. Therefore, the structure of the control law varies based 

on the position of the state trajectory. For the purpose of illustration, consider the following linear 

time-invariant system (adapted from [64]): 

 

 

൝
xሶ ଵ ൌ ଶݔ

xሶ ଶ ൌ ݑ	
 

 

 

(3.1) 

 

In state-space form  

  

ሶܺ ൌ ܺܣ ൅  ܷܤ

 

(3.2)

with ܺ ∈ Թଶ ൌ ሾݔଵ  are then expressed ܤ and ܣ ଶሿ், and U as a scalar control input. Matricesݔ

as 

  

ܣ ൌ ൥
0 1

0 0
൩	 , ܤ ൌ ൥

0

1
൩ 

 

(3.3)

Next, a linear sliding surface is defined as 

  

ܵ ൌ ଶݔଶܭ ൅  ଵݔଵܭ

 

(3.4)

 ଶ are selected to be positive real numbers. Consider the VSC with a control law ofܭ ଵ andܭ

 



 
43 

 
ܷ ൌ െ݊݃ݏܭሺܵሻ ൌ ቐ

െܭ ݂݅ ܵ ൐ 0
0 ݂݅ ܵ ൌ 0
ܭ ݂݅ ܵ ൏ 0

 (3.5)

   

where K is a positive real scalar number that has a direct effect on the rate at which the sliding 

surface can be reached.  The sliding condition defined in Equation (3.5) is used to regulate the 

system described by Equation (3.1). The phase portrait of the closed-loop system obtained for 

different initial conditions from using the control law given by Equation (3.5), with ܭଵ ൌ ଶܭ ൌ 1 

and ܭ ൌ 2, is shown in Figure 3.. The set of points for which ܵ ൌ 0 is denoted by the inclined line 

in Figure 3.. This line divides the phase plane into four regions given by 

  

						I: xଵ ൐ 0, ܵ ൐ 0 and II: xଵ ൐ 0, ܵ ൏ 0
			III: xଵ ൏ 0, ܵ ൏ 0 and						IV: xଵ ൏ 0, ܵ ൐ 0 

 

(3.6)

 
Figure 3.1: Phase portrait of the double integrator under VSC 
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By choosing ܸ ൌ ܵଶ/2 as the Lyapunov function candidate, the reachability condition [64], 

ሶܸ ൏ 0, gives  

  

ሶܸ ൌ ܵ ሶܵ ൌ Sሺܭଶxሶ ଶ ൅ ଵxሶܭ ଵሻ 

ൌ Sሺܭଶu ൅  ଶሻݔଵܭ

ൌ S൫ܭଶ൫െ݊݃ݏܭሺܵሻ൯ ൅  ଶ൯ݔଵܭ

ൌ ൫ܵ ∗ ሺܵሻ൯݊݃ݏ ൬െሺܭଶ ∗ ሻܭ ൅ ଵܭ
ଶݔ

ሺܵሻ݊݃ݏ
൰ 

൑ |ܵ|ሺെሺܭଶ ∗ ሻܭ ൅ ଶ|ሻݔ|ଵܭ ൏ 0 

 

(3.7) 

Therefore, 

  

lim
ௌ→଴ା

ሶܵ ൏ 0 and lim
ௌ→଴ି

ሶܵ ൐ 0 

 

(3.8)

when ܭଵ|ݔଶ| ൏ ሺܭଶ ∗ |ଶݔ|ଵܭ ሻ. As a result, with the conditionܭ ൏ ሺܭଶ ∗  ሻ, the system referenceܭ

path on either side of the line ܵ	 ൌ 	0 converges towards the sliding surface ܵ. In the process of the 

sliding motion, lower-order dynamics dominate the behaviour of the system which is independent 

of the control. The choice of the parameters in the sliding surface, Equation (3.4), will highly affect 

the dynamic performance of the system. Furthermore, the control output only safeguards that the 

sliding surface is achieved and Equation (3.8) is satisfied. 

Sliding mode control (SMC) is one of the commonly used technique in VSC. The strengths 

of SMC include low sensitivity to plant parameter uncertainty, greatly reduced order modeling of 

plant dynamics, and finite-time convergence due to discontinuous control law.  

3.1.2. Control Problem 

The proposed control law is designed based on a generalized framework. The equation of 

motion, Equation (3.9) - (3.11), defines the dynamics of a single spacecraft orbiting around an 

asteroid. See, 

   

 
ሷݔ െ ሶݕ்߸2 ൌ ߸்

ଶݔ െ
ݔߤ
ଷݎ

൅
߲ ௚ܷଶ

ݔ߲
൅  ௙௫ (3.9)ݑ
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ሷݕ ൅ ሶݔ்߸2 ൌ ߸்

ଶݕ െ
ݕߤ
ଷݎ

൅
߲ ௚ܷଶ

ݕ߲
൅ ௙௬ (3.10)ݑ

  

ሷݖ ൌ െ
ݖߤ
ଷݎ
൅
߲ ௚ܷଶ

ݖ߲
൅  ௙௭ݑ

 

(3.11)

where 

  

௚ܷଶ ൌ െ
ଶݔଶ଴ሺܥߤ ൅ ଶݕ െ ଶሻݖ2

ହݎ2
൅
ଶݔଶଶሺܥߤ3 െ ଶሻݕ

ହݎ
 

 

(3.12)

To simplify the control design procedure, we re-formulate the relative dynamics model in 

a state-dependent parameterized form as follows, 

  

ሶܺ ൌ ܺܣ ൅ F௚ሺܺሻ ൅  ܷܤ

 

(3.13)

where ܺ ∈ Թ଺ ൌ ሾݔ ݕ ݖ ሶݔ ሶݕ ܣ ,ሶሿ் is the state vectorݖ ∈ Թ଺ൈ଺ is the linear component of 

the relative equations of motion, ܨ௚ ∈ Թ଺ represents the lumped nonlinearities, ܤ ∈ Թ଺ൈଷ is the 

input matrix, and ܷ ∈ Թଷ ൌ ሾݑ௙௫ ௙௬ݑ  ௙௭ሿ் is the vector of control input. In consequence, withݑ

the above assumption, Equations (3.9) - (3.11) become 
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(3.14) 
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Following the mathematical model presented in the previous section, the relative state 

vector and the desired relative trajectory are expressed as ܺሺݐሻ and ܺௗሺݐሻ ∈ Թ଺, respectively. The 

performance measure is then defined as the tracking error ݁ሺݐሻ ∈ Թ଺ 

  

eሺݐሻ ≜ ܺሺݐሻ െ ܺௗሺݐሻ 

 

(3.15)

The goal of the control law is to reduce tracking errors, with the sufficient input force 

,௙௫ݑ) ,௙௬ݑ ݐ ௙௭) to force the states of the system to its desired reference trajectories asݑ → ∞.   

  

lim
୲→ஶ

ܺሺݐሻ ൌ ܺௗሺݐሻ 

 

(3.16)

3.1.3. Design of Sliding Manifold 

This section discusses extension of the previous developed single-input single-output 

(SISO) system in Chapter 3.1.2 to multi-input multi-output (MIMO) systems given in Equation 

(3.9)-(3.11). We are interested again in the problem of having the state ܺ track a desired time-

varying state ܺௗ. For the control perspective, we utilize the vector containing the trajectory 

tracking errors, combined with the consensus algorithm, to design a sliding surface ݏ given by  

  

௜ݏ ൌ ௩௜ߙ ൅ Kଵߙ௫௜ 

 

(3.17)

The sliding surface ݏ௜ is a 3-dimensional manifold,	ݏ௜ ∈ Թଷൈଵ where ܭଵ is a positive constant. 

α௫௜	and	α௩௜ are the position lumped error and velocity lumped errors, respectively. Taking the time 

derivative of Equation (3.17) gives 

  

ሶ௜ݏ ൌ ሶ௩௜ߙ ൅ Kଵߙ௩௜ 

 

(3.18)

and Equation (3.17) can be expressed in a compact form as 

  

ݏ ൌ ௩ߙ ൅ Kଵߙ௫ 

 

(3.19)
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where ߙ௩ and ߙ௫ is defined in Equation (2.65) and Equation (2.66), respectively. ݏ ൌ

ሺݏଵ், ⋯,ଶ்ݏ ௡்ሻ்ݏ ∈ ܴଷ௡. 

3.1.4. Control Law Formulation 

The control law for the ݅th follower agent in the multi-agent system is now given by  

  

௜ݑ ൌ ݃௜ିଵሺെf௜ െ Kଶ݊݃ݏሺݏ௜ሻ െ Kଵݏ௜ሻ ݅ ൌ 1,2,⋯ , ݊ 

 

(3.20)

where g௜, f௜ are defined in Equation (2.56). ܭଵ and ܭଶ is a positive constant. The compact form of 

Equation (3.20) can be expressed as follow  

  

ݑ ൌ ݃ିଵሺെܨ െ Kଶ݊݃ݏሺݏሻ െ Kଵݏሻ 

 

(3.21)

where ݃ and ܨ are defined in Equation (2.58) 

3.1.5. Stability Analysis 

In the following section, the stability proof shows that the control law defined by Equation 

(3.21) for the closed-loop system (2.49) guarantees the chosen sliding manifold converges to zero 

in finite time. 

 

Theorem 3.1: For the multiple spacecraft formation flying mathematical model in Equation (2.48) 

to (2.49), the sliding manifold is chosen as Equation (3.19), the control law is defined as Equation 

(3.21), and the bounds on the external disturbances on the system is assumed as given by Equation 

(2.34) to (2.36). For a sufficiently large positive constant ௠ܸ, if the initial conditions satisfy 

  

ሺ0ሻݏሺ0ሻ்ݏ ൑
2 ௠ܸ

ଵሻିܯ௠௔௫ሺߣ
 

 

(3.22)

and ߙ௫ሺ0ሻ is bounded, then the closed-loop system is semi-global stable; s converges to zero in 

finite time, and ߙ௫ and ߙ௩ converge to zero as ݐ goes to infinite. 
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Proof: Consider the following Lyapunov function, 

   

 
ܸ ൌ

1
2
(3.23) ݏଵିܯ்ݏ

   

taking the time derivative yields 

   

 ሶܸ ൌ ሶ (3.24)ݏଵିܯ்ݏ

   

With the time derivative of the sliding manifold from Equation (3.19) as shown below 

  

ሶݏ ൌ ሶ௩ߙ ൅ Kଵߙሶ௫ ൌ ሶ௩ߙ ൅ Kଵߙ௩ 

 

(3.25)

multiply both side of Equation (3.25) by ିܯଵ to obtain 

  

ሶݏଵିܯ ൌ ሶ௩ߙଵିܯ ൅ Kଵିܯଵߙ௩ 

 

(3.26)

By substituting the first term on the right-hand side of Equation (3.26) with the corresponding 

parameters from Equation (2.68), the term ିܯଵݏሶ can be expressed as follows 

  

ሶݏଵିܯ ൌ F ൅ ݑ݃ ൅ ߴ െ ܺௗ ൅ Kଵିܯଵߙ௩ 

 

(3.27)

Taking the time derivative of the Lyapunov function, Equation (3.23), and substituting 

Equation (3.27) and the control law (3.21) yields 

   

 ሶܸ ൌ െKଶ݊݃ݏ்ݏሺݏሻ െ Kଵݏ்ݏ ൅ ߴሺ்ݏ െ ܺௗሻ ൅ Kଵିܯ்ݏଵߙ௩ (3.28) 

 

By applying the following inequality 

  

െKଶ݊݃ݏ்ݏሺݏሻ ൑ െKଶ‖ݏ‖ 

 

(3.29)
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to Equation (3.28), the time derivative of Lyapunov function can be rewritten as follows 

  

ሶܸ ൑ െKଶ‖ݏ‖ െ Kଵ‖ݏ‖ଶ ൅ ߴሺ்ݏ െ ܺௗ ൅ Kଵିܯଵߙ௩ሻ 

 

(3.30) 

As mentioned in Equations (2.50) and (2.51), ‖ߴ‖ and ‖ܺௗ‖ are bounded. Moreover, ‖ߙ௩‖ is 

bounded, based on Lemma 3.1. Accordingly, the following inequality can be obtained. 

  

ߴ‖ െ ܺௗ ൅ Kଵିܯଵߙ௩‖ ൑  ߪ

 

(3.31)

By applying the above inequality to Equation (3.30), the Equation (3.30) can be rewritten as 

follows 

  

ሶܸ ൑ െሺKଶ െ ‖ݏ‖ሻߪ െ Kଵ‖ݏ‖ଶ 

 

(3.32) 

If Kଶ is chosen such that Kଶ ൐  and applying ,ߪ

  

‖ݏ‖ ൌ ඥݏ்ݏ ൌ ඨ
1

ଵሻିܯ௠௜௡ሺߣ
 ݏ்ݏଵሻିܯ௠௜௡ሺߣ

 

(3.33) 

with Equation (3.23), where ߣ௠௜௡ሺିܯଵሻݏ்ݏ ൌ 2ܸ, to Equation (3.32), the following inequality 

can be derived 

  

ሶܸ ൑ െሺKଶ െ ሻඨߪ
2

ଵሻିܯ௠௜௡ሺߣ
ܸ
ଵ
ଶ ൑ 0 

 

(3.34) 

which implies that s converges to zero in finite time. Since ݏ ൌ ௩ߙ ൅ Kଵߙ௫, it can be concluded 

that ߙ௫ and ߙ௩ converge to zero as ݐ approaches to infinity. 
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Remark: 

Note that if ߙ௫ and ߙ௩ converge to zero, then ݁௫௜ ൌ ݁௩௜ ൌ ௫௜ߙ ൌ ௩௜ߙ ൌ 0	ሺ݅ ൌ 1,2,⋯ , ݊ሻ can be 

obtained, which implies that all agents’ states ݔ௜ and ݒ௜ ሺ݅ ൌ 1,2,⋯ , ݊ሻ approach their own 

reference trajectories.  

 

Lemma 3.1: Suppose that ݏ is bounded such that  

  

‖ݏ‖ ൑ ௠ݏ ൌ ඨ
2 ௠ܸ

ଵሻିܯ௠௔௫ሺߣ
 

 

(3.35)

and ߙ௫ሺ0ሻ is bounded, where ௠ܸ is a sufficiently large number, and ߣ௠௔௫ሺ∗ሻ is the maximum 

eigenvalue of a matrix. Then, ߙ௫ሺݐሻ and ߙ௩ሺݐሻ are bounded for all ݐ. 

Proof: Consider the following Lyapunov function 

  

ܸ ൌ
1
2
 ௫ߙ௫்ߙ

 

(3.36)

and rearrange Equation (3.19) in term of ߙ௩, then substituted to the time derivative of Equation 

(3.36) yield 

  

ሶܸ ൌ ௩ߙ௫்ߙ ൌ ݏ௫்ߙ െ Kଵߙ௫்ߙ௫ 

 

(3.37)

With Equation (3.35), Equation (3.37) can be expressed as 

  

ሶܸ ൑ ௠ݏ‖௫ߙ‖ െ Kଵ‖ߙ௫‖ଶ ൌ െ‖ߙ௫‖ሺKଵ‖ߙ௫‖ െ ௠ሻݏ ൑ 0 

 

(3.38)

 In Equation (3.38), ሶܸ ൑ 0, if  

 

 

 

‖௫ߙ‖ ൒
௠ݏ
Kଵ

 

 

(3.39)
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which implies that ߙ௫ converges to the region ‖ߙ௫‖ ൑ ௠ݏ Kଵ⁄  in finite time. Thus, ߙ௫ can be 

bounded by 

 

 
‖௫ߙ‖ ൑ ݔܽ݉ ൜ߙ଴ ,

௠ݏ
Kଵ
ൠ ൌ ௫௠௔௫ (3.40)ߙ

where ߙ଴ ൌ  .௩ will be boundedߙ ௫ሺ0ሻ‖. This also implies thatߙ‖

3.2. RESULTS AND DISCUSSIONS  

To study the effectiveness and performance of the proposed consensus control strategies, a 

comprehensive response is numerically simulated. The simulation is performed by applying the 

set of governing equations of motion, Equation (3.9) - (3.11), with the perturbation of slowly 

rotating and irregularly shaped body, Equation (3.12). The formation reference trajectory is in an 

elliptical orbit with perigee altitude of 3 km. Results are obtained by applying the proposed control 

law (3.21) with the following parameters, ݉௦ ൌ 1	݇݃, Ω ൌ 	݅ ൌ 0∘, ݁ ൌ 0, ߱ ൌ 4.2883 ൈ

10ିସ	ߤ ,ݏ/݀ܽݎ ൌ 9.4 ൈ 10ି଼ 	݇݉ଷ ⁄ଶݏ ଶ଴ܥ , ൌ െ7.275 ൈ 10ିଶ, and ܥଶଶ ൌ 2.984 ൈ 10ିଶ. There 

are 6 spacecraft in the consensus network, and the external disturbance acting on each agent is 

different. These disturbance forces are considered to be time variant [64], with units of Newton, 

and given by  

  

቎
ௗ௫ܨ
ௗ௬ܨ
ௗ௭ܨ

቏

௜

ൌ ௗ௦ܭ ቎
sinሺ݅ݐሻ
cosሺ݅ݐሻ
sinሺ݅ݐሻ

቏ 

 

(3.41)

where ܭௗ௦ is the weight of the disturbances, wherein 3ൈ 10ିଷ is used to obtain the following 

results. 

 For the proposed consensus algorithm the communication link is defined using graph 

theory and is characterised by the following network graph and adjacency matrix. The desired 

shape considered for formation-keeping is a circle with a radius of 0.5 km. Since the 6 agents are 

evenly distributing within a circle, 6 equilateral triangles are formed. The shape of the formation 

becomes a regular hexagon with the side length of 0.5 km, as shown in Figure 3.2. The same 

formation shape is applied in this thesis if not stated otherwise. 
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Figure 3.2: Formation Graph (x-y plane; z = 0) 
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 (3.42)

   

Relative position error, ࢞ݎ ௜௝, is the difference between the desired relative distance and the 

relative distance among two agents. For instance, in the above formation reconfiguration, the 

relative position error between agent 1 and agent 2 is the difference between 0.5 and the actual 

distance among the two. The following table is the desired relative distance among each agent 

corresponding to the formation described in Figure 3.2.  

Table 3.1: The desired relative distance 
Agent x (km) y (km) Agent x (km) y (km) 
1 to 2 0.25 0.433 3 to 4 0.25 0.433 
1 to 3 0.75 0.433 3 to 5 0 0.866 
1 to 4 1 0 3 to 6 0.5 0.866 
1 to 5 0.75 0.433 

   
1 to 6 0.25 0.433 

   4 to 5 0.25 0.433 
2 to 3 0.5 0 4 to 6 0.75 0.433 
2 to 4 0.75 0.433 

   
2 to 5 0.5 0.866 
2 to 6 0 0.866 5 to 6 0.5 0 
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The control gains used in all the simulations for the sliding manifold ܭଵ and control law ܭ 

are obtain by trial and error, and the values are 0.05 and 1ൈ 10ିହ, respectively. Since the control 

law developed in the subsequent chapter is based on the one constructed above, the values of the 

orbital elements, spacecraft properties, formation geometry, and consensus properties, as well as 

other system parameters as defined above, are shared in all chapters. Moreover, a specific scenario, 

in Chapter 5, is examined using the control law developed in Chapters 3 and 4. Therefore, in order 

to make a comparison, the same control gains are applied to both chapters. 

3.2.1. Initial State and Mission Scenarios 

The following two sets of initial state values were used in numerical simulation: 

Set 1: ݔଵሺ0ሻ ൌ ሺ5.25,6,0ሻ km, ݒଵሺ0ሻ ൌ ሺെ0.9,0.4,0.2ሻ km/s; ݔଶሺ0ሻ ൌ ሺ5.35,6,0ሻ km, 

ଶሺ0ሻݒ ൌ ሺ0.9, െ0.5,0.2ሻ km/s; ݔଷሺ0ሻ ൌ ሺ5.45,6,0ሻ km, ݒଷሺ0ሻ ൌ ሺെ0.9, െ0.6,0.2ሻ km/s; ݔସሺ0ሻ ൌ

ሺ5.55,6,0ሻ km, ݒସሺ0ሻ ൌ ሺ0.9, െ0.6,0.2ሻ km/s; ݔହሺ0ሻ ൌ ሺ5.65,6,0ሻ km, ݒହሺ0ሻ ൌ ሺ0.9, െ0.4,0.2ሻ 

km/s; ݔ଺ሺ0ሻ ൌ ሺ5.75,6,0ሻ km, ݒ଺ሺ0ሻ ൌ ሺെ0.9,0.5,0.2ሻ km/s. This initial states contain large 

position errors and velocity errors compared to the system desired state. Various cases were 

investigated and the effects of the position errors are not as significant as those of the velocity 

errors, therefore, the velocity errors are the major focus when deciding this state error. The position 

was set to be 0.1 units apart from each other so as to examine whether or not the agents would 

collide with one another. There are three characteristics in the velocity state error; the velocity 

error in the x-direction stays the same but alters between positive and negative; the velocity error 

in the y-direction alters between -0.6 to 0.7 km/s; and the velocity error in the z-direction remains 

constant for all agents. It is expected that with these initial state errors, the system responds more 

chaotically, and more control effort is required to bring the spacecraft back to the desired state than 

the next set of initial errors. It is also expected that the settling time will be longer if the control 

gains stay the same.  

Set 2: ݔଵሺ0ሻ ൌ ሺ0,3.2,0ሻ km, ݒଵሺ0ሻ ൌ ሺ0,െ8.5 ൈ 10ିସ, 0ሻ km/s; the position of the other 

agents is distributed 0.1 km apart from each other similar to set 1. However, the velocity for each 

agent remains the same. This is the nominal initial state error, and is used throughout this thesis 

when the main purpose is not examining how the proposed control law responds to system initial 

errors. The initial state errors in set 2 is less challenging when compared with set 1. The second 

purpose for having the initial position of the six spacecraft lined up closely to each other, i.e. start 
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flying as a straight line, is to model a situation when agents are being deployed from the agents’ 

carrier or space shuttle. Initially, the system external disturbance is not applied in order to obtain 

a baseline response from the developed control methodology.  

As mentioned in Chapter 2, in order to increase the realism of the simulation, some mission 

requirements are added, for example, actuator saturation, sensor faults, and varying system 

parameter, i.e. the mass of the agents. The maximum allowable thrust is 5mN; the mass of the 

spacecraft is 1 Kg; the settling time, in other words, the state errors have to converge to zero, or 

less than 10-3 km within one orbit. For system requirement, Sun sensor and Earth sensor will be 

used to obtain the state of the spacecraft. 

In the following section, there are different scenarios where the control law developed 

above is investigated. The system is first examined with the large initial errors, and the results for 

the nominal initial errors is shown in Chapter 3.2.4 as the preliminary for later cases. In Chapter 

3.2.3, the disturbances model explained in Chapter 2.1.5 is applied to those cases in Chapter 3.2.2. 

The nominal initial state error is used throughout Chapter 3.2.4 to discover the effect of the pure 

sensor faults. Various sensor defects is modeled, and disturbances is not included. Last, Chapter 

3.2.5 examines the robustness of the control law when the mass of the spacecraft changes during 

the mission flight.  

3.2.2. Effect of Large Initial State Errors 

In this chapters, numerical simulations are carried out to demonstrate the effectiveness of 

the developed control law. The nonlinear control parameters used are ܭଵ ൌ ܭ 0.05 ൌ 1 ൈ 10ିହ. 

Simulations are conducted to discover the significant effects of the actuator saturation with the 

influence of the set 1 state error. Three cases are shown in Figure 3.3 to Figure 3.5, where the 

maximum allowable forces from the thruster are infinite, 10 mN, and 5 mN, correspondingly.  
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Figure 3.3: System state snap shot at different time (without thruster saturation) 

 
Figure 3.4: System state snap shot at different time (with 10 mN thruster saturation) 
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Figure 3.5: System state snap shot at different time (with 5 mN thruster saturation) 
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within 1 orbit. When infinite amount of actuation force is available, this control law is able to 
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Figure 3.6: Relative position error (without thruster saturation) 

(a) agent 1 to 2; (b) agent 1 to 3; (c) agent 1 to 4 
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Figure 3.6 (Cont.): Relative position error (without thruster saturation) 

(d) agent 1 to 5; (e) agent 1 to 6; (f) agent 2 to 3 
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Figure 3.6 (Cont.): Relative position error (without thruster saturation) 

(g) agent 2 to 4; (h) agent 2 to 5; (i) agent 2 to 6 
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Figure 3.6 (Cont.): Relative position error (without thruster saturation) 

(j) agent 3 to 4; (k) agent 3 to 5; (l) agent 3 to 6 
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Figure 3.6 (Cont.): Relative position error (without thruster saturation) 

(m) agent 4 to 5; (n) agent 4 to 6; (o) agent 5 to 6 
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Figure 3.7: Tracking Errors (with 5 mN thruster saturation) 

As expected when there is less force supplied from the thruster, the settling time is longer. 

When there is only 5 mN of actuator force, the settling time is extended to 0.7 of an orbit, as shown 

by the tracking error in Figure 3.7. 

Though, for the first case, we said there is an infinite amount of thruster force provided, 

the maximum thrust that the system required is only 0.25 N which is the initial force required in 

the x-direction due to the state error, see Figure 3.8 (a). And it quickly converges to less than 5 mN 

in less than 1/10th of an orbit.  
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Figure 3.8: Control input (without thruster saturation) 

In Figure 3.9, 10 mN maximum allowable thrust is applied. The response of the system 

control input matches with the system map in Figure 3.4. Due to the 10 mN actuator saturation, 

agents need more time to reach their desired states, and clearly, a constant maximum thrust is 

required until 0.1 and 0.05 of an orbit for x and y directions, respectively. For the 5 mN saturation 

case, the constant maximum force is required until 0.6 and 0.4 of an orbit for x and y directions, 

respectively. 
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Figure 3.9: Control input (with 10 mN thruster saturation) 

Depending on the value of the thruster saturation, formation is formed and the desired state 

is reached for all three cases. When modelling practical mission scenarios, the system responds 

differently in the process of reaching its desired state and yet, the control law is capable of 

accomplishing the mission objective. 
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3.2.3. Effect of Initial State Errors with Disturbances 

The same situation defined in Chapter 3.2.2 is simulated again here, with the addition of 

the disturbance model introduced in Chapter 2.1.5. When there is more than 5 mN of maximum 

allowable thrust provided to the system, all 6 agents are controlled and the system state errors 

converge to a very small value which is close to zero. This is shown in the result of the tracking 

errors, Figure 3.10 and Figure 3.11.  

 
Figure 3.10: Tracking errors (without thruster saturation) 

The required control effort for both scenarios are disclosed in Figure 3.12 and Figure 3.13. 
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Figure 3.11: Tracking errors (with 10 mN thruster saturation) 

 
Figure 3.12: Control input (without thruster saturation) 
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Figure 3.13: Control input (with 10 mN thruster saturation) 

Without changing the control parameters, when there is an insufficient amount of control 

force supplied to the system, the system might take a longer time to settle, or worse, it will lose 

control. When the set 1 initial state error is examined with the 5 mN thruster saturation, the worst 

case scenario occurs. I.e. loss of system control. In Figure 3.14, the thrust required in the x-

direction for agents 1 to 4 stays at a maximum for most of the simulation time. The control law 

proposed is able to control y and z direction after the initial state error, see Figure 3.15. However, 

due to the coupled effects of the dynamic system in the x and y directions, when x diverges, y 

follows after the third orbit, Figure 3.16, while z remains controlled. 
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Figure 3.14: Control input (with 5 mN thruster saturation) 

 
Figure 3.15: Tracking errors (with 5 mN thruster saturation) 
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Figure 3.16: State of all agents (with 5 mN thruster saturation) 

With the introduction of the disturbance to the system, the control law proposed is able to 

control the system even with the set 1 initial state error. However, when there is only 5 mN thrust 

available to the system, with 60% of the maximum actuator force disturbance, the control law fell 

short in bringing all 6 agents back to the reference trajectory. These cases are further investigated 

in Chapter 4. 

3.2.4. Effect of Sensors Faults 

To investigate the response of the spacecraft experiencing sensor faults, some baseline 
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Figure 3.17: System state snap shot at different time (without thruster saturation) 

 

  
Figure 3.18: Two 3D views of system state (without thruster saturation) 
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Figure 3.19: State of all agents (without thruster saturation) 
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Figure 3.20: Tracking errors (without thruster saturation) 

 
Figure 3.21: Control input for all agents (without thruster saturation) 
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In Figure 3.17, it is clear that set 2 initial state error is applied, and the system reaches 

formation consensus in less than 0.27 of an orbit. Two 3D views in Figure 3.18 show that even 

when there are lines crossing in one graph, there are no collisions between agents. Each agent is 

moving in its own plane as defined in Figure 3.2. It is shown more clearly that due to the defined 

formation configuration, some lines are crossing and even overlapping one another. In Figure 3.19 

(a), the lines represent agents 2 and 6, and agents 3 and 5 are overlapping. In Figure 3.19 (b), the 

lines representing agents 1 and 4, agents 2 and 6, and agents 3 and 5 are overlapping, and all agents 

have the same z value as reflected in Figure 3.19 (c). With the proposed control law, for this specific 

case, the system is controlled, shown in Figure 3.20, and the control efforts are less than 5 mN, as 

seen in Figure 3.21. 

3.2.4.1. Sensor no signal 

Both types of previously mentioned sensor faults are examined here, and it is assumed that 

the sensors along all the x, y and z directions are defective. The first case being investigated is the 

sensor giving a zero value. This scenario is examined with only one agent experiencing the sensor 

downtime, three agents experiencing the sensor downtime, and all six agents experiencing the 

downtime for ten minutes. As previously mentioned, 1 reference orbit is approximately 0.5087 

hour, therefore, the duration of the downtime is roughly one third of an orbit. The sensors 

downtime is set to start at 400 seconds and end at 1000 seconds, which is 0.2184 and 0.5460 of an 

orbit, respectively. 

In Figure 3.20, tracking errors have converged to zero after one fifth of an orbit, which 

means the system is controlled. That is the reason that the downtime is introduced at 0.2184 of an 

orbit. Due to the consensus algorithm, both tracking error and relative error are monitored and 

controlled by the proposed control law. This means that the control topology is successful in 

controlling the formation and the trajectory at the same time. Figure 3.22 shows when agent 1’s 

sensor is giving a zero value from 0.2184 to 0.5460 of an orbit. The error goes from zero at 0.2184 

of an orbit and increases until 0.5460 of an orbit. When the sensor fault is corrected, then the 

system state returns to the desired state. 
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Figure 3.22: Tracking errors, agent 1’s sensor malfunction 

  
Figure 3.23: Tracking errors, agent 1, 2 and 3’s sensor malfunction 
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It is important to mention that, in both cases, Figure 3.22 and Figure 3.23, when agent 1’s 

sensors are giving a zero value, agent 2’s tracking errors have increased the most when compared 

with agents 3, 4, 5 and 6, with agent 6 being the least affected. When the sensor on agents 1, 2, 

and 3 are not working, agent 4 is being affected the most, 5 and 6 the least. This is governed by 

the communication link specified in Equation (3.42) in which, agents 1 and 2 have a directed link, 

but agents 1 and 6 have no direct communication. 

All 6 agents are experiencing the same sensor fault, and the errors are the same. However, 

the required system control input, seen in Figure 3.24, is different due to the position of the agents 

compared with the reference trajectory. Agents 1 and 6 certainly require increased thrust when 

experiencing this sensor fault. Figure 3.25 shows the control input with 5 mN saturation when all 

6 agents are experiencing sensor faults, while Figure 3.26 displays when the proposed control law 

is successful in tracking the desired trajectory. 

  
Figure 3.24: Control input, all six agents’ sensor malfunction 
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Figure 3.25: Control input, all six agents’ sensor malfunction (with 5 mN saturation) 

 
Figure 3.26: Tracking errors, all agents’ sensor malfunction (with 5 mN saturation) 
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In real missions, it is known that when faults occur in the sensors, they might not be 

repaired in the short duration. Here, a 10 minute duration is chosen in order to follow the mission 

requirements. If the limitation of recovering within 1 orbit does not exist, the duration of the 

downtime can be extended. Whether or not the proposed control law is capable of bringing the 

agents back to the desired trajectory after the downtime is not just dependent on the duration of 

the downtime. This is also a function of the available actuator force from the thruster, and the state 

of the spacecraft. However, this gives a good inspection window for this particular mission. If one, 

or more than one agent is off track for 10 minutes, a decision should be made to remove it from 

the system to avoid further performance deterioration of the other agents. This is because, as seen 

in the first scenario, Figure 3.22, when agent 1 is off track, in order to maintain the swarm 

formation, other agents will follow agent 1 to compensate for the relative error. If agent 1 has not 

recovered from the sensor fault, and if it has not been removed from the swarm, this small defect 

may lead to the mission failure.  

3.2.4.2. Sensor signal interference (sign reversed) 

The duration of the downtime the system can handle depends on the control system and 

the type of the faults. Continuing with the same control law proposed, using the same control 

parameters, and following the same mission restrictions, the sensor interference will only last for 

2 minutes, and it is applied to the system between 0.2184 and 0.2839 of an orbit. This section 

shows that detecting the sensor state signal in the wrong direction is a more serious problem than 

having no signal from the sensors. The first case shown is one agent with sensor fault; in the 

second, three agents experience the same fault with a thruster saturation; and last, all 6 agents’ 

sensors are giving signals with reversed signs. 

Figure 3.27 depicts a similar pattern. Where the sensor is experiencing no signal, other 

agents are affected when only one agent’s sensors malfunction. Figure 3.28 clearly shows the 

effects of consensus formation tracking; when every other agents’ sensor in the communication 

system is defective, all agents are affected. Agent 4 experiences the largest effect because the error 

is contributed both from its own sensors as well as the errors generated from agents 2 and 6. 



 
78 

  
Figure 3.27: State of all agents, sensor fault in agent 2  

  
Figure 3.28: State of all agents, sensor fault in agent 2, 4 and 6 
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When the maximum thrust available is set to be 5 mN, horizontal lines in Figure 3.29, it 

also limits the possible state error caused by the sensors fault. As seen in Figure 3.27, the maximum 

distance reaches almost 8,000 km away from the asteroid. Because of the assumption that no 

limitation is applied to the available thrust onboard in the spacecraft, numerically the controller is 

capable of bringing the spacecraft back to the reference trajectory. 

  
Figure 3.29: Control input, agent 2, 4 and 6’ sensor malfunction (with 5 mN saturation) 
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Figure 3.30: Control input, all six agents’ sensor malfunction (with 5 mN saturation) 
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Figure 3.31: Tracking errors, agent 2, 4, and 6’ sensor malfunction (with 5 mN saturation) 

 
Figure 3.32: Tracking errors, all agents’ sensor malfunction (with 5 mN saturation) 
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Through the examination of the results, it is evident that the chaotic level of the state is 

more controllable when thruster saturation is applied. As predicted, during the downtime, when 

the amount of thrust is limited, the distance the agents can travel is reduced. This can be verified 

by comparing Figure 3.27 and Figure 3.28. A sign reverts fault is harder to control than one caused 

when the sensor has no signal. When system downtime is extended for more than 2 minutes the 

system will be uncontrollable. However, if more thrust is available, this downtime duration will 

also increase. As mentioned previously, the duration of the downtime can be treated as the monitor 

time bracket. If the system is responding in a similar situation, a decision has to be made to avoid 

mission failure. 

3.2.5. Effect of Spacecraft Mass Variations 

The dynamic equations used to model agents orbiting around slowly rotating asteroids 

assume the mass of the spacecraft as unity. The following cases are simulated in order to investigate 

whether or not the proposed control law is capable of controlling the system when the mass of the 

spacecraft changes.  

 
Figure 3.33: Tracking errors, spacecraft mass = 10 kg 
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Figure 3.34: Tracking errors, spacecraft mass = 5 kg 

 
Figure 3.35: Tracking errors, spacecraft mass = 2 kg 
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A nano spacecraft is usually 1 kg to a maximum 10 kg. Most of the mass is carried at the 

beginning of the mission and could be propellant mass. During the mission, mass will decrease 

gradually because of the fuel consumption. It is very practical to model a scenario where mass 

varies during a mission. 

Without changes in the control parameters, Figure 3.33 to Figure 3.35 show the tracking 

errors of the system when the mass of the spacecraft is at 10 Kg, 5 Kg, and 2 Kg. Unfortunately, 

the control law is not able to reduce the system state error to zero or close to zero. This is because 

the system equation of motion used for developing the proposed control law has assumed the mass 

of the spacecraft is 1 Kg. 

3.3. CONCLUSIONS 

The contribution in this chapter is employing nonlinear SMC to a multi-agent system for a 

novel mission, orbiting around a slowly rotating asteroid. Furthermore, consensus control law is 

applied to investigate the decentralized formation flying system. The system dynamics are 

simulated with the proposed system requirements. The control law developed is capable of 

fulfilling these requirements with the consideration of a relatively large initial position and velocity 

state errors, and sensors faults. However, the results obtained from changing the spacecraft mass 

show that the proposed control law is not capable of reducing the tracking error to zero. In addition, 

the results obtained from simulating sensor faults have also suggested receiving a constant or a 

zero value from a sensor is less vital than having the signal in the reversed sign. A possible 

decision-making time interval for this scenario can be obtained if a similar fault happens during 

the mission. Finally, when 5 mN of thrust saturation is included in the simulation with the large 

initial state error, all 6 agents are not able to track the desired trajectory.  

In the next chapter, a robust control law will be developed as an add-on to the current 

control law. The unsuccessful scenarios in this chapter will be investigated again in the next 

chapter. 
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4. ROBUST CONTROL OF CONSENSUS SPACECRAFT 
FORMATION FLYING 

Robust control should guarantee closed-loop stability and acceptable performance not only 

for the nominal plant model but also for a family of plants. The family is defined to be just large 

enough to contain all of the possible expected dynamic plant behaviours. The sliding mode control 

developed in Chapter 3 is applied to the proposed robust control law to stabilize the nominal plant 

model, shown in Chapter 2.1.3. Whereas, a new technique is incorporated to deal with other 

possible expected dynamic plant behaviours. Therefore, the control law is robust against a bounded 

disturbance signals, noise interferences, unmodelled plant dynamics and plant parameter 

variations. Furthermore, a detailed proof of stability by the Lyapunov theorem for the closed-loop 

system is formulated. Moreover, the results of numerical simulations incorporating different fault 

scenarios are presented for a detailed assessment of the system performance under the proposed 

control strategies and validation of the established theoretical framework. Finally, some brief 

conclusions are presented. 

4.1. DESIGN OF CONTROL LAWS  

An uncontrolled spacecraft can deviate from its desired orbit due to external disturbances. 

Moreover, the initial state of the spacecraft will be different from its desired state which leads to 

an initial state error. In the sliding mode technique, these factors can increase the magnitude of the 

reaching phase from the control system’s perspective. If the magnitude of the reaching phase 

grows, the system may become unstable. 

The control law is designed based on a generalized framework that is provided in Chapter 

3.1.2. To simplify the control design procedure, Equations (2.37) to (2.39) are re-formulated in the 

following state-dependent parameterized form. 
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4.1.1. Sliding Manifold 

The sliding manifold is defined in Chapter 3.1.3, the compact form is rewritten as follows  

  

ݏ ൌ ௩ߙ ൅ Kଵߙ௫ 

 

(4.2)

where ߙ௩ and ߙ௫ is defined in Equation (2.65) and Equation (2.66), respectively, and ݏ ൌ

ሺݏଵ், ⋯,ଶ்ݏ ௡்ሻ்ݏ ∈ ܴଷ௡. 

 

Lemma 4.1: if the sliding manifold s=0 is reached, then the absolute state error ݁௫ asymptotically 

converges to zero. 

Proof: Consider the following Lyapunov function 

  

ܸ ൌ
1
2
 ௫ߙ௫்ߙ

(4.3)

If the trajectory of the system is converged to the sliding manifold described by ݏ ൌ 0, then 

we have 

  

௩ߙ ൌ െKଵߙ௫ 

 

(4.4)

The time derivative of the Lyapunov function ܸ defined by Equation (4.3) along with 

Equations (2.67) and (4.4) result in 
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 ሶܸ ൌ െKଵߙ௫
௫ (4.5)ߙ்

  

which implies that the lumped state error ߙ௫ asymptotically converges to zero. Relate this to 

Equation (2.65) and hence the absolute state error ݁௫ also converges to zero. 

4.1.2. Control Law Formulation 

The control law for the ݅th follower agent in the multi-agent system is now given by  

  

௜ݑ ൌ ݃௜ିଵሺെf௜ െ ߰௜ െ Kଶݏ௜ሻ, ݅ ൌ 1,2,⋯ , ݊ 

 

(4.6)

and the compact form can be expressed as follow  

   

ݑ  ൌ ݃ିଵሺെܨ െ ߰ െ Kଶݏሻ (4.7)

  

where ܭଶ is a positive constant, and the robust term ߰ ௜ ∈ ܴଷ, which is determined in the succeeding 

equations, is used to counteract the external disturbance. 

The robust controller ߰௜ ሺ݅ ൌ 1,2,⋯ , ݊ሻ [55] in the control law (4.6) is defined as 

  

߰௜௝ ≡ ௜ߢ tanhቆ
3݇௨ߢ௜ݏ௜௝

߳
ቇ,				݇௨ ൌ 0.2785,				݆ ൌ 1,2,3 

 

(4.8)

where ߢ௜ is a positive constant satisfying ߢ௜ ൒ ெ௜ߴ ൅  .ሷௗ‖ and ߳ is a positive scalarݔ‖

4.1.3. Stability Analysis 

In the following section, the stability proof shows that the control law defined by Equation 

(4.7) for the closed-loop system (2.49) guarantees semi-global uniform ultimate boundedness of 

the relative states of the space vehicles to any desired formation. 

 

Theorem 4.1: For the multiple spacecraft formation flying mathematical model in Equation (2.48) 

to (2.49), the sliding manifold is chosen as Equation (4.2), the control law is defined as Equation 

(4.7), and the bounds on the external disturbances on the system is assumed as given by Equation 
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(2.34) to (2.36). If initial conditions satisfies ܸሺ0ሻ ൑ ௠ܸ, where ௠ܸ is any positive constant, then s 

is semi-global uniformly ultimately bounded.  

Proof: Consider the following Lyapunov function, 

 

 
ܸ ൌ

1
2
 (4.9) ݏଵିܯ்ݏ

   

by taking the time derivative, we can have 

   

 ሶܸ ൌ ሶ (4.10)ݏଵିܯ்ݏ

   

Multiplying ିܯଵ to the time derivative of the sliding manifold from Equation (4.2), and 

substitute Equation (2.68) to replace ିܯଵߙሶ௩ yields 

  

ሶݏଵିܯ ൌ F ൅ ݃u ൅ ߴ െ ܺௗ ൅ Kଵିܯଵߙ௩ 

 

(4.11)

Substituting the control law (4.7) to Equation (4.11) yields 

  

ሶݏଵିܯ ൌ െ߰ െ Kଶݏ ൅ ߴ െ ܺௗ ൅ Kଵିܯଵߙ௩ 

 

(4.12)

where ܭଶ is a positive constant and ߰ ൌ ൫߰ଵ
், ߰ଶ

்,⋯߰௡
்൯

்
.  

The following inequality with respect to the robust controller ߰௜ ሺ݅ ൌ 1,2,⋯ , ݊ሻ can be 

obtained from [55], as shown below. 

  

௜ߴ௜்ሺݏ െ ሷௗሻݔ െ ௜்߰௜ݏ ൑෍หݏ௜௝หሺߴெ௜ ൅ ሷௗ‖ሻݔ‖
ଷ

௝ୀଵ

െ෍ݏ௜௝߰௜௝

ଷ

௝ୀଵ

൑ ߳ 

 

(4.13) 

By applying the above inequality we have 
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ߴሺ்ݏ െ ܺௗሻ െ ்߰ݏ ൑෍ሺݏ௜்ሺߴ௜ െ ሷௗሻݔ െ ௜்߰௜ሻݏ

௡

௜ୀଵ

൑ ݊߳ (4.14)

   

and by using the well-known inequality 

  

ቆ√ܿݏ െ
Kଵିܯଵߙ௩
2√ܿ

ቇ
்

ቆ√ܿݏ െ
Kଵିܯଵߙ௩
2√ܿ

ቇ ൒ 0 

 

(4.15)

Equation (4.16) can be obtained 

  

Kଵିܯ்ݏଵߙ௩ ൑ ݏ்ݏܿ ൅
Kଵ

ଶߪଶ

4ܿ
 

 

(4.16) 

where ܿ is a positive constant satisfying ܿ ൏ Kଶ. According to Lemma 3.1, if ܸ ൑ ௠ܸ, then ‖ݏ‖ is 

bounded; furthermore, ‖ିܯଵߙ௩‖ is bounded, therefore ߪ ൒   .‖௩ߙଵିܯ‖

Substituting Equation (4.12) to Equation (4.10) yields 

   

 ሶܸ ൌ ሶݏଵିܯ்ݏ ൌ െ்߰ݏ െ Kଶݏ்ݏ ൅ ߴሺ்ݏ െ ܺௗሻ ൅ Kଵିܯ்ݏଵߙ௩ (4.17)

   

By applying the inequalities of (4.14) and (4.16) to Equation (4.17), ሶܸ  can be expressed as follows 

   

 
ሶܸ ൑ െሺKଶ െ ܿሻݏ்ݏ ൅

Kଵ
ଶߪଶ

4ܿ
൅ ݊߳ 

 

(4.18)

where Kଵ and Kଶ are design parameters. Thus, ሶܸ ൑ 0 when ݏ is outside of the set 

   

 

ە
ۖ
۔

ۖ
ۓ

ݏ ∶ ‖ݏ‖ ൑ ඩ
Kଵ

ଶߪଶ
4ܿ ൅ ݊߳

Kଶ െ ܿ

ۙ
ۖ
ۘ

ۖ
ۗ

 (4.19)
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which Kଵ will be a small positive number and Kଶ will be a sufficiently large positive number. This 

set implies that ‖ݏ‖ decreases when ݏ is outside the compact set; therefore, it is concluded that ݏ 

is semi-global uniformly ultimately bounded. The boundedness of ݏ implies that ߙ௫ and ߙ௩are also 

bounded. 

4.2. RESULTS AND DISCUSSIONS 

To study the effectiveness and performance of the proposed consensus control strategies, a 

comprehensive response is simulated using the set of governing equations of motion, Equation 

(2.49), with the dynamic model of the perturbation of slowly rotating and irregularly shaped body, 

Equation (2.22). The formation reference trajectory is in an elliptical orbit with perigee altitude of 

3 km. Results are obtained by applying. In the following chapter, besides asteroid Castalia, three 

other asteroids is also examined. They are asteroid Gaspra, Ida and Vesta. The formation reference 

trajectory is in an elliptical orbit with perigee altitude of 3 km for asteroid Castalia, 25.5 km for 

Gaspra, 43.4 km for Ida, and 640 km for Vesta. Simulation results are obtained by applying the 

proposed control law (4.7) with the following parameters, ݉௦ ൌ 1݇݃, Ω ൌ 	݅ ൌ 0∘, ݁ ൌ 0, for all 

asteroids. The values for the geometric properties used for simulation for each asteroid are listed 

in Table 4.1: Asteroid Properties. The basic nonlinear control law developed in Chapter 3 has 

guaranteed the performance of the spacecraft orbiting around Castalia. The next benchmark is to 

examine the control law with different asteroids. Each asteroid is chosen because of the 

discrepancy in its rotation speed, geometry, mass or other parameters. For example, Ida has a 

similar body rotational speed but higher mass than Castalia, Gaspra has similar mas than Ida, but 

slower rotational speed, and Vesta has the most outstanding mass out of all. 

Table 4.1: Asteroid Properties  
Asteroid 2ߨ/߱	ሺ݄ݎݑ݋ሻ ߤ ሺ݇݉ଷ ⁄ଶݏ ሻ ܥଶ଴ ܥଶଶ 
Castalia 4.07 9.4 ൈ 10ି଼ െ7.275 ൈ 10ିଶ 2.984 ൈ 10ିଶ 
Gaspra 7 3.0674 ൈ 10ିସ െ7.29 ൈ 10ିଶ 3.01 ൈ 10ିଶ 
Ida 4.63 3.5 ൈ 10ିଷ െ9.02 ൈ 10ିଶ 4.08 ൈ 10ିଶ 
Vesta 5.3 14.2607 െ5.12 ൈ 10ିଶ 0.55 ൈ 10ିଶ 

 

There are 6 spacecraft in this consensus algorithm simulation, and the net disturbance force 

acting on each agent is different, as the model defined in Equation (3.41). The same consensus 

communion link, Equation (3.42), is applied, in order to make the comparison to the results from 
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Chapter 3. The control gains used in all the simulations for the sliding manifold ܭଵ and control 

law ܭ are by trial and error, and the values are 0.05 and 1ൈ 10ିହ, respectively. The robust control 

parameters are ߳ ൌ 0.01 and ߢ௜ ൌ 0.05. With the additional control effort from the robust control, 

it is expected that it will be able to handle more difficult situations, the settling time might be 

shorter. However, the system control input will be increase in order to compensate for the extra 

system integrity.  

4.2.1. Mission Scenarios 

In this chapter, the same consensus formation configuration is used as defined in Chapter 

3.2. Each agent is 0.5 km away from the center of the formation, and forms a regular hexagon as 

shown in Figure 3.2. The centre of the formation lies on the desired trajectory. The same sets of 

initial states are used in this chapter as defined in Chapter 3.2.1. Referencing to the previous results, 

it is expected that the velocity errors are more vital than the initial position errors. All 6 agents are 

started 0.1 unit apart from each other in a line along the x axis. As stated, the initial state error is 

specially picked and more focus is on the velocity errors. There are three features in the velocity 

state error, the velocity error in the x-direction stays the same but changes between positive and 

negative; the velocity error in the y-direction fluctuates between -0.6 to 0.7; and the velocity error 

in the z-direction remains constant for all agents.  

For the lesser error case (set 2), this initial state only applies to asteroid Castalia, there is 

different arrangement for asteroid Gaspra, Ida, and Vesta. Due to the change in geometry and 

asteroid, the response from the control law is expected to be different. The reference trajectory 

remains the same in an elliptical shape but with different radius. The orbital period for the desired 

trajectory is the same, see Chapter 4 for reference. However, the initial state error is set up 

differently in the advantage of the control law, to compensate for not changing the orbit period of 

the desired trajectory. The radius used for Gaspra, Ida and Vesta are 25.5 km, 43.4 km, and 640 

km, respectively.  

System control effort depends highly on the reference trajectory and the altitude of the 

spacecraft, since the reference trajectory is not tailored to each asteroid, therefore, the system 

control input is expected to be higher, 5 N is used. Since the control law has the background 

operating around asteroid Castalia, the simulation starts with disturbance included in the system. 

As mentioned in Chapter 2, in order to increase the realism of the numerical simulation, some 
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mission requirements are added to the simulation, for example, actuator saturation, system faults, 

and varying the mass of the agents. Sensors faults have been examined and the result is acceptable, 

thruster faults are examined in this chapter. 

In the following section, there are different scenarios where the control law developed in 

this chapter is examined. With the numerical simulation performed in Chapter 3, the basic cases 

were not shown. In Chapter 4.2.2, the spacecraft formation flying system is examined with the 

large initial state errors comprising the disturbances model explained in Chapter 2.1.5. The results 

for the nominal initial state errors are not shown in this section, but it is applied in Chapter 4.2.3 

where thruster faults are introduced. The multi-agent system is orbiting 4 different asteroids in 

Chapter 4.2.4, to study the performance of the propose control law when multiple actuators’ fault 

is applied to the spacecraft. Last, Chapter 4.2.5 shows the robustness of the control law when the 

spacecraft mass changes with time. 

4.2.2. Effect of Large Initial State Errors with Disturbances 

Previously, the proposed control law in Chapter 3 was able to control all 6 agent when both 

large initial state errors and disturbances were applied to the system. However, when the 5 mN 

thruster saturation condition applied, the control law failed to accomplish the mission. Following 

the predefined mission and system requirements, these scenarios are to be examined again with 

the supplement of the robust control. The results are shown below, improvements are noticeable, 

however, the most difficult case still remains not satisfied. 

When comparing the performance with the same case, especially, when it is a multiple 

agent swarm system, it is very difficult to compare the spacecraft tracking errors and formation 

error by each individual agents. There are two metrics, numerically combing the performance of 

all agents in the consensus system helped to simplify the analysis. 

The total error of the consensus network is expressed as the summation of the tracking 

errors for each individual agent as an absolute error metric (AEM). It can be calculated by 

  

AEM ൌ ඩ෍‖݁௫௜‖ଶ
௡

௜ୀଵ

 

 

(4.20)
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This metric shows the total error of the system, not each individual spacecraft. The value of the 

error is accumulated base on the number of agents within the consensus formation.  

Decentralized formation flying is unique because the formation of the spacecraft becomes 

a control parameter. The relative error plays an important role when distributing the control effort. 

Therefore, the relative error metric (REM) is a good indication for how well the relative error 

between each spacecraft is maintained.  

  

REM ൌ ඩ෍ ෍ ฮݎ௫௜௝ฮ
ଶ

௡

௝ୀ௜ାଵ

௡ିଵ

௜ୀଵ

 

 

(4.21)

The control law was trying to compromise between following the trajectory and getting the agents 

into the specified formation. The increase and decrease in REM indicates that the system is 

constantly maneuvering in formation while being offset from the reference trajectory, and out of 

formation when it is trying to reduce the tracking errors. However, the system converges at the end 

and both the AEM and REM reduce to zero or close to zero. 

In the following results, both the SMC developed in Chapter 3 and the new Robust SMC 

developed in the current Chapter, are shown to compare the tracking and formation errors. Figure 

4.1 and Figure 4.2 are the results of AEM and REM, respectively, for the large initial state error 

with no thruster saturation applied but included a 3 mN time variant disturbance force. Clearly 

seen in both the AEM and REM situation, the robust SMC control law developed in this chapter 

has better performance than the former SMC control law. In both case, the AEM and REM, the 

robust SMC is below the SMC, this means less errors in the system. The AEM reaches a maximum 

value of 20 km, and REM reach a maximum value of 26 km. This value is the sum of the error of 

the total number of agents. In this study, there are 6 agents in the consensus formation system. 

When dividing these maximum values by 6, the average of the max tracking error is approximately 

3 km, and the average of the maximum 
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Figure 4.1: AEM (without thruster saturation) 

  
Figure 4.2: REM (without thruster saturation) 
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formation error is approximately 4.5 km. The tracking error is caused by the initial position, and 

the formation error is mainly due to the initial velocity. Similar pattern as the result in Chapter 3, 

both state errors are dramatically decreased. 

Also, a similar response is discovered for the 10 mN thrusters saturation scenario. The 

errors for the robust SMC have a similar decaying pattern as SMC in both AEM, Figure 4.3, and 

REM, Figure 4.4. Likewise, as explained in Chapter 3, due to the limitation of the thrusters, state 

errors propagate a lot larger reflecting the impact of the disturbance from the system.  

 
Figure 4.3: AEM (with 10 mN thruster saturation) 

Between 0.3 to 0.4 of an orbit in Figure 4.3 and Figure 4.4, the errors in the robust SMC 
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Figure 4.4: REM (with 10 mN thruster saturation) 

Figure 4.5 is the control effort required to control the agents in the same scenario with large 

initial state errors and disturbance while the maximum thrust provide to each agent is 10 mN. 
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Figure 4.5: Control input (with 10 mN thruster saturation) 
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Figure 4.6: AEM (with 5 mN thruster saturation) 

 
Figure 4.7: REM (with 5 mN thruster saturation) 
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In a mission, it is impossible to eliminate initial state error. However, it is not difficult to 

avoid large initial state errors, if the mission is properly arranged. Especially for the proposed 

mission, agents are launched from a satellite carrier. The satellite carrier can be placed in a closer 

distance toward the mission reference trajectory, more importantly; the initial velocity can be 

avoided which was the main reason that caused the control law to fail in controlling the system. 

On the other hand, the disturbance model used is very unpleasant to the system when the thruster 

saturates at 5 mN. Although, the proposed scenario is very difficult to control, a modification of 

the SMC might help in solving the current situation. Terminal sliding mode control is used in the 

next chapter to examine the same scenario. The developed control law is more than enough to 

handle this tough situation if 10 mN force is given from the thruster. 

4.2.3. Effect of Thruster Faults 

Saturation is not applied purposely, except for the last set of results, in this section in order 

to see the full instant response of the control law. Thruster saturation is shown in the scenario when 

all various thruster faults are applied at the same time in the next section. This simulation is to 

model when the thrusters in all 3 directions are constantly providing 5 mN of thrust for 5 minutes. 

As a reminder, 1 reference orbit is approximately 0.5087 hour, therefore, the duration of the 

downtime is roughly sixteen percent of an orbit. Actuator down time occurs from 400 to 700 

seconds, which is 0.2184 to 0.3822 of an orbit. Disturbance is not applied and mild initial state 

errors are used. With the experience from Chapter 3.2.4, the response has been seen if faults is 

applied to 3 linked agents, and that is used as a baseline to verify if this reaction is applied to 

actuator faults. The first case being investigated is only 1 agent, agent 6, experiencing thruster 

downtime, which is expected that agent 5 will be affected the most and agent 1 will be the least. 

The next scenario examines three agents, agents 4, 5, and 6, experiencing the proposed thrusters 

fault. Last all six agents experiences the downtime for five minutes. 

Reference to Figure 3.22, Figure 4.8 has an identical profile but in a reversed order since 

this time agent 6 is the source of infection compared with agent 1 being the defected part of the 

system in Figure 3.22. The actuators error in agent 6 has caused a relatively higher state error in 

agent 5 than agent 4; agent 4 than agent 3; agent 3 than agent 2; and agent 1 is the least affected 

because it is the furthest node in the consensus communication network. 
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Figure 4.8: Tracking errors, agent 6’s thruster malfunction 
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Figure 4.9: Tracking errors, agent 4, 5, and 6’s thruster malfunction 

 
Figure 4.10: Tracking errors, all 6 agents’ thruster malfunction 
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When applying the proposed mission restrictions as presented in Chapter 2 to the last 

scenario, wherein, agents 1, 3, 5 and 2, 4, 6 fire a constant 5 mN and -5 mN thrust for 5 consecutive 

minutes, respectively, the robust SMC fails to bring the swarm back to the desired state within 1 

orbit, but it is capable of complete the mission in less than 4 orbits, Figure 4.11. 

 
Figure 4.11: Tracking errors, all 6 agents’ thruster malfunction (with 5 mN thruster saturation) 
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Figure 4.12: Control input, all six agents’ thrusters malfunction (with 5 mN saturation) 
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the reference trajectory is adjusted corresponding to the dimension of the asteroid, where more 

details will be given below.  

The minimum system control input required for orbiting around asteroid Castalia, Gaspra, 

and Ida, are similar, and it shows that a nano scale spacecraft is sufficient for exploring these 

asteroids. In simulation, a maximum of 5 mN thrust per spacecraft is applied for controlling the 

consensus system. For Asteroid Vesta, due to the geometric properties of this astronomic body, the 

minimum thrust required to control the spacecraft is 20 mN, and for this specific mission, it is 

assumed that the thruster is saturated at 50 mN. In summary, the minimum control input required 

is different for each asteroid, but the maximum thrust provided for each asteroid is the same, except 

for Vesta. The robust control parameters for each asteroid are different. ߢ௜ ൌ 0.050 for asteroid 

Castalia; ߢ௜ ൌ 0.025 for asteroid Gaspra; ߢ௜ ൌ 0.035 for asteroid Ida; ߢ௜ ൌ 0.030 for asteroid 

Vesta. In the following cases, there are 3 different types of actuator faults which are introduced to 

all 6 agents at the same time. Thrusters are not providing any propulsion for agents 1, 5, and 6 

during the downtime, thrusters on agents 2 and 4 provided thrust in the opposite direction, and 

agent 3 supplies with 2 mN of actuator force in all 3 axial directions. System downtime is the same 

as the one used previously, it occurs from 400 to 700 seconds, which is 0.2184 to 0.3822 of an 

orbit. 

4.2.4.1. 4769 Castalia 

Comparing with the results in Chapter 4.2.3, the following results are obtained with the 

same system dynamics as that aforementioned, however, it is going through a combination of 

thruster faults. This includes spacecraft being propelled in an opposite direction as to what the 

control law specifies, thruster not firing, and the actuator providing thrust at a constant value 

continuously. These situations are reflected in Figure 4.13 at 0.2184 to 0.3822 of an orbit. 

Afterwards, thrusters reach their saturation point in order to control all 6 agents and bring them 

back to the desired state at around the 3.75th orbit; the control required after 3.75 of an orbit is the 

minimum required thrust, see Figure 2.7. This phenomena shows that the system is stable and it 

agrees with the results shown in Figure 4.14. 
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Figure 4.13: Control input, all agents’ thruster malfunction 

  
Figure 4.14: State of all agents’, thruster malfunction 
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In Figure 4.15, the state error in the x-direction is higher than the y and z directions. As far 

as the author’s knowledge, this has no identifiable reason since different conclusions are drawn for 

different asteroids. However, this can be caused by the duration of the downtime and the time 

where the faults occur. 

  
Figure 4.15: Tracking errors, all agents’ thruster malfunction 
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Figure 4.16 Reference trajectory 

Even though it is said that the reference trajectory is going to be the same for all asteroids, 

the altitude of the reference trajectory is changed according to the dimension of the asteroid, and 

it is shown in Figure 4.16. Corresponding to the changes in the reference trajectory and the 

properties of the asteroid, the minimum input force is different than that of asteroid Castalia.  

 
Figure 4.17 Minimum control input required (without disturbance) 
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affected. At 2.8th orbit, all 6 agents are far from the reference trajectory and try to recover both the 

tracking and 

 
Figure 4.18: System state snap shot at different time 

relative position errors. After 3.4 of an orbit, the formation is restored and it is back on track of the 

reference trajectory until the end of the mission. 
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Figure 4.19: State of all agents’, thruster malfunction 

 
Figure 4.20: Tracking errors, all agents’ thruster malfunction 
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Figure 4.21: Control input, all agents’ thruster malfunction 

From Figure 4.21, it is shown that after the downtime, the thruster has reached its saturation 

state in order to control the system. It is clear that the system has reached its minimum input 

requirement at about 3.5 of an orbit. This indicates that the system is stable and controlled. 

4.2.4.3. 243 Ida 

Asteroid Ida is a larger asteroid compared with 951 Gaspra. The mass of this asteroid is 

about 10 times heavier than that of asteroid Gaspra and its radius is almost double. However, it has 

a similar body spin rate with 4769 Castalia. Due to its geometric properties, it is expected that 

more control effort is required. 

Since the spacecraft is flying at a different altitude, the elliptical reference trajectory for 

asteroid Ida is shown in Figure 4.22. The required input force for asteroid Castalia is 10ିହ N, and 
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Figure 4.22 Reference trajectory 

 
Figure 4.23 Minimum control input required (without disturbance) 

In Figure 4.24, the formation of the swarm system is affected at 0.23 of an orbit. The 

downtime starts from 0.2184 of an orbit and ends at 0.3822 of an orbit. After this downtime, the 

spacecraft are not able to reinstate back to the reference trajectory until 3.05 of an orbit. As seen, 

even though the tracking error has been reduced, the formation does not form as defined at 3.88 of 
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Figure 4.24: System state snap shot at different time 

 
Figure 4.25: State of all agents’, thruster malfunction 
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Comparing Figure 4.25 and Figure 4.26 with the results calculated for asteroid Gaspra, 

there are significantly more state errors in the z-direction. This continues to support that there are 

no obvious reasons for why a specific tracking error is more dominating in a single direction. 

 
Figure 4.26: Tracking errors, all agents’ thruster malfunction 
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Figure 4.27: Control input, all agents’ thruster malfunction 

These results indicate that the control law is able to guide the system to accomplish the 

mission even when 5 minute multiple actuator faults are put into operation. 
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Figure 4.28 Reference trajectory 

 
Figure 4.29 Minimum control input required (without disturbance) 
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Figure 4.30: System state snap shot at different time 

 
Figure 4.31: State of all agents’, thruster malfunction 
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Figure 4.32: Tracking errors, all agents’ thruster malfunction 

 
Figure 4.33: Control input, all agents’ thruster malfunction 
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It is studied in Chapter 4.2.3 and it is verified in Figure 4.33, that with excessive amount 

of thrust, the system is controlled. However, during the downtime, depending on the type of 

actuator fault that is examined, it might bring a large amount of state error, which requires even 

more thrust in maintaining the agents in the right configuration and correct position. 

4.2.5. Effect of Spacecraft Mass Variations 

Pursuing the discussion from Chapter 3.2.5, the similar phenomena is examined again. In 

a mission, the mass of the spacecraft is a very important parameter. Often the mass of the spacecraft 

might change when the control law is designed. Moreover, the mass of the spacecraft decreases 

during the mission when propellant is used. Therefore, it is a good control law if the control 

parameter chosen is stiff enough to allow the control system to work within a certain interval of 

spacecraft mass. Previously, a 2, 5, and 10 kg spacecraft mass were examined. In this Chapter, a 2 

and 10 kg spacecraft is examined again, since 10 kg was not very successful in the previous control 

law. The last scenario that is added is where the mass of the spacecraft varies during the mission. 

The mass of the spacecraft reduces from 10 kg to 1 kg in half of the period of a reference orbit. 

The mass of the spacecraft decreases at a constant speed within a specific time. It is a good model 

simulating that the propellant is burned from the beginning of the mission and is done within half 

of the reference orbit. 

The first scenario, when the mass is close to 1 kg the robust SMC control law has a very 

similar effect as the SMC. The state error, Figure 4.34, has a very similar profile as Figure 3.35. 

The control input for the robust SMC is shown in Figure 4.35, which is comparable with the 

minimum system control input required, Figure 2.7. 

Figure 4.36 and Figure 4.37 are the absolute error metric and the relative error metric of 

the system when the mass of the spacecraft is set to be 10 kg. The relative error converged to zero, 

which means that consensus formation has been achieved. However, the total tracking error for all 

6 agents is approximately 0.3 km. In average, each agent is about 0.05 km away from the desired 

trajectory. The control effort for this scenario is very similar to the one given for 2 kg. When the 

mass of the spacecraft decreases from 10 kg to 1 kg, the error of the system reduces to zero. It is 

shown in the AEM and REM, Figure 4.38 and Figure 4.39, respectively. 
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Figure 4.34: Tracking errors, spacecraft mass = 2 kg 

 
Figure 4.35: Control input, spacecraft mass = 2 kg 
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Figure 4.36: AEM, spacecraft mass = 10 kg 

 
Figure 4.37: REM, spacecraft mass = 10 kg 
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Figure 4.38: AEM, spacecraft mass reduce from 10 kg to 1 kg 

 
Figure 4.39: REM, spacecraft mass reduce from 10 kg to 1 kg 
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The dynamic system and parameters used in this simulation are the same as the ones 

proposed in Chapter 3. The reference trajectory, as well as the control gains are all the same in 

order to make a reasonable comparison. With the use of the robust SMC, there is an improvement 

in the system error. The last scenario is the best model for a nano spacecraft, where it starts with a 

maximum takeoff weight, during the mission, mass decreases gradually to the payload mass. With 

the chosen control parameters, the robust SMC is able to control all 6 spacecraft where the mass 

is different from the mass that is given in the system model. 

4.3. CONCLUSIONS 

In this chapter the robust control law is used in the consensus formation flying system. The 

numerical simulations show that the performance is improved when downtime is introduced to the 

system. The sliding mode control developed in Chapter 3 was capable of stabilising the system 

with the proposed downtime. However, the system reaches its desired state faster for both before 

and after the downtime with robust control. This reduces the large AEM and REM of the mission 

but increase the control input. It is a well known paradox in the control literature that in order to 

achieve robustness, some part of performance has to be compromised. Various asteroids are 

examined in this chapter. The proposed control law works for the mission exploring asteroid 

Gaspra, Ida, and Vesta. These asteroids are chosen in a way that each one of them has a special 

geometry or dynamic challenge. Lastly, the proposed control law works for a specific range of 

spacecraft masses, and it is examined with the case where the mass of the spacecraft varies during 

the mission. 

In the next chapter a terminal sliding mode control (TSMC) is applied and shows 

considerable improvement of the SMC and robust SMC. Furthermore, an adaptive control 

topology, the Chebyshev neural network (CNN), is developed to model uncertain mission 

dynamics as is best suitable for this highly unstable asteroid mission. Robust control is also applied 

to make the controller more robust for the existences of estimation error.  



 
123 

5. NEURAL NETWORK ADAPTIVE CONTROL OF 
CONSENSUS SPACECRAFT FORMATION FLYING 

Neural network approximation together with adaptive control techniques have been 

proposed by a number of investigators for controlling nonlinear plants with unknown dynamics. 

Chebyshev polynomial is applied in order to learn the unknown dynamics. Chebyshev neural 

networks (CNN) use this polynomial to approximate the unknown nonlinear system states and 

feedback the estimated value to the controller. In this chapter, the orbital dynamics of an asteroid 

is unknown. Chebyshev neural networks are applied to approximate these unknown dynamics. For 

the proposed control law, the neural network is combined with robust control and adaptive control. 

The control technique applied in this control law is Terminal Sliding Mode Control (TSMC) and 

the weights of the neural network are adjusted on-line. Furthermore, this nonlinear control 

algorithm is formulated with a detailed proof of stability for the closed-loop system by the 

Lyapunov theorem. Moreover, the results of numerical simulations incorporating different fault 

scenarios are presented for a detailed assessment of the system performance under the proposed 

control strategies and validation of the established theoretical framework. Finally, some brief 

conclusions are provided.  

5.1. DESIGN OF CONTROL LAWS 

Literature review shows that most existing consensus controls for multi-agent systems have 

assumed that the dynamic states of each agent are known. In this chapter the control law is 

constructed in a way that the dynamics of the system are omitted, in order to model the uncertain 

dynamic scenario. Neural networks systems have been applied to various applications that can be 

used to approximate any smooth functions. The preceding control law with the enhancement from 

the Chebyshev neural networks is then developed to bring out the uncertain dynamics and the 

bounded external disturbances. Due to the complexity of the new control law a terminal sliding 

mode control is applied to achieve a faster convergence and higher precision control.  
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5.1.1. Terminal Sliding Mode Control 

The sliding manifold for this controller is as follows 

   

ݏ  ൌ ௩ߙ ൅ Kଵߙ௫ ൅ Kଶ(5.1) ߚ

   

where ݏ ∈ Թଷ௡,	ܭଵ ∈ Թଷ௡ൈଷ௡,	ܭଶ ∈ Թଷ௡ൈଷ௡, and ߚ ∈ Թଷ௡. It can be expanded into the following 

form 

  

௜ݏ ൌ ௩௜ߙ ൅ Kଵ௜ߙ௫௜ ൅ Kଶ௜ߚ௜ሺߙ௫௜ሻ 

 

(5.2)

where α௫௜ and α௩௜ are the lumped errors defined in Equation (2.65) and (2.66), Kଵ௜ and Kଶ௜ are 

positive scalar number, and ߚ௜ሺߙ௫௜ሻ ൌ ቀߚ௜ଵ൫ߙ௫௜,ଵ൯,⋯ , ௫௜,ଷ൯ቁߙ௜௠൫ߚ
்
∈ Թଷ is expressed as 

  

௫௜,௝൯ߙ௜௝൫ߚ

ൌ ቐ
௫௜,௝௣/௤ߙ

൬2 െ
݌
ݍ
൰ ߤ

௣
௤ൗ ିଵߙ௫௜,௝ ൅ ൬

݌
ݍ
െ 1൰ ߤ

௣
௤ൗ ିଶ݊݃ݏ൫ߙ௫௜,௝൯ߙ௫௜,௝ଶ

 

 

(5.3)

The first condition applies when ̅ݏ ൌ ௩௜,௝ߙ ൅ Kଵ௜ߙ௫௜,௝ ൅ Kଶ௜ߙ௫௜,௝௣/௤ ൌ 0 or หߙ௫௜,௝ห ൐ ݆ where ,ߤ ൌ

1,⋯ ,3 and ߤ is a small positive constant, otherwise, second condition is applied. ݊݃ݏሺ∗ሻ is the 

mathematical sign function, where ݌ and ݍ are two positive odd number and ݌ ൏  .ݍ

 

Lemma 5.1 [55]: if the sliding manifold ݏ ൌ ݏ̅ ൌ 0 is reached, then the absolute state error ݁௫ 

converges to zero in finite time. ሶܸ  is strictly negative which implies that  the lumped state error ߙ௫ 

converges to zero in finite time.  

5.1.2. Control Law Formulation 

An unknown function ௜݂ሺݔ௜, ݅ ௜ሻ, whereݒ ൌ 1,2,⋯ , ݊, is developed using CNN 

approximation to estimate the system dynamic function ܨ. 
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 ௜݂ሺݔ௜, ௜ሻݒ ൌ ෡ܹ௜ݐ௜ሺݔ௜, ௜ሻݒ ൅ Ε௜ (5.4) 

   

where ෡ܹ௜ is the optimal matrix, and ෡ܹ௜ ∈ ܴଷൈேభ with ଵܰ ൌ 9 ଶܰ ൅ 1 and ଶܰ is the order of the 

Chebyshev polynomial. ݐ௜ሺݔ௜, ௜ሻݒ ∈ ܴேభ is a set of Chebyshev polynomial basis function and ܧ௜ ∈

ܴ௠ is the estimated error for the neural network. The structure of the CNN is shown in Figure 5.1. 

 
Figure 5.1 CNN structure 

௜ሺݐ ௜ܺሻ is a set of orthogonal polynomials defined as the solution to the Chebyshev differential 

equation:  

  

௜ሺݐ ௜ܺሻ ൌ ቀ1, ଵܶ൫X௜,ଵ൯,⋯ , ேܶమ൫X௜,ଵ൯,⋯ , ଵܶ൫X௜,ଶ௠൯,⋯ , ேܶమ൫X௜,ଶ௠൯ቁ
்
 

 

(5.5)

These solutions ௜ܶ൫X௜,௝൯ ݅ ൌ 1,2,⋯ ଶܰ and jൌ 1,2,⋯3݉ are obtained by the two-term recursive 

formula 

  

 ௜ܶାଵ൫X௜,௝൯ ൌ 2 ௜ܺ,௝ ௜ܶ൫X௜,௝൯ െ ௜ܶିଵ൫X௜,௝൯ (5.6)
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and here is the example of the first few Chebyshev polynomials 

  

 ଴ܶሺܽሻ ൌ 1 

ଵܶሺܽሻ ൌ ܽ 

ଶܶሺܽሻ ൌ 2ܽଶ െ 1 

ଷܶሺܽሻ ൌ 4ܽଷ െ 3ܽ 

(5.7)

  

In order to complete the stability analysis for this closed-loop system, the following 

assumptions are specified 

Assumption 1:  The optimal weight matrix ෡ܹ௜ is considered to be in a known bounded set Ωௐ೔
 

where ௠ܹ௜௡ and ௠ܹ௔௫ are the known constants, respectively. [55] 

Assumption 2:  The CNN estimated error Ε௜ is considered to be in a known bounded set Γ that is 

defined by where ܧ௠௜௡ and ܧ௠௔௫ are the known constants, respectively. [55] 

In order to guarantee that the estimated CNN weight matrices remain within some known 

bounded sets, the smooth projection algorithm from [55] is used for the CNN weight update. Let 

the estimated weight matrix for ෡ܹ௜ be ௜ܹ, and define a smooth projection of ௜ܹ as 

  

௜ሺߨ ௜ܹሻ ൌ గܹ௜ ൌ ௜,௝௞൫ߨ ௜ܹ,௝௞൯ 

 

(5.8) 

where ݆ ൌ 1,2,3 and ݇	 ൌ 	1,2,⋯ ଵܰ, and the projection operator ߨ௜,௝௞ ∶ ܴ → ܴ is a real-valued 

smooth nondecreasing function defined by [55] 

  

௜,௝௞൫ߨ ௜ܹ௝,௞൯ ൌ ௜ܹ,௝௞, ∀ ௜ܹ,௝௞ ∈ ሾ ௜ܹ	௠௜௡, ௜ܹ	௠௔௫ሿ 

௜,௝௞൫W௜,௝௞൯ߨ ∈ ሾ ௜ܹ	௠௜௡ െ ε߱௜, ௜ܹ	௠௔௫ ൅ ε߱௜ሿ, ∀ ௜ܹ,௝௞ ∈ Թ 

 

(5.9) 

where ε߱௜ is a small positive constant selected by the controller designer. 

The control law for the ݅th follower agent in the multi-agent system is now given by 

   

௜ݑ  ൌ ݃௜ିଵ൫െߨ௜ሺ ௜ܹሻݐ௜ െ ߰௜ െ Kଵ௜ݏ௜ െ Kଶ௜ݏ௜థ൯, ݅ ൌ 1,2,⋯ , ݊ (5.10)
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where the robust term ߰௜ ∈ ܴ௠, is used to counteract the external disturbance and CNN 

approximation error. The same robust controller is used in Equation (4.8). ܭଵ௜ and ܭଶ௜ are positive 

definite, diagonal, and constant matrices, respectively; and ݏ௜థ ൌ ൫ݏ௜ଵథ, ⋯,௜ଶథݏ , ௜௠థ൯ݏ
்
. And the 

compact from is 

   

ݑ  ൌ ݃ିଵ൫െߨሺܹሻݐ െ ߰ െ Kଵݏ െ Kଶݏథ൯ (5.11)

   

5.1.3. Stability Analysis 

In the following section, the stability analysis shows that the control law defined by 

Equation (5.11) for the predefined closed-loop system guarantees semi-global uniformly 

ultimately boundedness of the relative states of the space vehicles to any desired formation. 

 

Theorem 5.1 [55]: For the multiple spacecraft formation flying mathematical model in Equation 

(2.48) to (2.49), the sliding manifold is chosen as Equation (5.2) or (5.1), the control law is defined 

as Equation (5.7), the projection algorithm is given by Equation (5.8) and (5.9) and the adaptive 

laws are provided by Equation (5.11) and the bounds on the external disturbances on the system 

is assumed as given by Equation (2.34) to (2.36). For a sufficiently large positive constant ݏ௠௔௫, 

if the initial conditions satisfy 

   

 
ሺ0ሻݏሺ0ሻ்ݏ ൑

௠௔௫ݏ2

ଶሻܯ௠௔௫ሺߣ
 (5.12)

   

 .is semi-global uniformly ultimately bounded ݏ ௫ሺ0ሻ is bounded, thenߙ

Proof: Consider the following Lyapunov function as stated in [55] 

  

ܸ ൌ
1
2
ݏଵିܯ்ݏ ൅෍ ௐܸ௜

௡

௜ୀଵ

 

 

(5.13)

The time derivative of this Lyapunov function is shown below  
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ሶܸ ൌ ሶݏଵିܯ்ݏ ൅෍ ሶܸௐ௜

௡

௜ୀଵ

 (5.14)

   

which contains two independent terms.  

To begin the proof, consider the first term in Equation (5.14). Where the time derivative of 

the sliding manifold from Equation (5.1) is shown below 

  

ሶݏ ൌ ሶ௩ߙ ൅ Kଵߙሶ௫ ൅ Kଶߚሶ ൌ ሶ௩ߙ ൅ Kଵߙ௩ ൅ Kଶߚሶ  

 

(5.15)

By multiplying ିܯଵ to both side of Equation (5.15), we have 

   

ሶݏଵିܯ  ൌ ሶ௩ߙଵିܯ ൅ ௩ߙଵKଵିܯ ൅ ሶߚଵKଶିܯ  (5.16)

   

Then by substituting the first term on the right-hand side of Equation (5.16) with the corresponding 

parameters from Equation (2.68), the term ିܯଵݏሶ can be expressed as follows 

   

ሶݏଵିܯ  ൌ F ൅ ݃u ൅ ߴ െ ܺௗ ൅ିܯଵ൫Kଵߙ௩ ൅ Kଶߚሶ൯ (5.17)

   

The control law stated in Equation (5.11) is substituted into Equation (5.17) to obtain 

  

ሶݏଵିܯ ൌ ൫ߨ	 ෩ܹ ൯ݐ െ ߰ െ ݏଵܭ െ థݏଶܭ ൅ ߴ ൅ ܧ െ ܺௗ ൅ ζ 

  

(5.18)

where ߞ ൌ ௩ߙଵ൫Kଵିܯ ൅ Kଶߚሶ൯, and ෡ܹ ൌ ݀݅ܽ݃൛ ෡ܹଵ, ෡ܹଶ,⋯ ෡ܹ௡ൟ, ߨ൫ ෩ܹ ൯ ൌ ෡ܹ െ ሺܹሻߨ ,ሺܹሻߨ ൌ

݀݅ܽ݃ሼߨሺ ଵܹሻ, ሺߨ ଶܹሻ,⋯ߨሺ ௡ܹሻሽ, ݐ ൌ ሺݐଵ், ⋯,ଶ்ݐ ଵܭ ,௡்ሻ்ݐ ൌ ݀݅ܽ݃ሼܭଵଵ, ⋯,ଵଶܭ , ଶܭ ,ଵ௡ሽܭ ൌ

݀݅ܽ݃ሼܭଶଵ, ⋯,ଶଶܭ , ߰ ,ଶ௡ሽܭ ൌ ൫߰ଵ
், ߰ଶ

்,⋯߰௡
்൯

்
, and ܧ ൌ ൫ܧଵ

், ଶܧ
௡ܧ⋯,்

்൯
்
. 

Consider the second term in Equation (5.13), the time derivative of the adaptive law for 

௜ܹ 	ሺ݅ ൌ 1,2,⋯ , ݊ሻ is 

   

 ሶܹ ௜ ൌ ௜் (5.19)ݐ௜ݏ௜ߜ
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where ߜ௜ is a positive number. A Lyapunov function for this adaptive law is defined in [55] where 

௪ܸ௜ሺ݅ ൌ 1,2,⋯ , ݊ሻ is positive definite with respect to ෩ܹ௜,௝௞ for ෡ܹ௜,௝௞ ∈ ሾ ௜ܹ	௠௜௡, ௜ܹ	௠௔௫ሿ. 

Furthermore, the time derivative of ௐܸ௜	ሺ݅ ൌ 1,2,⋯ , ݊ሻ is  

  

ሶܸௐ௜ ൌ െ
1
௜ߜ
෍෍ ෩ܹగ௜,௝௞ ሶܹ ௜,௝௞

ேభ

௞ୀଵ

௠

௝ୀଵ

 

 

(5.20)

Substituting Equations (5.20) and (5.18) to Equation (5.14), and applying the inequalities 

and the simplification proposed in [55], the time derivative of the Lyapunov function, yields 

  

ሶܸ ൑ െሺߣ௠௜௡ሺKଵሻ െ ܿሻݏ்ݏ ൅
ζெ

ଶ

4ܿ
൅ ݊߳ 

 

(5.21)

where ܿ is a positive constant satisfying ܿ ൏  ௠௜௡ሺ∗ሻ denotes the minimumߣ ௠௜௡ሺKଵሻ andߣ

eigenvalue of a matrix. ζெ is a sufficiently large constant. Thus, ሶܸ  is strictly negative when ݏ is 

outside of the following set 

  

ە
ۖ
۔

ۖ
ۓ

ݏ ∶ ‖ݏ‖ ൑ ඩ
ζெ

ଶ

4ܿ ൅ ݊߳

௠௜௡ሺKଵሻߣ െ ܿ

ۙ
ۖ
ۘ

ۖ
ۗ

 

 

(5.22)

and as stated in the initial condition, for a sufficiently large positive constant ݏ௠௔௫, the following 

compact set can be constructed 

  

Ω௦ ൌ ൜ݏ்ݏ|ݏ ൑
௠௔௫ݏ2

ଶሻܯ௠௔௫ሺߣ
ൠ 

 

(5.23)

where ߣ௠௔௫ሺ∗ሻ denotes the maximum eigenvalue of a matrix, and ܯଶ ൌ  ଵ. Because the setsିܯ

Ωௗ, defined in Equation (2.51) and Ω௦ are compact in ܴଷ௠ and ܴ௠௡, respectively. The variable ζ 
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has a maximum ζெ on the compact set Ωௗ ൈ Ω௦, which implies that ‖ݏ‖ decreases whenever ݏ is 

outside the compact set, and therefore, it is concluded that ݏ is uniformly ultimately bounded. 

5.2. RESULTS AND DISCUSSIONS 

The control law developed in this chapter is the combination of adaptive control, robust 

control, and Neural Network control. The ability of robust control has been demonstrated in the 

previous chapter. Even though a large range of external disturbances can be handled by the robust 

control developed in Chapter 4, it only works in a bounded interval. However, adaptive control is 

capable of handling unknown parameters. The disadvantages from the most commonly used 

adaptive control in literature are high-gain feedback, and the linearity in unknown parameters. 

Therefore, the proposed control law has combined Neural Network and adaptive control to regulate 

the system in more difficult situations. Chebyshev Neural Network is implemented, and this allows 

the control system to learn the state of the plant. CNN estimates the unknown dynamics in the 

system with the defined polynomial functions, Equation (5.5) and (5.6). These equations allowed 

CNN to learn the behaviour of the plant on-line during the mission. That makes the control law 

proposed does not require the knowledge of the dynamic system. 

Numerical results are provided to demonstrate the effectiveness of the proposed controller. 

Similar to the previous chapters, there are 6 agents in the consensus network. The nonlinear 

equation of motion, and the time varying external disturbances use in this chapter are the same as 

those described in Chapter 2. The same two initial state errors are examined for comparison with 

the results calculated in Chapter 3 and Chapter 4. The weighted adjacency matrices and the 

formation configuration maintain the same value as defined in Chapter 3. Since the control law 

developed in this chapter is different than the one used in Chapter 3 and Chapter 4, the control 

parameters will be different. 

Following the derivation of the control law in Chapter 5.1.2, the defined control parameters 

used in this simulation are, ∅ ൌ 3 5⁄ ଵܭ , ൌ 1 ൈ 10ିଶ, ܭଶ ൌ 1 ൈ 10ିଶ for the TSMC in Equation 

(5.1); The parameters for robust control in Equation (4.8) are, ߢ௜ ൌ 1 ൈ 10ିଵ, ߳ ൌ 0.01; The order 

of the CNN used is 3, and the parameter in Equation (5.19) is ߜ௜ ൌ 10; By trial and error, the 

control gains used in (5.11) are ܭଵ௜ ൌ ሾ1 ൈ 10ିଶ 1 ൈ 10ିଶ 1 ൈ 10ିଶ 1 ൈ 10ିଶ 

1 ൈ 10ିଶ 1 ൈ 10ିଶሿ, and ܭଶ௜ ൌ ሾ1 ൈ 10ିଵ 1 ൈ 10ିଵ 1 ൈ 10ିଵ 1 ൈ 10ିଵ 1 ൈ 10ିଵ 
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1 ൈ 10ିଵሿ, where ݅ ൌ 1,2,⋯ ,6. Since the order of the Chebyshev polynomials used in this chapter 

is 3, therefore the initial weight matrix of the CNN is a 3 by 13 zeros matrix. 

It is expected that the new control law may take less control effort than the previous robust 

SMC. However, the effectiveness of the CNN adaptive control depends on its estimate ability. 

There are possibilities that the on-line estimated model becomes uncontrollable. A robust term is 

added in order to make the controller more robust when estimation errors occur. 

5.2.1. Mission Scenarios 

There are 6 agents in this consensus tracking system and the two sets of initial state errors 

used to obtain the following results are defined in Chapter 3.2.1. 

The same external disturbances, sensor faults, actuator faults and spacecraft’ masses 

considered in previous mission and system requirement, Chapter 4.2.1, are applied in this mission. 

In addition, reference trajectories are changed from the predefined orbit, to doubling its speed 

during the mission. Furthermore, the formation of the spacecraft will be reconfigured during the 

mission. Since there are 6 agents and this configuration has been previously investigated, see 

Figure 3.2, a regular hexagon is used as the reference formation in this chapter. The distance 

between each consecutive agent is 0.5 km, and each agent is 60 degrees apart from one another; 

measured from the centre of the formation. The advantage of applying adaptive control is changing 

system parameters without adjusting control parameters manually. Therefore, one of the mission 

requirements is to reconfigure the formation of the agents. Moreover, the formation changes from 

planar to three dimensions, to help observe the asteroid from different perspectives. The agents are 

required to orbit around the astronomical body in a regular hexagonal shape for one orbit, then 

smoothly maneuver into a pyramid formation, see Figure 5.2. The base of the pyramid is placed in 

the y-z plane. The first 4 agents are located at each corner and form a square base with a side length 

of 0.5 km. Agent 6 is put at the top of the pyramid which is 1 km above the centre of the base. 

Agent 5 is located half way between the base and the tip of the pyramid. 
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Figure 5.2: Formation Graph 

Following are different scenarios where the control law developed above is being 

examined. A small investigation of the new Terminal Sliding Mode Control (TSMC) with the 

companion of Chebyshev Neural Network (CNN) is given in Chapter 5.2.2. The system response 

for large initial error, the results for sensor faults and actuator faults from Chapter 3 and Chapter 

4 are brought back in Chapter 5.2.3 to compare the difference between the new and old control 

law. Chapter 5.2.4 shows that the response remains unaffected with a large unexpected initial mass. 

Lastly, it is illustrated in Chapter 5.2.5, the reference trajectory and the configuration of the 

formation are changed during the mission without any adjustment in control parameters. 

5.2.2. Effect of Using CNN to Estimate an Unknown System 

The dynamic system, the desired trajectory and the disturbance model used in this chapter 

are the same as those defined in Chapter 2. Therefore, the desired system control input with and 

without disturbance is the same as in Figure 2.7 and Figure 2.8, respectively. We will start with 

studying the performance of a single spacecraft applying the new developed control law. The 

proposed control law suggests that there is no need for the control system to know the dynamic 
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model. The estimated system uses Chebyshev equations to assess the dynamic model. There is a 

learning process to project a proper state of the system, and the comparison of the estimated and 

true value of the dynamics are given in Figure 5.3 and Figure 5.4. The same as with all learning 

process, knowledge advanced from a mistake. The Chebyshev algorithm learns from the previous 

estimated state error and projects the future state value. Robust control is included in the control 

law, even without the estimated state value, the control law attempts to reduce the state error. 

However, with the combination of CNN and robust control, it is an advantage that there is an 

option where the estimation system does not learn when the estimated error is relatively large. It 

is illustrated in both Figure 5.3 and Figure 5.4, however, it is clearer when a disturbance is applied 

to the system. As shown for the y estimated values in Figure 5.4, it is said that the CNN will not 

learn when the absolute estimated value is more than 0.003. Therefore, the line is discontinuous 

from 0 to 0.2 of an orbit. The estimated state value is dependent on the state error. When the state 

error is the lower, the currently used Chebyshev polynomial model cannot approximate the exact 

value, especially to such a small magnitude 10-4. Consequently, chattering occurs when the 

estimated error is low.  

 
Figure 5.3: Estimation by CNN and ࢌሺ࢞, ࢟, ሻࢠ ൌ ࡲ ൅ ࣂ െ  (without disturbance) ࢊࢄ
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Figure 5.4: Estimation by CNN and ࢌሺ࢞, ࢟, ሻࢠ ൌ ࡲ ൅ ࣂ െ  (with disturbance) ࢊࢄ

 
Figure 5.5: Tracking errors (with disturbance) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-3

-2

-1

0

1

2

3

x 10
-3

Orbit

A
ge

nt
1

(N
)

 

 

x
Est

y
Est

z
Est fx fy fz

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.6

-0.4

-0.2

0

Orbit
(a)

e xi
 (

km
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

Orbit
(b)

e yi
 (

km
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-8

-6

-4

-2

0
x 10

-3

Orbit
(c)

e zi
 (

km
)



 
135 

The tracking error where disturbance is applied to the system is shown in Figure 5.5. The 

results where a disturbance is not applied is very similar. For both scenarios, the error converges 

to a very small number that is close to zero, and the settling time is about the same. The chattering 

in the estimated error leads to the chattering in the system control input as shown in Figure 5.6 and 

Figure 5.7. Besides the chattering, the system control input is comparable to the desired system 

control input in Chapter 2. 

 
Figure 5.6: Control input (without disturbance) 
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Figure 5.7: Contol input (with disturbance) 

 
Figure 5.8: System state snap shot at different time, centralized system 
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The responses of the state for the centralized and decentralized systems are very similar, 

and it is shown in Figure 5.8 and Figure 5.9. It is expected that the tracking error is less for the 

centralized system since each agent is following the position of the leader. However, the relative 

formation error is less for the decentralized system because the consensus algorithm has taken the 

relative error into account when controlling the system. Both can be verified through Figure 5.10 

and Figure 5.11.  

    

 
Figure 5.9: State of all agents, decentralized system 
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Figure 5.10: AEM, centralized vs. decentralized 

 
Figure 5.11: REM, centralized vs. decentralized 
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A better approach to study the overall control effort for multi-agent is to recognize them as 

a single system. The overall control effort metric (OCEM) can be calculate as 

   

 

ܯܧܥܱ ൌ ඩ෍‖ݑ௜‖ଶ
௡

௜ୀଵ

 (5.24)

 

 
Figure 5.12: OCEM, centralized vs. decentralized 
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Figure 5.13: Estimated errors, centralized 
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Figure 5.14: Estimated errors, decentralized 
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In Figure 5.12, there is more chattering for the centralized system, however, if chattering 

is ignored, the value of the overall control effort is lower for centralized system as compared with 

decentralized formation. Figure 5.13 and Figure 5.14 are the errors between the estimated state 

values with the true stated values. Figure 5.13 is the estimated error for the centralized system, and 

Figure 5.14 is the estimated error for the decentralized system. When the formation is centralized, 

the state error in one agent does not affect the state value of the other agents, therefore, the learning 

process for the CNN algorithm is much faster and more stable than the decentralized system. 

Throughout the study of a single spacecraft orbiting around an asteroid using the CNN 

adaptive and robust control, it is verified that besides the unstable estimated error due to the 

numerical model, the control law is indeed able to control the plant. In addition, the results from 

the system response and system control input are as good as to the SMC and Robust SMC control. 

5.2.3. Performance Comparison with SMC and Robust Control 

In Chapter 3 the control law developed using SMC is able to control the multi-agent system 

when large initial state error is applied. However, when the disturbance model is applied at the 

same time with the 5 mN thruster saturation, the control system failed to force the agents to follow 

the desired trajectory. The results shown in Chapter 4 have proven that the controller developed in 

that chapter is more robust. There are improvements in settling time and system control input. In 

the robust control it is able to control actuator faults that were examined, however, when a lower 

maximum actuator force is applied, the control system fails to provide good results. Due to the 

imperfect response from the previous developed control law, these most difficult conditions are 

once again examined with this newly developed control law. 

5.2.3.1. Effect of Large Initial State Error with Disturbance 

The adaptive robust control law has been examined when only the large initial state error 

is applied, the tracking error of the system converges to zero. However, due to the system’s lack 

of information of the system dynamic model, the state error grew faster at the beginning when the 

CNN adaptive estimate system is in its learning phase. Once the estimate system gathers enough 

information, the state error is reduced quickly and the state errors converge to a very small value 

that is close to zero in 1 orbit as the mission required. 



 
143 

The advantage of an adaptive control, particularly with the use of the proposed neural 

network model, the system is not sensitive to the external disturbance. The system might take a 

different learning path for different scenarios. 

Figure 5.15 is the tracking error where both harsh environment, thruster saturation, and 

disturbance model are all included in the plant. Comparing with Figure 3.15, the disturbance has 

not yet been applied, and the error diverged due to the thruster saturation. Figure 4.6 and Figure 

4.7 are the AEM and REM for the robust SMC in Chapter 4, showing that both the tracking and 

formation have failed due to the lack of sufficient control force. The state error accumulated 

overtime is the main reason that leads to mission failure. Figure 5.16 is the control input from the 

new adaptive robust control law. The system has reached saturation due to the large initial state 

error, however, the adaptive estimate system allows the control system to adjust and adapt to the 

unpleasant situation. After 0.6 of an orbit, all system control input have reached the minimum 

control input.  

 
Figure 5.15: Tracking errors (with disturbance) 
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Figure 5.16: Control input (with 5 mN thruster saturation) 
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Figure 5.17: Estimated errors, large initial state error 
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5.2.3.2. Effect of Combining Sensor and Actuator Faults 

In Chapter 3 sensor faults are examined, in Chapter 4 actuator faults are investigated. In 

both chapters, the corresponding proposed control law is capable of encountering the faults from 

the system and fulfilled with the mission requirement. Except that the system did not converge 

within an orbit after the actuator faults were introduced into the system. Sensors faults and actuator 

faults have been examined individually for the adaptive robust control. Similar results have been 

obtained but better. The results shown below are of a much more challenging scenario, where both 

actuator and sensor faults are introduced at the same time. The system is able to be stabilized in a 

single orbit. 

The actuator faults examined in this system are identical to the one examined in Chapter 4, 

the actuator forces for agents 1, 5, and 6 is set to be zero, agents 2 and 4 are set to be in reversed 

sign, and agent 3 has a constant 2 mN thrust during the downtime. Alongside with the actuator 

faults are sensor faults. All 3 sensors on each agent outputs a reversed sign value. The duration of 

the downtime is 5 minutes, and it starts at 0.2184 of an orbit, and ceases at 0.3822 of an orbit. 

 
Figure 5.18: State of all agents, multiple faults (without disturbance) 
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As learnt from Chapter 4, actuator faults lead to more system state error than sensor faults. 

Since the actuator forces are set to zero for agents 1, 5, and 6, therefore, it is reflected in Figure 

5.18 that those three lines in all three directions are much less. 

 
Figure 5.19: Tracking errors, multiple faults (with disturbance) 

The tracking error shown in Figure 5.19 is the result where 3 mN disturbance is applied 

when actuator and sensors faults are presented simultaneously. This result was not achievable for 

both the SMC and the SMC robust control. 

The formation was affected greatly when disturbance was applied to the system, as depicted 

in Figure 5.20. However, for both scenarios, the formation is developed along with the convergence 

of the tracking error. The maximum allowable thrust is 5 mN per agent, since there are 6 agents in 

the system, the maximum value for OCEM is 0.03 N. In Figure 5.21, for both scenarios, the 

maximum OCEM is no more than 0.02 N, therefore, not all agents have reached actuator saturation 

points even when multiple faults were applied. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-200

-150

-100

-50

0

Orbit
(a)

e xi
 (

km
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-200

-100

0

Orbit
(b)

e yi
 (

km
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-200

-150

-100

-50

0

Orbit
(c)

e zi
 (

km
)

 

 

Agent1 Agent2 Agent3 Agent4 Agent5 Agent6



 
148 

 
Figure 5.20: REM, multiple faults 

 
Figure 5.21: OCEM, multiple faults 
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Figure 5.22: Estimated errors, multiple faults (without disturbance) 
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The estimate errors vary depending on the location of the agent and it is also influenced by 

the state error. The state error is much larger with disturbances when multiple faults are applied, 

hence the estimated error will also be larger than the one without disturbance.  

The adaptive robust control law can handle both actuator and sensor faults at the same time. 

Moreover, with the presence of the disturbance that is equivalent to 60% of the maximum 

allowable thrust, the state error converged in one orbit. This control law is much effective than the 

SMC robust control developed in Chapter 4. 

5.2.4. Effect of Spacecraft Mass Variations 

Continuing with the discussion from Chapter 3.2.5 and 4.2.5, at similar phenomenon is 

examined again. In space missions, the mass of the spacecraft is a very important parameter. The 

mass of the spacecraft changes from time to time in the design process. Moreover, the mass of the 

spacecraft decreases during the mission when propellant were used. Therefore, a good control law 

is to work independently with the mass of the spacecraft. Adaptive control allows the control law 

to be able to control with unknown parameters without adjusting any control gains. Previously, a 

2, 5, and 10 kg spacecraft mass were examined in Chapter 3; the results for the 10 kg were not 

stable. A 2 and 10 kg spacecraft were examined in Chapter 4, it shows that with robust control, the 

10 kg mass is controllable. Then, a scenario is examined where the mass of the spacecraft varies 

during the mission. The mass of the spacecraft reduces from 10 kg to 1 kg in half of a reference 

orbit. The mass of the spacecraft decreases in a constant speed within the specific time. It is a good 

model simulating that the propellant is burned from the beginning of the mission and is done within 

half of the reference orbit. 10 kg is a satisfactory mass when designing a control law for nano scale 

spacecraft, and in Chapter 4 the robust control has more than enough power to control this 

situation. However, with the new control law, mass will not be a critical parameter. 

The estimated value for the CNN system does not match the previous scenario, the estimate 

error is shown in Figure 5.23. However, error in estimation does not mean the system is not 

controlled. The control system responds to the estimated value and provide sufficient control effort 

to bring all agents to their desired trajectory. 
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Figure 5.23: Estimated errors, spacecraft mass = 20 Kg 
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With 5 mN of maximum actuator force available, the robust SMC maintains a steady state 

error that cannot be eliminated in both AEM and REM, see Figure 5.24 and Figure 5.25. In 

addition, the mass of the spacecraft in the simulation using the CNN adaptive control law is double 

that of the mass of the other. 

 
Figure 5.24: AEM, CNN vs robust SMC 
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Figure 5.25: REM, CNN vs robust SMC 

 
Figure 5.26: System state snap shot at different time, spacecraft mass = 50 kg 
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5.2.5. Effect of Formation Reconfiguration 

Orbital reconfiguration is a very practical research topic but yet much less effort has been 

put toward this. With the advancements in adaptive control, it is more feasible to perform this 

reconfiguration during a mission. Adaptive control allows the control system to respond to the 

dynamic change without manual adjustment in control parameters. If modelled correctly, the 

control system should be able to adapt to the changes and approach to the new state smoothly. The 

key to this change is that the new reference trajectory has to work within the maximum thrust. 

When an orbit period is reduced, the required system control input increases, see Figure 

5.27. The period of the reference trajectory is halved after the first orbit, and the required input 

force is more than double.  

 
Figure 5.27 Reference trajectory and minimum control input required 
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Figure 5.28: Tracking errors, halved orbit period 

 
Figure 5.29: REM, halved orbit period 
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The next configuration in line is changing both the orbital period and the shape of the orbit. 

This time the orbital period is still to be halved, and the reference trajectory changes from elliptical 

to a circular trajectory while keeping the radius in the x-direction the same, see Figure 5.30 and 

Figure 5.31. 

 
Figure 5.30 Reference trajectory, elliptical to circular orbit 

 
Figure 5.31 Minimum control input required, elliptical to circular orbit 
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Figure 5.32: System state snap shot at different time, elliptical to circular orbit 

 
Figure 5.33: Tracking errors, elliptical to circular orbit 
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The system responds very similar to the previous scenario. The REM has a similar profile 

as before, the formation of the agents moves toward the new trajectory together, Figure 5.32. 

However, the state error is slightly higher due to the greater change in reference path, Figure 5.33. 

The control required, Figure 5.34, for this change is very similar to the previous scenario. 

 
Figure 5.34: Control input, elliptical to circular orbit 
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Figure 5.35: System state snap shot at different time, formation reconfiguration 

 
Figure 5.36: State of all agents, formation reconfiguration 
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Figure 5.37: Estimated errors, formation reconfiguration 
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When the formation is reconfigured, some agents need to move longer distances to reach 

their new positions, more error might occur, i.e. agent 1, 5, and 6, see Figure 5.37. 

Lastly, all three types of reconfiguration are introduced to the system all at once after the 

first orbit. The results show that the CNN adaptive robust control is capable of regulating the 

system to follow all desired states with the presence of disturbance. 

 
Figure 5.38: AEM, all reconfiguration 
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Figure 5.39: OCEM, all reconfiguration 

The reconfiguration in reference trajectory or the shape of the formation did not degrade 

the response of the system, in fact with the use of this new adaptive control law, introducing 

uncertainty to the system is not an issue. Orbital reconfiguration brings practical contribution in 
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asteroids would be observed freely.  
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properly when the adaptive Chebyshev neural network is applied with the Terminal Sliding Mode 

Control to the multi-agent system. The position and velocity states errors are given to the Chebshev 

neural network, then the estimated dynamic are inputted to the control system. In order to increase 

the accuracy of the Chebyshev estimated value, large state errors are filtered out before feeding 
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into the neural network. The results show that the proposed control law, where combining the 

adaptive control, robust control and neural network has given a great improvement in controlling 

the multi-agent system. In addition, the tracking errors converge without any adjustment in the 

control parameters when both actuator faults and sensor faults are simulated with the presence of 

external disturbances. Moreover, the adaptive ability in the proposed control allows the system to 

remain in homeostasis when the mass of the spacecraft increase. Hence, mass is no longer a major 

parameter that influences the controllability of the system. Furthermore, with the use of the neural 

network, the equation of motion that described the dynamic of the spacecraft is no longer needed 

in order to achieve precise control. More uncertainty can be handled by the control system on the 

assumption that it is within the capacity of the actuator system. Lastly, the ability to perform orbital 

reconfiguration, which included the reconfiguration in spacecraft formation and orbital trajectory, 

is a good example to illustrate the advancement in the proposed control law. With the use of the 

adaptive CNN and robust control, spacecraft formation and reference trajectory can be modified 

during flight. Keep in mind that when the reference trajectory changes, the minimum system 

control input required also changes. This new control law has brought a great deal of flexibility to 

a space mission where orbit reconfiguration in necessary. 
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6. CONCLUSIONS 

 

Consensus tracking states that a network of agents comes to agreement in regards to their 

final goal through communication among local agents or subsets of agents. To generalize the 

consensus tracking capabilities, consider thousands of spacecraft flying simultaneously wherein 

numerous subsets exist, each with their own designated tasks. By applying the proposed control 

law, different tasks assigned in the mission can be completed successfully while ensuring all agents 

work together as a team and communicate information among one another to avoid collisions and 

account for uncertain system dynamics. In this chapter, we review the contributions of the multi-

agent control techniques developed in this thesis. We breakdown the contributions based on the 

techniques presented in the previous chapters to outline possible future research in applying 

multiple spacecraft orbiting around asteroid. 

6.1. SUMMARY OF CONTRIBUTIONS  

Multiple agent consensus formation tracking demand advanced and reliable control 

systems to ensure fast, precise, and effective responses to different orbiting and formation 

reconfiguration commands. It is of great benefit to apply this research to novel asteroid exploration 

space missions. To facilitate proficiencies that would never be accomplished by monolithic large 

spacecraft, NASA and other organizations, such as the European Space Agency, have proposed 

several missions and mission statements to employ formation flying as a solution to reduce the 

costs and improve the flexibility of deep space asteroid exploration programs. Developing the 

technology for decentralized formation flying is remarkably complex and extraordinary. The 

objective of the space program initiated by the Space Systems Dynamics and Control (SSDC) 

laboratory at Ryerson University is to design a multi-agent consensus tracking control law that 

enhances the on board orbital control system on each agent of the consensus system to ensure that 

these challenging decentralized formation flying missions will be completed successfully. 
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6.1.1. Orbiting around Asteroid using Multiple Spacecraft  

Orbits around a small celestial body are considerably different from the Keplerian orbits in 

the two-body problem. Two factors that illustrate the differences between the problems are the 

irregular shape of an asteroid and the rotation of the asteroid. These coupling effects can lead to 

large energy and angular momentum changes within short time periods during the orbit of a 

spacecraft. It is rare that these effects happen to spacecraft motion around planetary bodies. The 

study of spacecraft motion about small astronomical bodies is new and challenging, especially 

because of these effects. When studying the orbital motion of an asteroid, the most significant 

features are the perturbation terms from the asteroid gravity field. The 2nd degree and 2nd order 

gravity coefficients, ܥଶ଴ and ܥଶଶ, respectively, were used in our investigation. 

An investigation into the dynamics of specific asteroids, Gaspra, Ida, Vesta and Castalia, 

has been conducted wherein said asteroids are irregularly shaped and slowly rotating about their 

centre of mass. There is little existing literature that fully captures and simulates the effects of 

environmental forces on the system dynamics around asteroids. In contrast, the work presented in 

this thesis expands in such areas by examining environmental disturbances, namely solar radiation 

pressure force, solar gravitational force, and variance in the moment of inertia of the asteroid. 

Furthermore, the size-shape stability of the system is examined and the natural response and 

minimum required control input for a specific trajectory are presented and used as a baseline 

comparison. 

6.1.2. Decentralized Formation Flying  

Centralized relative motion control of spacecraft formations using thrusters is a well 

understood and an extensively studied problem. Despite recent advances, very few researchers 

have addressed the prospects of using decentralized formation flying to illustrate formation 

acquisition and reconfiguration maneuvers which is a major focus in this thesis. Insufficient effort 

has been made in the application of orbiting spacecraft around asteroids. The controllers available 

in the literature are based on linearized relative motion dynamics and only work in a small 

neighborhood of the origin.  

To successfully exhibit coordinate cooperation, a suitable communication network and 

algorithm is of top priority in coordinated control. As such, three important issues must be 

addressed;  consensus seeking, which commonly banks on the relationship between the graph 
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topologies and the algebraic graph matrices, formation keeping of both centralized and 

decentralized approaches, and lastly, trajectory tracking. These issues have brought new interest 

to researchers because of their nonholonomic constraints on the dynamic systems. Consensus 

algorithms are developed to distribute tasks to multi-agents and only neighbour-to-neighbour 

communication between agents is provided; the information states of each agent are updated by 

the information states of their neighbour. From a control perspective, the fundamental objective of 

a consensus algorithm is to execute similar commands on the states of each agent in the network. 

Decentralized formation flying around asteroids has not been fully examined in existing 

literature. This chapter addresses this notion by combining a nonlinear controller with consensus 

tracking. To further define the consensus as presented in this chapter, it should be mentioned that 

no leader is required and communication is linked only between necessary agents. This is done to 

reduce network complexity and the number of signal transmissions. The results obtained in this 

chapter verify the success of the application of multi-agents to perform missions around asteroids. 

6.1.3. Nonlinear CNN Adaptive Control 

In Chapter 3, a nonlinear control law is first developed to accomplish the consensus control 

orbiting around an asteroid. It is evident that the developed control law is able to follow the desired 

trajectory with the ability to maintain formation in the event of mission faults. In Chapter 4, a 

robust control law is developed to take into account the larger magnitude of the disturbance and is 

subjected to a fault based mission. Lastly, in Chapter 5 a combination of the Chebyshev neural 

network with adaptive control is applied along with the robust control developed in Chapter 4 to 

tolerate the worst case fault that would be detrimental to the proposed space mission. 

The major contribution of this work is the development and analysis of a distributed robust 

adaptive consensus formation tracking controller for second-order multi-agent systems using 

terminal sliding mode and CNN. In the proposed control scheme, the terminal sliding manifold is 

constructed based on lumped state errors that include absolute and relative state errors, and CNNs 

are employed to approximate unknown desired nonlinear functions in the dynamics of each agent. 

The dynamics of the plant are not given to the control system. Meanwhile, the smooth projection 

algorithm is applied to guarantee that the estimated parameters remain within some known 

bounded sets. Furthermore, the robust controller using the hyperbolic tangent function is employed 

to counteract CNN approximation errors and bounded external disturbances, which makes the 
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proposed controller continuous, and therefore, keeps chattering to a minimum. Most importantly, 

the finite-time stability in both the reaching phase and the sliding phase is guaranteed by the 

Lyapunov theorem. Moreover, the proposed controller can force a group of agents to a desired 

time-varying trajectory even in the presence of unknown agents’ dynamics and external 

disturbances as demonstrated in the simulations. Therefore, the proposed controller is robust 

against not only structured uncertainties, but also against those that are unstructured. Finally, 

comparative studies between the proposed controller and previously developed control law have 

shown that the performance of the new controller is superior to that of those proposed in previous 

chapters. 

6.1.3.1. Actuators/Sensors Faults and Formation Reconfiguration 

Since spacecraft formation flying has become an important field of research in the space 

industry due to cost benefits and mass savings that arise from this mode of operation, the 

development and implementation of robust and reliable control law for controlling the formation 

is necessary to ensure that the advantages of formation flying are effectively exploited. 

Autonomous coordinated control, precise formation-keeping, and reconfiguration of formation 

geometry in the presence of actuator faults are areas critical to the success of any proposed mission 

involving spacecraft flying in formation.  

6.1.3.2. Variations of Spacecraft Mass  

The mass of the spacecraft is changed from time to time in the design process. Moreover, 

the mass of the spacecraft will decrease during the mission when propellant is used. Therefore, a 

good control law is one which works independently of the mass of the spacecraft. Adaptive control 

will allow the control law to be able to control with consideration of unknown parameters without 

control reconfiguration. 

To achieve reliable autonomous spacecraft systems, an adaptive control must be 

implemented. The terminal sliding manifold based on lumped state errors for the consensus 

tracking control of second-order multi-agent systems is proposed. Furthermore, the controller is 

non-singular because there exists no negative fractional powers. In comparison with the terminal 

sliding mode-based consensus tracking controller, control signals do not need to be exchanged 

between neighboring agents, which not only reduces the information flow but also avoids the 

algebraic loop problem existing in the controller. A Chebyshev polynomial is used to estimate the 
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state dynamics and is fed into the terminal sliding mode controller. By applying the Chebyshev 

Neural Networks to different aspects of the model, the controller can account for more parameter 

uncertainties to advance the autonomous capabilities of the system. 

6.2. FUTURE WORKS 

6.2.1. Plant Model Improvement 

The second degree and second order gravity potential constant is used in this thesis. In 

order to more accurately model the dynamics of an asteroid, higher order models can be used. A 

time varying disturbance model was used to replicate the environmental disturbance; the 

disturbances considered in this thesis have a larger magnitude than those found in the natural 

environment. Therefore, if a solar radiation pressure force, solar gravitational force, and/or 

variance in the moment of inertia of the asteroid is included in the plant, the results will more 

closely resemble those of a real mission. More control effort will be relaxed from this over 

projection and this effort could be relocated to other areas. Different asteroids are investigated and 

the proposed control law performs well with the examined situation. However, if a more suitable 

reference trajectory were to be examined with each asteroid, the results may have greater 

improvement but less state error and control effort would be required.  

6.2.2. Simulation Model Improvement 

Sensor faults and actuator faults have been examined. The CNN adaptive robust control 

proved that it is capable of handling both faults with the presence of disturbance. However, future 

research can improve the results obtained by filtering the sensor faults through the use of an 

observer before feeding the information into the control system. In this thesis, thrusters provide 

the primary actuation force for the spacecraft. In the previously existing literature, there are few 

asteroid exploration missions that use Solar Radiation Pressure (SRP) for actuation. Since asteroids 

are much smaller than celestial bodies, such as planets, a higher solar radiation pressure gradient 

may be available when considering a spacecraft orbiting the shadow region of a planet as there 

may be no solar exposure.  If an SRP actuator model is applied to the system, it will add significant 

value to the research. When the location of the solar sail is orientated properly toward the Sun, it 

will provide unlimited and continuous power to propel the spacecraft. In a couple of the examined 

scenarios, although large numerical tracking errors exist while the system is undergoing actuator 
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saturation, the proposed control law is capable of reconfiguring the agents back to their desired 

states. This is a direct result of the assumption made wherein there is an unlimited supply of 

propellant carried onboard. Therefore, if an optimized fuel consumption model can be modelled 

into the system, an increase in the credibility of this research for a space mission will be achieved.  

6.2.3. Attitude and Orbit Control System 

Although the proposed control law in this study is for formation tracking, it serves as a 

good foundation toward attitude control. A recent study has stated that there are strong coupling 

effects between attitude control and orbital dynamics. The control of pose, attitude, and tracking 

of spacecraft, simultaneously, are gaining more interest instead of the attitude alone. Future work 

should include coupling effects of the aforementioned as they have not been studied under an 

asteroid model. 

Aside from studying the reference trajectory optimization and the coupling effects for space 

dynamic systems, an improvement in the adaptive control will be great future work. Adaptive 

control is one of the best contributions toward the current study, however, it involves high level of 

computation power, and many gains are introduced in the control law. The more modelling that is 

required suggests more aspects to be considered. This in turn evolves to a greater number of control 

and estimation parameters that need to be considered. Recently, with the increase in computational 

power, optimization using a genetic algorithm is regaining its popularity, which is one of the ideal 

ways to further refine or combine with adaptive control. Also, orbital and formation 

reconfiguration have been achieved in the present thesis, and it will also be of great benefit to the 

space research if the consensus network is reconfigured. Therefore, multi-agent and multi systems 

can be achieved. 
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6.3. CONCLUDING REMARKS 

Various uncertainties exist that may be detrimental to the success of the mission and cause 

the failure of a spacecraft orbiting around an asteroid. This is true in the case when dealing with 

monolithic satellites; if any part of the spacecraft fails, the entire mission may be jeopardized. To 

avoid this situation, introducing redundancies through decentralized multi-agents system would 

ensure that even in a scenario where one agent is unresponsive and/or damaged, the remaining 

agents can carry out their tasks and still lead to a mission’s success. This notion would increase 

the flexibility of the system while maintaining a safety factor in case of any failures. Successful 

implementation of the proposed methodology will greatly enhance the reliability of the spacecraft, 

while allowing for potentially significant overall mission cost reduction.  
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