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Abstract

In this thesis, I study the self-assembly of monodisperse colloidal particles on liquid-liquid interfaces.

Specifically, I examine the relevant parameters that govern the size of self-assembled clusters when they

pass through a liquid-liquid interface. I first describe a millimeter length-scale self-assembly system,

where I find that the number of particles within a sinking cluster is proportional to a power law of the

dimensionless Bond number. I find that the sphere deposition geometry also plays an important role,

where I observe distinctly different scaling for monolayer rafts in comparison to stacked sphere clusters.

I then develop an analogous microfluidic self-assembly system, where I use a magnetic field gradient

to self-assemble paramagnetic microparticles on an aqueous two-phase liquid-liquid interface. Here, I

observe empirically that the number of particles within a microparticle cluster scales inversely with the

magnetic Bond number.
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Chapter 1

Concepts and Motivation

1.1 Self-Assembly

The self-assembly of objects is a fascinating phenomenon, where parts spontaneously organize into more

complex shapes via an energy-minimization process. The term self-assembly is very broad, and is used

to describe a wide variety of processes, which can be driven by a range of different forces. For example,

deoxyribonucleic acid molecules (DNA) can be designed to form specific crystal structures, where the

molecules self-assemble due to intermolecular interactions [1]. Charged polyelectrolytes can self-assemble

on surfaces to form uniform coating layers [2]. Amphiphilic molecules, such as lipids, which have both a

hydrophilic end and a hydrophobic end, can spontaneously assemble into spherical micelles [3, 4]. These

kinds of molecular scale self-assembly systems have huge potential in nanotechnology applications, where

traditional manufacturing processes break down [1, 5]. A review article by Whitesides and Grzybowsk

attempts to capture the diversity of self-assembly systems [6].

In this thesis, I am interested in the self-assembly of monodisperse colloidal particles on liquid-liquid

interfaces. The self-assembly of particles on a fluid-liquid interface has been coined “the cheerios effect”

[7], in reference to how cereal on the surface of milk tends to aggregate into a cluster in the center of

1



1.2. AQUEOUS TWO-PHASE SYSTEMS CHAPTER 1. CONCEPTS AND MOTIVATION

the bowl, and at the edges of the bowl. This specific kind of self-assembly is driven by a combination of

gravity and capillarity. In Chapter 2 I investigate the self-assembly of sphere clusters on a liquid-liquid

interface due to this type of self-assembly. In particular, I investigate how large the self-assembled sphere

clusters can grow before they sink through the liquid-liquid interface, and the effect of the deposition

geometry on the critical number of spheres that causes sinking.

Moreover, I am interested in replicating many of the qualities of the sphere cluster self-assembly

system, such as the precise size control, in a microfluidic flow. However, in most micron length-scale

systems the effect of gravity is negligible, due to the increasing surface-to-volume ratio at smaller length

scales. As a result, gravity is not an ideal body force to drive particle self-assembly of microparticles in a

microfluidic device. Instead, I apply a magnetic field gradient to drive the self-assembly of paramagnetic

microparticles, a so-called magnetocapillary self-assembly system [8, 9].

In Chapter 3, I present the microfluidic system which self-assembles paramagnetic microparticles into

clusters on a liquid-liquid interface. Similar to the aforementioned sphere clusters, I am interested in

controlling the number of particles within a single cluster, and the entrainment of fluid by the particle

cluster. Since the magnitude of the body force provided by the magnetic field gradient is still relatively

weak, the microfluidic self-assembly system will also require using a liquid-liquid interface with an ultra-

low interfacial tension [9, 10].

1.2 Aqueous Two-Phase Systems

Many multiphase microfluidic systems utilize a combination of oil and water to produce a liquid-liquid

interface. The interfacial tension of the oil-water interface can be reduced to an ultra-low interfacial

tension with the use of surfactants. However, the organic oil phase is typically toxic to cells, and in

biological applications the oil phase must be carefully removed in a post-processing step. As a result,

there has been a renewed interest in aqueous two-phase systems (ATPS), due to the natural ultra-low

2



CHAPTER 1. CONCEPTS AND MOTIVATION 1.2. AQUEOUS TWO-PHASE SYSTEMS

interfacial tension of the aqueous liquid-liquid interface, and the biocompatibility of the immiscible liquid

phases.

ATPS consists of two incompatible polymers dissolved in water, which naturally phase separate above

a critical dissolved polymer concentration. There are numerous polymer combinations that exhibit this

phase separation behavior, but one of the most commonly studied solutions is a mixture of polyethylene

glycol (PEG) and dextran (DEX) [11, 12]. ATPS have been used historically for batch separation

processes which involve the collection of fragile biomolecules or cell organelles. The disintegration of

cells produces a complex solution with a variety of particle sizes. A specific ATPS can be purposely

selected such that the target biomolecule preferentially partitions to one of the two aqueous phases, or

collects at the liquid-liquid interface between the two aqueous phases. Not only does this method enable

the separation of specific biomolecules, but the process is also extremely gentle in comparison to the

alternative centrifugation techniques [11].

The phase separation behavior of a specific ATPS is characterized by a binodal curve. Figure 1.1

shows a generic binodal curve for two hypothetical polymers. A solution prepared with a total polymer

concentration which appears above the binodal curve will phase separate into two distinct phases, whereas

a polymer composition below the curve will remain as a single homogeneous solution. Immediately

after the solution is prepared, it begins to slowly separate into the two immiscible fluid phases. The

composition of the two equilibrated phases is indicated by the intersection of the tie-line and the binodal

curve (see Fig. 1.1). For example, the composition of an ATPS with a total polymer concentration

indicated by point A, would phase separate into two phases with the compositions B and C. For this

hypothetical ATPS, the equilibrated phase B consists of mostly polymer Q, and would be refereed to

as the polymer Q-rich phase, or simply the polymer Q phase (for a PEG-DEX ATPS, the equilibrated

solutions are referred to as the PEG phase and the DEX phase). A solution with a total polymer

composition which lies on a different location of the BC tie line will still produce phases with compositions

B and C, but with a different volume ratio [11].

3
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Figure 1.1: Binodal curve for a system of two incompatible polymers. An aqueous solution prepared

with a weight fraction of polymers P and Q indicated by point A will phase separate into two immiscible

phases with compositions B and C.

The shape of the binodal curve is sensitive to a variety of controllable parameters, such as the

polymer molecular weight, solution temperature, and the relative hydrophobicity of the two polymers.

An excellent reference text by Albertsson discusses the phase separation behavior of ATPS, and how to

exploit these characteristics for the selective partitioning of biomolecules [11].

The liquid-liquid interface between equilibrated ATPS phases typically has an ultra-low interfacial

tension, which can be tuned by adjusting the dissolved polymer concentration. Each binodal curve has

a family of parallel tie lines (only two shown in Fig. 1.1), which tend to get longer with an increasing

total dissolve polymer concentration. The interfacial tension of the ATPS liquid-liquid interface has

been shown to be proportional to the logarithm of the tie-line length [13, 14]. As a result, ATPS are

particularly well suited for the systematic study of microparticle self-assembly and coating, which has

been demonstrated previously on oil-water interfaces with ultra-low interfacial tension [9, 15].

4



CHAPTER 1. CONCEPTS AND MOTIVATION 1.3. CELL TRANSPLANTATION

1.3 Applications in Cell Transplantation and Immunoisolation

One of the biomedical applications of the conformal coating of microparticle clusters is in cellular trans-

plantation. In this application, the conformal coating layer, which forms around the particle cluster as

it passes through the liquid-liquid interface, is polymerized and used as a semipermeable membrane.

Similarly, cells which are magnetized by functionalized magnetic particles could be forced through a

liquid-liquid interface, where the subsequently formed conformal coating layer is polymerized down-

stream. This semipermeable polymer layer functionally isolates the coated cells from their local external

environment, which has the potential to serve as a local immunosuppressant.

Cellular transplantation is a proposed treatment for a variety of complex diseases. For example,

Diabetes mellitus type 1 is an autoimmune disorder which destroys the insulin producing beta cells of

the pancreas. As a result of the lack of insulin, patients with type 1 diabetes are not able to properly

regulate their blood glucose levels. This disorder is often managed with daily insulin injections, but

requires periodic measurements of the blood glucose levels and self-injection of insulin. An alternative

treatment consists of transplanting new pancreatic islets into the patient, which are able to excrete

insulin in direct response to increased blood glucose levels. However, implanting donor cells into a

patient inevitably causes a reaction from the host’s immune system, which is traditionally suppressed

with the use of systemic immunosuppressant drugs [16]. Though effective, these systemic drugs have a

wide range of side-effects which negatively impact the patient’s quality of life.

Cellular encapsulation is an alternative immunoisolation technique, where the transplanted cells are

protected locally by a semipermeable polymeric membrane, which isolates the cells from the immune

system (see schematic diagram in Fig. 1.2). There are a variety of devices that are under development

that serve this purpose [17], but here I will focus specifically on polymeric microencapsulation.

Microencapsulation is the process of encapsulating a cell or a cell cluster in a biocompatible polymeric

coating layer, such as alginate or polyethylene glycol. The coating layer porosity is tuned to allow the

5
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Oxygen

Glucose

Nutrients

Waste

Antibodies

Immune cells

Figure 1.2: Schematic diagram of a microenapsulated cell cluster. The semi-permeable polymeric

coating allows the diffusion of essential metabolic molecules, such as oxygen and glucose, but does not

allow the diffusion of the larger macromolecules of the immune system. As a result, the transplanted cell

cluster is able to maintain cellular homeostasis in the host patient, without the use of immunosuppressant

drugs.
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diffusion of oxygen, glucose, and other essential metabolic molecules through the coating membrane,

while preventing the passage of the large macromolecules of the immune system. While there are several

interesting problems that need to be solved before this type of cell encapsulation can be used clinically,

the application of a coating layer itself is a very traditional fluid mechanics problem.

Today, most encapsulation techniques produce a relatively thick coating layer, which inhibits the

diffusion of metabolic molecules across the membrane to the cell cluster. For example, a suspension

of cells can be formed into droplets in a microfluidic flow-focusing geometry, where each microdroplet

produced contains a single cell. This method of cellular encapsulation produces a coating with a thickness

of O(10 - 100) μm [18, 19, 20]. In comparison, coating particles via magnetic forcing has been shown to

produce a conformal coating layer which is O(1) μm in thickness [9]. In Chapter 3, I present a microfluidic

system which self-assembles magnetic microparticles on a liquid-liquid interface. I then investigate the

parameters that control the cluster passage through the interface, and the nature of the coating layer

formed upon interfacial passage.

In addition, in Appendix A I present a microfluidic system for producing monodisperse water-in-water

droplets from equilibrated ATPS, which could also be used for the encapsulation of cells. Encapsulation

of cells within the ATPS droplets does not require an oil phase, and does not rely on magnetic particles

to coat the cells, but it produces a coating thickness that is comparable to existing cell encapsulation

techniques. However, the system is very simple to set up and use. This work was led by Dr. Byeong-

Ui Moon, where I was responsible for producing the ATPS used during the experiments and provided

knowledge of the characteristics and applications of ATPS solutions.
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Chapter 2

Floating and sinking of

self-assembled spheres on

liquid-liquid interfaces:

rafts versus stacks

2.1 Abstract

The floating and sinking of objects on fluid-fluid interfaces occurs in nature, and has many important

implications in technology. Here, I study the stability of floating self-assembled spheres on an oil-water

interface, and how the sphere deposition geometry affects the size limits of the assemblies before they

collapse and sink through the interface. Specifically, I compare the critical size of particle rafts to particle

stacks. I show that, on liquid-liquid interfaces, monolayer rafts and stacked spheres exhibit different

scaling of the critical number of spheres to the Bond number—the dimensionless ratio of buoyancy to

interfacial tension effects. My results indicate that particle stacks will sink with a lower threshold number

of particles than particle rafts. This finding may have important implications to engineering applications

where interfacial assemblies are not monolayers.

9



2.2. INTRODUCTION CHAPTER 2. SELF-ASSEMBLED SPHERE CLUSTERS

2.2 Introduction

The floating and sinking of objects on fluid-fluid interfaces is of practical importance in many applications

[21]. In nature, water striders and other insects depend on the support of surface tension and buoyancy

to stand above the free interface of water [22, 23]. Fire ants link their bodies together to improve their

collective water repellency, so that they can stay afloat and avoid drowning [24, 25]. In technology,

water-walking robots exploit the dependency of the force from surface tension on the robot’s surface

area, to increase their load carrying capacity [26, 27, 28]. Gravity-induced destabilization of granular

rafts and colloid monolayers on fluid-fluid interfaces may be used to encapsulate oils [29] and create

Pickering emulsions [30, 31], respectively.

In this chapter, I consider the self-assembly and destabilization of monodisperse particles at a liquid-

liquid interface, and attempt to address the question of how large such assemblies can get before they

sink. While related problems have been studied previously in two [32, 33, 34] and three [8, 29] dimensions,

those systems only consider monolayer particle rafts. Here, I ask the additional question of what happens

when the particle deposition geometry changes; namely, how results change if particles are loaded on

top of each other on the liquid-liquid interface (as opposed to particles placed adjacent to each other in

forming monolayer rafts).

I first report my experimental findings, then I compare my results to previous calculations of the

threshold particle density ratio that identifies collapsible and arbitrarily large rafts and stacks. Finally,

for collapsible systems, I develop simple scaling models based on the dimensionless Bond number, for

the critical number of spheres that trigger interfacial sinking. I find distinctively different power-laws

for particle rafts and stacks, which agree with my experimental observations. My work also reveals that

particle stacks collapse with a lower threshold number of spheres, when compared to particle rafts.

2.3 Experimental Methods

In experiments, I fill a glass container that has equal side-lengths, 15 × 15 × 15 cm, with 2 L of deionized

(DI) water and 1 L of olive oil (Marque Gallo Brand, Portugal). The DI water and olive oil have densities

ρw = 1,000 and ρo = 911 kg/m3, respectively, and viscosities ηw = 1 and ηo = 84 mPa s, respectively.

10



CHAPTER 2. SELF-ASSEMBLED SPHERE CLUSTERS 2.3. EXPERIMENTAL METHODS

aN1/2

aN1/3

Water Phase

Oil Phase 

Camera

(a) (b) (c)

-h -h

Figure 2.1: (a) Nylon spheres are deposited, one-at-a-time, from above the glass container. Each

sphere descends through the oil phase and settles at the oil-water interface. The spheres attract via a

combination of interfacial capillary and buoyancy effects, to form a cluster. The cluster is allowed to

completely settle at the liquid-liquid interface before additional spheres are added. (b) A monolayer

raft is formed by placing new spheres away from the spheres that are already on the oil-water interface.

(c) When spheres are stacked on top of each other, they form an assembly that has an approximate

spheroidal shape.

Before I deposit spheres on the oil-water interface, the oil-water system is allowed to settle for ∼2 hours

so that the interface becomes completely stable.

Nylon spheres (Precision Plastic Ball Co., Franklin Park, IL, USA), with density ρs = 1,150 kg/m3,

and radii a = 1.2 to 3.2 mm, are deposited from above the oil phase in the container one-at-a-time.

The spheres descend through the oil phase and settle on the liquid-liquid interface (Fig. 2.1 (a)). I

wait approximately 20 seconds until the self-assembled spheres have reached a stable state before adding

more spheres to the assembly. Prior to each experiment the spheres are washed in an isopropyl-based

cleaning agent, and air dried.

I modify the interfacial tension of the oil-water interface by adding the surfactant sodium dodecyl

sulfate (SDS, Sigma-Aldrich, St. Louis, MO, USA) to the DI water, and measure the interfacial tension

using the pendant drop method [35]. I find the oil-water interfacial tensions, γ = 11.7 (4 mM SDS), 14.5

(2 mM SDS), 18.5 (1 mM SDS), and 24.9 (0 mM SDS) mN/m.

I use a digital SLR camera (Nikon D90, Tokyo, Japan) with a marco lens (Nikkor 85 mm f/3.5G,

Tokyo, Japan) to image the spheres’ interfacial self-assembly and eventual sinking. The camera is set on

a tripod and focused at the center of the oil-water interface (see Fig. 2.1 (a)). I apply LED back-lighting

(Edmund Optics, Barrington, NJ, USA) to improve the image contrast.
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 (a)                                      (b)                                      (c)

 (d)                                      (e)                                      (f)

 (g)                          (h)                                              (i)

Figure 2.2: Spheres of radius a = 2.8 mm, assemble on an oil-water interface with interfacial tension γ =

24.9 mN/m. In making interfacial rafts, (a) a sedimenting sphere descends to the liquid-liquid interface

away from other spheres, (b) the sphere gets pulled to the particle raft by a combination of interfacial

deformation and gravity, and (c) the sphere self-assembles with the other spheres of the existing raft.

When I stack the spheres on the liquid-liquid interface, (d) a sphere will descend on top of the spheres

that are already at the interface, (e) often resulting in an instability and subsequent cluster rotation,

and (f) finally settle into a quasi-equilibrium state at the interface. Large clusters of 10 spheres, each

with radius a = 2.2 mm, assemble in equilibrium by the (g) raft and (h) stack methods on the oil-water

interface. Here, the shape of the equilibrated liquid-liquid interface is much more deformed in supporting

a particle stack than a raft of the same number of spheres. The stacked cluster collapses at critical sphere

number N = 11, and (i) the sphere raft supports up to 23 spheres (before collapsing at N = 24 spheres).

Scale bar indicates 5 mm.

2.4 Results and Discussion

2.4.1 Assembling interfacial particle rafts and particle stacks

The two different methods that I use to deposit the spheres result in the formation of sphere rafts (Fig.

2.1 (b)) and sphere stacks (Fig. 2.1 (c)). In forming rafts, I place new spheres away from spheres that

are already at the interface (Fig. 2.2 (a)). Depositing new spheres on the oil-water interface causes the

spheres to self-assemble by a combination of interfacial deformation and gravity, to form a monolayer

on the liquid-liquid interface (Figs. 2.2 (b) and (c)). This type of interfacial particle self-assembly has

been studied previously [36, 37], and it is termed “the cheerios effect” in reference to how cereals tend

to cluster on the free interface of a bowl of milk [7].

12



CHAPTER 2. SELF-ASSEMBLED SPHERE CLUSTERS 2.4. RESULTS AND DISCUSSION

In Fig. 2.2, I differentiate the stacking configuration by the deposition of new spheres on top of

existing spheres at the interface (Fig. 2.2 (d)). Maintaining a new sphere vertically on top of an existing

interfacial cluster often results in an instability, where the entire stack will rearrange and rotate until it

arrives at a more energetically favorable state (see example Figs. 2.2 (e) and (f)).

Figs. 2.2 (g) and (h) show stack and raft clusters, respectively; each cluster has 10 spheres in

equilibrium on the liquid-liquid interface. Here the sphere radius a = 2.2 mm, and the liquid-liquid

interfacial tension γ = 24.9 mN/m. The equilibrated liquid-liquid interface is much more deformed in

supporting a particle stack than a raft of the same number of spheres. For stacked sphere clusters, the

interface consistently maintains an approximately spheroidal assembly (Fig. 2.2 (g)); whereas liquid-

liquid interfaces that support monolayer particle rafts take on a shape that is more similar to a curved

elastic sheet (Fig. 2.2 (h)). In this particular case, the stack sinks with a critical size N = 11, while the

raft continues to support up to 23 spheres (Fig. 2.2 (i)). When the final sphere (N = 24) is added to

the raft, the raft collapses and passes through the interface.

2.4.2 Collapse and sinking at above a critical number of spheres

Previous calculations [33] had showed that, in a two-dimensional geometry, where the aspect ratio

t = a/�c accounts for the finite radius a of the particles and the capillary length �c = (γ/(ρw − ρo)g)
1/2,

the ratio D = (ρs− ρo)t/(ρw − ρo) determines whether a floating raft can grow arbitrarily large without

ever sinking (when D < Dmax), or eventually sink at above a critical particle number (when D > Dmax).

Here, g = 9.81 m/s2 is the acceleration due to gravity, and Dmax is the threshold density ratio. The

ratio D compares the depth of the interfacial deformation caused by the presence of the particles, to the

capillary length �c.

As described in more detail in a review by Vella [21], D < Dmax corresponds to the condition where

the relative density of the particles is so low that the addition of more particles would simply lower the

entire assembly, and the increase in hydrostatic pressure would accommodate the additional particles.

When D > Dmax, the relative density of the particles is sufficiently large that, at a critical number of

particles, the aggregate weight from all of the particles lowers the assembly by an amount that is greater

than the capillary length �c, which causes the assembly to sink.

13
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The inset in Fig. 2.3 (a) shows a plot of the three-dimensional system’s threshold density ratio Dmax

versus the interfacial tension γ. × and + indicates values obtained from experiments of raft and stack

configurations, respectively. For each value of interfacial tension γ, I systematically vary the sphere

radius a as I assemble interfacial rafts and stacks. I find that the threshold value Dmax ≈ 1 in all of my

three-dimensional raft and stack experiments.

I obtain this result by assuming that I attain an infinite raft or stack when I deplete my supply

of (more than 100) spheres, or when the cluster extends to the boundaries of the glass tank, without

triggering an instability and sinking. Notably, I observe similar values of the threshold density ratio

Dmax in both sphere raft and sphere stack experiments. My experimental value Dmax ≈ 1 is similar

to the previous calculation Dmax =
√
2, which was made for a two-dimensional geometry [33], and my

result agrees with Abkarian et al. [29], who found that axisymmetric monolayer particle rafts do not

sink when D << 1.

In the regime where D > Dmax, instability is initiated once the floating raft or stack reaches a

critical sphere number, N . Fig. 2.3 (a) shows a plot of the critical sphere number, N , versus individual

sphere radius, a. Solid symbols show data from raft experiments, and empty symbols reflect results

from stacking spheres on the oil-water interface. For each configuration, I also vary the liquid-liquid

interfacial tension, γ, to observe how the interfacial restoring energy affects the critical sphere number

N . Each data point on the plot is averaged from ten experiments, and error bars represent one standard

deviation.

I observe that the critical number of spheres N decreases monotonically with increasing sphere radius

a, and grows monotonically as the oil-water interfacial tension γ is increased. With sphere radius a and

interfacial tension γ fixed, clusters in the raft configuration tend to grow to a larger sphere number than

stacked clusters, before collapsing and sinking through the liquid-liquid interface.

Figs. 2.3 (b) and (c) show representative image sequences of collapsing rafts and stacks, respectively,

immediately after the onset of instability. Here the interfacial tension γ = 24.9 mN/m, and the sphere

radius a = 2.8 mm. The collapse initiates at the location of the critical sphere, and propagates to pull

in the surrounding spheres. As the cluster descends through the lower water phase, an interfacial neck

forms, becomes thinner, and eventually ruptures, while the cluster entrains a thin coating film of the
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Figure 2.3: Sphere rafts and stacks of different sizes are formed on an oil-water interface. The rafts and

stacks eventually collapse and sink through the interface when the cluster size reaches a critical sphere

number, N . (a) The critical sphere number N varies with changes in the sphere radius a, the oil-water

interfacial tension γ, and the deposition configuration (either raft or stack). I find that the cluster size N

grows monotonically with decreasing sphere size a, and with increasing interfacial tension γ. I also find

that spheres deposited into a monolayer raft configuration sinks through the interface as a larger cluster

than spheres stacked into a spheroidal stack. Error bars represent one standard deviation. The inset

shows the threshold ratio Dmax versus interfacial tension γ. × and + indicates values obtained from

experiments of raft and stack configurations, respectively. Image sequences of spheres with radius a = 2.8

mm, assembling into (b) rafts and (c) stacks on a liquid-liquid interface, with interfacial tension γ = 24.9

mN/m. At above the threshold density ratio Dmax, both particle rafts and stacks eventually collapse

and sink through the liquid-liquid interface. At low sphere numbers, (N < 10) both (d) rafts and (e)

stacks form similar spheroidal packing arrangements. At larger sphere numbers the packing geometry

can differ more significantly between (f) rafts and (g) stacks, although both retain an approximate

spheroidal shape. Scale bars represent 5 mm.
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upper oil phase. I anticipate that the coating film thickness will scale with the cluster passage speed,

since more rapid passage results in reduced time for the liquid to drain between the cluster and the

liquid-liquid interface. Additionally, both collapsed rafts (Fig. 2.3 (d)) and stacks (Fig. 2.3 (e)) feature

the same approximate spheroidal geometry.

Several recent studies have investigated the packing geometry of small hard sphere clusters resulting

from energy minimization [38, 39], such as clusters encapsulated in shrinking droplets [39]. I observe

that in my experiments collapsed sphere clusters often organize into predicted geometries (for example

Figs. 2.3 (d) and (e) form a pentagonal diamond [39]), however in some cases the clusters form packing

arrangements that are not energetically optimal (for example in Fig. 2.3 (c) the collapsed cluster with

N = 4 spheres forms a tetrahedron, but in Fig. 2.3 (b) it does not). I attribute this variation in the

cluster geometry to the asymmetrical confinement of the clusters by the liquid-liquid interface during

my experiments. For collapsed clusters with N > 10 spheres, the packing geometry of the spheres can

vary considerably, although collapsed clusters still maintain an approximate spheroidal shape (e.g. Figs.

2.3 (f) and (g)).

2.4.3 Different scaling laws for the critical size of particle rafts and stacks

To understand at what critical size a particle raft begins to sink, I adapt the generalized equations of

Archimedes’ principle by Keller [40], and mathematical arguments made by Vella et al. [32] to my multi-

sphere geometry (Fig. 2.1 (b) and (c)). I measure the particle Reynolds number Re, the dimensionless

ratio of inertia to viscous effects, and the particle Weber number We, the dimensionless ratio of inertia

to interfacial tension, and find that Re and We are both O(10−1). For this reason I neglect the effect

of inertia in my analysis. Keller has shown that the vertical component of the interfacial tension force

acting on a body floating at a fluid-fluid interface is equal to the weight of the fluid displaced my the

meniscus around the body [40]. Vella utilizes this principle and develops an expression for the balance

of the weight of a floating sphere at a fluid-fluid interface, to the restoring forces of interfacial tension

and buoyancy [32]. I adapt this expression for my multi-sphere raft geometry, such that,
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4

3
πNga3(ρs − ρo) = 2π�rγ sinψ sinφ + πNga3(ρw − ρo)

(
− h

�r
sin2 ψ +

2

3
− cosψ +

1

3
cos3 ψ

)
. (2.1)

Here, the particle raft characteristic length �r, the height of the interfacial inflection line above the

undeformed interface h, the angle of inclination of the interface at the inflection line φ, and the angular

position of the inflection line relative to the center of the particle raft ψ (see Fig. 2.1). The height h

and the angles φ and ψ are used to define the shape of the deformed liquid-liquid interface due to the

presence of a floating sphere.

The left side of (2.1) balances gravity acting on the entire raft to the restoring forces on the right:

force from interfacial tension (first term) and buoyancy force (second term). I note that the force from

interfacial tension scales with the circumference of the particle raft, and the buoyancy and gravity terms

are both based on the raft volume. I have added the critical sphere number N to the gravity and

buoyancy terms to account for multiple spheres at the liquid-liquid interface, and I use �r to calculate

the circumference of the raft. I also assume that the spheres only wet the oil phase, so that a three-phase

contact line is not present. This assumption is supported by my observations that, upon destabilization

and sinking, the nylon spheres become completely coated with a thin film of oil.

I approximate the raft characteristic length �r using the raft coverage area such that �2r ≈ Na2.

As a result, the raft characteristic length �r ≈ aN1/2 (Fig. 2.1 (b)). Then I define the Bond number

Bo = (ρs − ρo)ga
2/γ, the aspect ratio H = h/�r, and reorganize (2.1) to obtain,

N = αBo−2 + βBo−1, (2.2)

where the O(1) pre-factors,

α =
36 sin2 ψ sin2 φ

(2− 4D/t− 3 cosψ + cos3 ψ)2
and β =

9H2 sin4 ψ

(2− 4D/t− 3 cosψ + cosψ3)2
. (2.3)
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(a) (b)

Figure 2.4: Log-log plots of critical sphere number N versus Bond number Bo, giving two different

power laws for sphere raft and stack configurations. (a) The solid line shows that clusters assembled in a

raft configuration sink through the oil-water interface at a critical sphere number N = αBo−2+βBo−1.

(b) The dashed line shows that, when I stack spheres on the oil-water interface, the resulting critical

sphere number N = κBo−3/2.

These simplifications result in the scaling relationships, N ∝ Bo−2 when Bond number Bo is small (i.e.

restoring force dominated by interfacial tension), and N ∝ Bo−1 when Bond number Bo is large (i.e.

buoyancy effects important).

Fig. 2.4 (a) shows a log-log plot of the critical sphere number N versus the Bond number Bo in my

experiments based on a raft geometry (see inset schematic). By fitting once with α ≈ 3.5 and β ≈ 0.5 in

(2.2), I find an excellent agreement between the experiments and my model. I note that, over the range

of Bond numbers Bo in my experiments, interfacial tension plays a much more significant restoration role

than buoyancy effects: the model resembles N ∝ Bo−2 more closely than N ∝ Bo−1 in the scope of my

observations. The scaling N ∝ Bo−2 also appears in other related studies of interfacial raft formation

where buoyancy effects is neglected [8, 30], but my more generalized model (2.2) will be applicable in

higher ranges of the Bond number Bo, where buoyancy plays a more significant role than interfacial

tension.
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In the sphere stacking configuration, I use the stack volume �3s ≈ Na3 to extract the stack charac-

teristic length �s ≈ aN1/3 (see Fig. 2.1 (c)). Replacing �r in (2.1) with �s, and re-arranging as in (2.2),

I obtain the quadratic expression,

(N−1/3Bo−1/2)2 − 1

2

sinψ

sinφ
H(N−1/3Bo−1/2) +

1

sinψ sinφ

(
1

6
cos3 ψ − 1

2
cosψ − 2

3

D

t
+

1

3

)
= 0. (2.4)

The solution to (2.4) is in the form N−1/3Bo−1/2 = κ−1/3, where the O(1) pre-factor,

κ−1/3 =
1

24

1

sinψ sinφ
{3H − 3H cos 2ψ+ 2

[−6 (8− 16D/t− 9 cosψ + cos 3ψ) sinψ sinφ+ 9H2 sin4 ψ
]1/2}

.

(2.5)

Thus, the expression for the stacking geometry’s critical sphere number,

N = κBo−3/2. (2.6)

Notably, I find that in the stacking geometry, the critical sphere number, N ∝ Bo−3/2, for all values of

the Bond number Bo, regardless of whether interfacial tension or buoyancy dominates the restorative

force.

In Fig. 2.4 (b), I calculate κ ≈ 3.1 by ensuring that the stacking geometry’s model, N = κBo−3/2,

converges to the raft geometry’s expression, N = αBo−2 + βBo−1, when the critical sphere number

N = 1 (since the two modes of sphere deposition must be identical when there is just one sphere). The

data from my experiments show a good agreement with the stack scaling N = κBo−3/2.

I note that the stack data is biased towards the raft model at lower values of sphere number N , and

the deviation is more pronounced in experiments where the interfacial tension is higher; for example,

when γ = 24.9 and 18.5 mN/m, as indicated by empty circles and triangles, respectively, in Fig. 2.4 (b).
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I attribute this deviation to the tendency of stacks, at low sphere number (N < 4), to reorient into a

raft configuration (see for example the third frame of Fig. 2.3 (c)).

I interpret this observation by the following hypothesis. When a new sphere is stacked on top of a

forming sphere cluster, it may cause the cluster to rotate to a new equilibrium position, which occurs

over time teq. When the critical sphere is added, the cluster accelerates and passes through the oil-water

interface over time tγ . If the ratio of stabilization time teq to interface passage time tγ is greater than

unity, teq / tγ > 1 (i.e. passage occurs quickly) then the cluster will remain in the stack orientation as

it passes through the interface. However if teq / tγ < 1 (i.e. reorientation happens more rapidly than

passage), then the spheres will reorient into a raft, �s → �r, where �r > �s, consequently increasing the

interfacial tension contribution supporting the cluster, and preventing the cluster from sinking through

the interface.

This effect diminishes at higher sphere numbers, because there is a greater difference in the critical

sphere number between rafts and stacks. At higher sphere numbers, my experimental data clearly shows

that there is a distinctively different scaling of the critical sphere number N , for particle stacks compared

to rafts.

2.5 Conclusions

These experimental results and scaling analyses show that, at above the threshold density ratio Dmax,

floating self-assembled interfacial rafts and stacks will eventually collapse and sink when they reach a

critical size. The scaling dependence of the critical sphere number N on the Bond number Bo is distinct

between rafts and stacks: particle rafts collapse when the sphere number N = αBo−2+ βBo−1; particle

stacks follow the scaling for the sphere number, N = κBo−3/2.

This different scaling law for particle stacks may have important engineering implications in situations

where the floating assemblies on liquid-liquid interfaces are not monolayers. For example, a recent

publication shows the clustering and coating of self-assembled magnetic microparticles in microfluidics

[9]. Flow-focused microparticles assemble into clusters on the co-flowing interface between water and oil

in a multi-layered fashion. Thus, the size control of these microfluidic coated particle clusters may be
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determined by a power law similar to the one I show for particle stacks—albeit with a magnetic Bond

number to account for magnetic forces in the microfluidic system.
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Chapter 3

Microfluidic magnetic self-assembly

of microparticle clusters at an

aqueous two-phase liquid-liquid

interface

3.1 Abstract

I present a microfluidic system that self-assembles microparticles into clusters at an aqueous two-phase

liquid-liquid interface. The liquid-liquid interface is formed between converging flows of aqueous dextran

and polyethylene glycol in a microfluidic cross-slot device. I control the size of the self-assembled particle

clusters as they pass through the liquid-liquid interface by systematically varying the applied magnetic

field gradient and interfacial tension of the liquid-liquid interface. I observe rich assembly dynamics,

including the formation of particle clusters and magnetic chains. Upon cluster penetration across the

liquid-liquid interface, I find instances where the fluid coating drains away, and where the clusters are

completely encapsulated inside droplets. I find that the number of particles within a cluster increases

with increasing interfacial tension, and decreasing magnetic field gradient. Finally, I empirically observe

an inverse scaling of the number of particles within a cluster to the dimensionless magnetic Bond number.
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3.2 Introduction

The interface formed between immiscible liquid phases has numerous applications in microfluidic devices

[41, 42]. Liquid-liquid interfaces have been used for separation processes [43, 44], particle synthesis

techniques [45, 46], and are well-known for their use in self-assembly processes [47, 48].

Recently, microfluidic technologies have facilitated the fabrication and self-assembly of a variety of

particle clusters. For example, spherical particle clusters can be formed in evaporating drops [49], and

Janus particles formed with droplet microfluidics can be designed to self-assemble into highly repeatable

cluster geometries [50, 51].

In addition to self-assembly, forcing particles and particle clusters through a liquid-liquid interface

can be exploited to conformally coat the assemblies in a thin film of one of the two immisible fluid

phases [9, 10, 52]. For example, self-assembly and conformal coating of microparticle clusters has been

demonstrated on a co-flowing oil-water interface by Tsai et al. [9].

Despite recent interest in microfluidic self-assembly, there has not been a detailed study on the self-

assembly process and the parameters that govern the final cluster size. Here, I demonstrate controlled

self-assembly of paramagnetic microparticles on a liquid-liquid interface. Specifically, I control the num-

ber of particles within a particle cluster by systematically varying the strength of the applied magnetic

field gradient, and the interfacial tension of the liquid-liquid interface.

Passing microparticles through an interface via magnetic forcing is possible when the interface be-

tween the liquid phases has an ultra-low interfacial tension [53]. For oil-water systems, ultra-low in-

terfacial tension is achieved with the use of surfactants [9, 53]. However, surfactants have practical

limitations. For example, above the critical micelle concentration (CMC), additional surfactants do not

go to the interface to reduce the interfacial tension, but instead form micelles in the bulk fluid phase

[53].

Aqueous two-phase systems (ATPS) are formed by dissolving two incompatible polymers in water,

which phase separate above a critical dissolved polymer concentration. ATPS naturally have an ultra-

low interfacial tension, that can be tuned by adjusting the dissolved polymer concentration [13]. There

are numerous polymer combinations that exhibit this behavior, but the combination of PEG and DEX

24



CHAPTER 3. MAGNETIC MICROPARTICLE CLUSTERS 3.3. EXPERIMENTAL METHODS

is one of the most extensively studied.

Here, the ATPS liquid-liquid interface is formed in an extensional flow, between converging flows

of aqueous PEG and DEX. Extensional flows in the microfluidic cross-slot geometry have been used

primarily to study the dynamics of single polymer molecules [54], bulk polymer rheology [55, 56], and

the deformation of microcapsules in a flow field [57]. The stagnation point which is produced in this

type of flow can also be used as a hydrodynamic trap [58, 59]. Here, I use the extensional flow in the

microfluidic device to control the position of the liquid-liquid interface within the microchannel.

The main benefit of this self-assembly system is that the stagnation point, which forms on the liquid-

liquid interface as a result of the extensional flow, significantly reduces the speed of the fluid at the

interface, and thus reduces the drag force experienced by the microparticles during the self-assembly

process. Additionally, the extensional flow brings particles directly to the liquid-liquid interface, in

comparison to a co-flow self-assembly system where the particles must be magnetically forced through

the bulk fluid phase to reach the interface. Finally, the device forms a curved liquid-liquid interface,

which drives the self-assembly process toward the apex of the curved interface, and thus produces larger

cluster geometries than seen in the co-flow self-assembly geometry [9].

This chapter is organized as follows: I first report my experimental observations of the cross-flow

microchannel geometry, and the interaction of individual microparticles with the liquid-liquid interface.

I then present my observations of the self-assembly of microparticles, and their subsequent passage

through the liquid-liquid interface. In particular, I investigate the number of particles within the self-

assemblies, and whether they entrain fluid while passing through the liquid-liquid interface. I find that

the number of particles within a cluster increases with increasing interfacial tension, and also increases

when the strength of the magnetic field is decreased.

3.3 Experimental Methods

3.3.1 Chemical preparation

I prepare the ATPS by combining aqueous solutions of polyethylene glycol (PEG, Mw 35k, Sigma-

Aldrich, St. Louis, MO, USA) and dextran (DEX, Mw 500k, Pharmacosmos, Holbaek, Denmark). The
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Table 3.1: Composition of the eight dextran-polyethylene glycol ATPS b

ATPS PEG % DEX % ηp ηd γpd
(w/v) (w/v) (mPa·s) (mPa·s) (mN/m)

1 5.0 6.4 5.1 14.7 0.012
2 5.0 16.0 9.8 32.3 0.037
3 5.0 20.0 12.6 50.2 0.042
4 10.0 12.8 15.0 65.1 0.082
5 10.0 16.0 16.4 67.5 0.103
6 10.0 20.0 28.0 153.3 0.150
7 15.0 19.2 39.1 248.7 0.209
8 20.0 25.6 89.3 713.9 0.381
b ATPS number, PEG and DEX stock solution polymer weight fractions, and values of interfacial tension γpd,
are from Atefi et al. [13].

polymer concentration and fluid properties of the eight ATPS used in my experiments is summarized in

Table 3.1. The preparation procedure is based of the methodology of Atefi et al. [13].

For each ATPS, a pair of 100 mL stock solutions of PEG and DEX is prepared, where the stock

solutions consist of 5.0 - 20.0 % (w/v) PEG and 6.4 - 25.6 % (w/v) DEX, dissolved in deionized (DI)

water. Once completely mixed, each pair of PEG and DEX stock solutions are combined, vigorously

mixed, and left for >24 hours to completely separate. The high-density DEX-rich phase is then separated

from the low-density PEG-rich phase with syringes (BD Medical, Franklin Lakes, NJ, USA). I use a

glass viscometer to measure the DEX and PEG phase viscosities, ηd and ηp, respectively, and I use the

interfacial tensions, γpd, measured by Atefi et al. [13].

I use polystyrene paramagnetic microparticles that have radius a = 5μm (Sigma-Aldrich, St. Louis,

MO, USA) in my experiments. 100 μL of the stock microparticle solution (5% solid concentration) is

added to 1 mL of the DEX phase, and thoroughly mixed with a vortex mixer. The particle suspension

is then flash centrifuged in a conical vial, and the carrier liquid is removed with a pipette. The washed

microparticle pellet is then resuspended in 1 mL of DEX, and loaded into a 1 mL syringe for the

experiments.

3.3.2 Device fabrication

The microfluidic chip is fabricated with a layer of polydimethylsiloxane (PDMS, Sylgard 184, Dow

Corning, Midland, MI, USA), patterned with the standard soft lithography technique [60, 61]. The
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microchannel geometry is drawn with computer-aided design (CAD) software and printed onto a trans-

parency sheet (25,400 dpi, CAD/ART Services Inc., Bandon, OR, USA) to form a photomask. I spin-coat

SU-8 2025 negative photoresist (Microchem., Newton, MA) onto a 4-inch silicon wafer, and expose the

substrate to UV light through the photomask. After the silicon wafer is developed, the PDMS channels

are formed by pouring PDMS (10:1 prepolymer to curing agent) over the silicon wafer, which is then

cured in an oven, which produces a microchannel with a height h = 50 μm. The edge of the patterned

PDMS layer is trimmed with a straight razor (Personna, Verona, VA, USA), to allow the placement of

a permanent magnet in close proximity (<1 mm) to the cross-slot region of the microchannel. Inlet and

outlet holes are punched into the patterned PDMS layer with a 1 diameter mm biopsy punch (Integra

Miltex, Inc., Rietheim-Weilheim, Germany). The patterned PDMS layer is then permanently bonded

via oxygen plasma treatment (Harrick Plasma, Ithaca, NY, USA) to a glass cover slip (50 × 22 × 0.2

mm, Thermo Fisher Scientific Inc., MA, USA) with the cross-flow region of the PDMS layer placed at

the outside edge of the glass slide (see Figs. 3.1 (a) and (b)).

3.3.3 Experimental setup

A neodymium boron magnet (NdFeB, B22X0, K. J. Magnetics, Jamison, PA, USA) with magnetizaton

M ≈ 1.05 MA/m is used to provide the magnetic field gradient, and is placed in close proximity to the

cross-junction of the microchannel (Fig. 3.1 (b)). A 3D printed fixture is used to control the alignment

of the microfluidic chip and the permanent magnet. As seen in Figure 3.1 (b), the magnet is secured to

a glass slide to allow repeatable alignment of the magnet. The magnet is positioned such that the center

of the magnet face is aligned with the cross-flow region of the microchannel, to reduce the vertical and

lateral components of the magnetic field gradient.

The microparticle suspension and the two aqueous phases are pumped with syringe pumps (Harvard

Apparatus, Holliston, MA, USA), through polyethylene tubing (Instech Laboratories, Inc., PA, USA),

to the corresponding inlets of the microfluidic device. Syringes are interfaced with the tubing via blunt

needle syringe tips (Fishman Corporation, MA, USA). The syringe pump that controls the particle

suspension flow rate is positioned vertically above the microfluidic chip. This setup reduces variations

in the particle flux into the microfluidic device from particles sedimenting in the tubing. Additionally,
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Figure 3.1: (a) Schematic diagram of the microfluidic chip. A patterned layer of PDMS is plasma-bonded

to a glass cover slip. A permanent magnet is placed at the edge of the microfluidic chip to provide the

magnetic field. (b) Experimental set-up of the of microfluidic system with attached inlet and outlet

ports. The microfluidic chip and permanent magnet are aligned on a 3D printed fixture, where the face

of the magnet is centered on the cross-slot region of the microchannel. (c) Top view of the microchannel

system. Paramagnetic microparticles suspended in the DEX solution are injected into the channel, and

flow-focused by a DEX phase sheath flow. The total DEX phase flow converges with the PEG phase to

form a stable curved liquid-liquid interface in the cross-slot chamber. Arrows indicate the direction of

flow. (d) An expanded view of the cross-slot chamber shows the curved liquid-liquid interface formed

from converging PEG and DEX flows. Stagnation points, shown by the symbol × are formed at the apex

of the liquid-liquid interface, and at the throat of the cluster collection chamber. Particles that enter

the cross-slot chamber at the center of the DEX-rich flow reach the apex of the liquid-liquid interface,

and may pass through the interface into the PEG phase collection chamber.
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the microparticle suspension is remixed just prior to each experiment to ensure a homogeneous mixture.

Figure 3.1 (c) shows a top view of the mirochannels in the PDMS device. Paramagnetic microparticles

suspended in the DEX phase are injected into the microfluidic device, where they are flow-focused by a

DEX phase sheath flow. The flow focused DEX phase converges with the PEG phase in the cross-slot

chamber to form a stable liquid-liquid interface. The combined PEG and DEX phases then flow into

symmetrical outlets in an extensional flow, which stabilizes the liquid-liquid interface. Figure 3.1 (d)

shows a magnified schematic diagram of the microfluidic cross-slot, where particles suspended in the

DEX phase flow to the liquid-liquid interface. Stagnation points are formed at the apex of the liquid-

liquid interface, and at the throat of the collection chamber in the PEG T-junction (marked with × in

Figure 3.1 (d)).

The flow rate of the microparticle suspension and the DEX phase sheath flow are each set to 2μL/min,

for a total DEX phase flow rate Qd = 4 μL/min. The PEG phase flow rate is set to Qp = 2 μL/min,

and adjusted to maintain the distance between the apex of the liquid-liquid interface and the inner

chamber wall of 150 μm (see Fig 3.1 (d))). Due to the varied viscosity ratio of the PEG and DEX phases

for different ATPS compositions, small adjustments in the PEG flow rate (Qp = 1.8 - 4.4 μL/min) are

required to achieve the same interface location, �m, in the microfluidic cross-junction for each ATPS

composition.

Experimental images are captured by an inverted microscope (IX71, Olympus Corp., Tokyo, Japan)

with a 20x objective, and a high speed camera (Miro M110, Vision Research, Wayne, NJ, USA) at a

frame rate of 100 fps, and an exposure time of 1000μs. High resolution images are taken with a 50x

objective, at a frame rate of 200 fps, and an exposure time of 500μs. ImageJ is used for image processing

[62], where particle trajectory images were compiled with the minimum intensity Z-projection function

which saves the lowest pixel value (black = 0, white = 255), where the opaque particles appear black,

and the translucent PDMS and glass background appears white.
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3.4 Results and Discussion

3.4.1 Flow in the microfluidic cross-slot

Under flow conditions, a cross-slot microchannel geometry produces an extensional flow field, with a

stagnation point at the center of the converging flows [55, 56]. I utilize this type of extensional flow to

control the position of the liquid-liquid interface in my experiments. The two aqueous phases converge

in the cross-slot chamber to form the liquid-liquid interface, and results in a stagnation point at the

center of the liquid-liquid interface (see Fig. 3.1 (d)). The combined PEG and DEX phases then flow in

a co-flow configuration into the symmetrical side channels.

To facilitate the placement of a permanent magnet in close proximity (< 1 mm) to the liquid-liquid

interface, I modify the geometry of the inlets to the cross-slot chamber. Typical cross-slot channel

geometries are both horizontally and vertically symmetric [54, 55, 59, 63]. In my design, the PEG phase

inlet splits into two channels, and merges back into a single channel in a T-junction, prior to arriving

at the cross-slot junction (see Fig. 3.1 (c)). As a result of this T-junction, a second stagnation point

is formed at the throat of the PEG collection chamber [58], in addition to the stagnation point at the

center of the converging flows of PEG and DEX (see Fig. 3.1 (d)). I also expand the width of the

microchannel at the cross-slot junction, from 250 μm to �w = 750 μm at the junction. As a result of

the modified channel geometry, the liquid-liquid interface has a curved shape, with the stagnation point

located at the apex of the curved interface.

3.4.2 Single particles at the liquid-liquid interface

Microparticles suspended in the DEX phase flow with the bulk fluid into the cross-flow chamber. In the

absence of a magnetic field gradient, particles follow the fluid streamlines of the bulk fluid phase. As

shown in the schematic diagram of Fig. 3.1 (d), particles in the center of the DEX phase flow to the

liquid-liquid interface and reach a stagnation point, whereas particles which are not flow-focused to the

center will flow through the periphery of the cross-flow chamber to the side channels without reaching

the liquid-liquid interface. As a result of the stagnation point at the apex of the liquid-liquid interface,

and the increased cross-sectional area of the cross-slot chamber, I observe that microparticles that enter
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the cross-slot chamber slow down significantly as they approach the liquid-liquid interface. Still, without

the presence of a magnetic field gradient, the particle will be washed to one of the symmetric fluid outlets

due to hydrodynamic shear stresses from the moving fluid.

When I apply the magnetic field gradient, the paramagnetic particles flowing into the cross-flow

chamber will deflect from the bulk fluid streamlines towards the liquid-liquid interface. Microparticles

that reach the interface often become adsorbed into the interface, forming a three-phase contact line

between the two ATPS phases and the particle surface. This particle adsorption is characterized by the

“snap-in” effect, where the particle rapidly accelerates into the interface at the instant that the drainage

film ruptures and the three-phase contact line is formed [44]. Subsequently, these particles detach from

the interface, and pass into the PEG phase. This type of particle passage is analogous to the drainage

regime in the fluid mechanics literature [64, 65]. Figure 3.2 (a) shows an experimental image of a particle

passing through the interface in the drainage regime. The DEX fluid film between the particle and the

liquid-liquid interface completely drains away at t ≈ 0.2 s, where the 3-phase contact line is formed. The

particle subsequently detaches from the interface at t ≈ 1.15 s, and passes into the PEG phase. The

film drainage process is gradual, so I also observe instances where particles become adsorbed into the

liquid-liquid interface, and do not detach from the interface before being washed into one of the side

channels.

When the magnetic body force acting on the particle is sufficiently large that it overcomes the

restoring force from the liquid-liquid interface, the particle passes from the DEX phase, through the

liquid-liquid interface into the PEG phase, without becoming adsorbed into the interface. Particles that

pass through the liquid-liquid interface in this manner entrain a volume of the DEX phase as they pass

through the interface, which forms an interfacial tail behind the particle as it moves through the PEG

phase. This type of particle passage is analogous to the tailing regime in the fluid mechanics literature

[64, 65]. Figure 3.2 (b) shows an example of microparticle passing through the interface in the tailing

regime, where the particle entrains some of the DEX phase and forms the interfacial tail upon passing

through the liquid-liquid interface.
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t = 0 s t = 0.1 s t = 0.2 s t = 0.3 s t = 0.4 s t = 0.5 s

(a)

(b) 
t = 0 s t = 0.1 s t = 0.2 s t = 0.7 s t = 1.15 s t = 1.2 s

Figure 3.2: Experimental images of a single microparticle passing through the liquid-liquid interface in

the (a) drainage regime, where the DEX fluid film must completely drain away, before the particle is

able to pass through the interface. Here the 3-phase contact line forms at t = 0.2 s, where the particle

adsorbs into the interface. The particle detaches from the interface at t = 1.15 s, after which it passes

into the PEG phase. Here, interfacial tension γpd = 0.150 mN/m. In contrast, a single particle passing

through in the interface in the (b) tailing regime. As the particle approaches the liquid-liquid interface

it causes the interface to deform, but the particle is able to pass through the interface without forming a

3-phase contact line. As the particle continues into the PEG phase, it entrains some of the DEX phase

in an interfacial tail. Here, the interfacial tension γpd = 0.012 mN/m. Scale bar indicates 25μm.
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(a)                                                      (b)
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DEX

PEG

DEX

PEG

Figure 3.3: Experimental images of (a) the cross-flow chamber during the magnetic cluster self-assembly

process, (b) the particle trajectories during self-assembly. Scale bar indicates 250 μm. (c) A close-up

view of a microparticle cluster forming on the liquid-liquid interface, where the cluster with particle

number N = 9 is formed on an interface with interfacial tension γpd = 0.103 mN/m. Scale bar indicates

50 μm.

3.4.3 Self-assembly at the liquid-liquid interface

I observe that microparticles that reach the apex of the liquid-liquid interface self-assemble into clusters

due to the local magnetic field gradient provided by the permanent magnet. If the self-assembled particle

cluster is sufficiently large, it will pass through the liquid-liquid interface into the PEG phase. Figure 3.3

(a) shows an experimental image the cross-slot chamber during the extensional flow and self-assembly

process. Here, particles enter the chamber from the upper DEX inlet, and flow towards the liquid-liquid

interface. In this case the microparticles assemble into a cluster with particle number N = 8, which then

passes through the liquid-liquid interface into the PEG phase, and collects in the PEG phase collection

chamber.

Figure 3.3 (b) shows the trajectories of microparticles as they flow through the cross-slot chamber in

the presence of a magnetic field. Microparticles in the center of the DEX phase flow directly to the apex

of the liquid-liquid interface, where the particles are able to self-assemble into a cluster. Particles that

are further from the center of the channel when they enter the cross-slot chamber are deflected away

from the centerline by the bulk fluid flow, but are often still able to reach the liquid-liquid interface.
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Some of the particles that reach the interface will move towards the apex of the liquid-liquid interface

and will self-assemble, whereas the particles that reach the interface further from the stagnation point

will eventually flow with the bulk fluid to one of the symmetrical outlets. Figure 3.3 (c) shows time

series images of the particle cluster as it self-assembles on the liquid-liquid interface, and passes through

to the PEG phase.

3.4.4 Different types of self-assembled clusters

I observe rich self-assembly dynamics, due to the combination of the interfacial effects from the presence

of the liquid-liquid interface, magnetic effects from the magnetic field, and hydrodynamic forces from the

extensional flow field. I classify the types of self-assembly into the following three categories: individual

interfacial self-assembly, magnetic self-assembly, and combined interfacial self-assembly (see Fig. 3.4 (a),

(b), and (c), respectively). Individual interfacial self-assembly refers to clusters formed from individual

particles, which assemble exclusively on the liquid-liquid interface, prior to passing through the liquid-

liquid interface to the PEG phase (see Fig. 3.4 (a)). Magnetic assembly refers to particles that assemble

into a chain via dipole-dipole interactions prior to interaction with the interface, and pass through the

interface without any interaction with additional particles at the liquid-liquid interface (for example Fig.

3.4 (b)). Combined interfacial self-assembly also refers to the self-assembly of particles on the interface,

but it includes instances where particle chains are formed prior to the interface, and are assembled into

larger clusters at the liquid-liquid interface (see Fig. 3.4 (c)).

In all of my experiments, I observe that in a magnetic field, paramagnetic particles in close proximity

to each other (approximately one particle radius) are able to spontaneously align into chains, due to

dipole-dipole interactions. I observe this behavior most frequently with two individual particles aligning

into a doublet, but particle chains with a larger number of particles are also possible. I observe that

the formation of particle chains frequently occurs as particles enter the cross-slot chamber, due to the

decreased inter-particle distances as a result of the reduced particle speed, and the increased strength of

the magnetic field as the particles flow closer to the magnet.

If the liquid-liquid interfacial tension γpd is sufficiently low, microparticle chains formed prior to

the interface are able to pass directly though the interface in the tailing regime. As I gradually raise
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(a)                                                 (b)

(c)

t = 0 s         t = 0.80 s        t = 1.00 s        t = 1.05 s

t = 1.15 s        t = 1.25 s          t = 1.30 s         t = 3.00 s

t = 0 s      t = 0.25 s      t = 0.40 s     t = 0.50 s t = 0 s      t = 0.10 s    t = 0.30 s     t = 0.40 s

Figure 3.4: Experimental images of microparticle clusters passing through the liquid-liquid interface. I

differentiate between (a) individual interfacial self-assembly, where individual microparticles assemble at

the liquid-liquid interface, and (b) magnetic self-assembly, where individual microparticles assemble into

chains, via magnetic dipole-dipole interactions, prior to reaching the interface. Here, the liquid-liquid

interfacial tension γpd = 0.103 mN/m. (c) If the interfacial tension γpd is sufficiently large, I observe a

combination of interfacial and magnetic self-assembly, where small particle chains assemble into a larger

particle clusters at the liquid-liquid interface. I call this combined interfacial self-assembly. Here the

interfacial tension γpd = 0.209 mN/m. Scale bars indicate 25 μm.

the interfacial tension γpd, smaller particle chains, such as doublets, are not able to pass through the

interface. Instead, these chains self-assemble with other particles into larger clusters.

Figure 3.5 shows the frequency of magnetic self-assembly in comparison to interfacial self-assembly

(both individual and combined) for each combination of ATPS composition and magnet distance. Despite

the prevalence of dipole-dipole chain formation in my experiments, I observe that the liquid-liquid

interface plays a crucial role in the self-assembly of microparticle clusters. I observe the formation

of magnetic chains due to dipole-dipole interactions, prior to the liquid-liquid interface, in all of my

experiments. However, in most cases these chains are assembled via combined self-assembly into larger

particle clusters.

3.4.5 Controlling the size of self-assembled clusters

I form particle clusters on a liquid-liquid interface, and control the number of particles N within indi-

vidual clusters by systematically varying the location of the magnet �m, and by adjusting liquid-liquid
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Figure 3.5: Stacked bar graphs showing the percentage of each self-assembly type, versus magnet dis-

tance �m. Interfacial self-assembly and magnetic self-assembly are indicated by black and grey bars,

respectively, and white bars show instances where none of the self-assembled clusters were able to pass

through the interface. The results from each set of magnet distance �m and interfacial tension γpd are

from the 25 clusters which pass through the liquid-liquid interface.
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Figure 3.6: A plot of the cluster particle number N versus magnet position �m, where �m is the distance

between the magnet face and the apex of the liquid-liquid interface. The interfacial tension γpd of the

liquid-liquid interface is varied by adjusting the dissolved polymer concentration of the ATPS (summa-

rized in Table 1). I observe that particle number N increases with magnet distance �m, and also grows

with interfacial tension γpd. Error bars represent one standard deviation.

interfacial tension γpd. Figure 3.6 shows a plot of the cluster particle number N versus the magnet

distance �m for cases of interfacial self-assembly, produced from the same dataset as Figure 3.5, where

each point represents the average of the first 15 samples. Here I have included only clusters which were

formed with the influence of the liquid-liquid interface, that is both individual and combined interfacial

self-assembly, but not magnetic self-assembly. I observe that as I increase the magnet distance �m, which

reduces the strength of the magnetic field, a greater number of particles N is required to overcome the

interfacial tension energy barrier and pass through the interface. I also modify the interfacial tension

γpd of the liquid-liquid interface by adjusting the ATPS polymer concentration (see Table 3.1), to see

how this affects the self-assembly process. I observe an approximately monotonic trend of the cluster

particle number N with increasing magnet distance, and with increasing interfacial tension γpd.

I examine the competition of the magnetic body forces driving the self-assembly process, to the

viscous drag, and to the interfacial tension restoring forces. In my experiments I measure a maximum
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Reynolds number Re ≈ O(10−4), and thus I neglect the effects of inertia in my analysis. I first consider

the competition of the magnetic force Fm and the viscous drag Fd acting on a particle as it approaches

the liquid-liquid interface. Here the magnetic force is [53],

Fm = 4πa3μo
χ

χ+ 3
∇H2, (3.1)

where the magnetic field is H, the particle magnetic susceptibility χ is the dimensionless constant that

indicates the degree of the particle magnetization in response to an applied magnetic field, where χ ≈
10−3, and the permeability of free space μo = 1.257 ×10−6 m kg s−2 A−2. In addition I note that

(χ/χ+ 3) → χ for χ << 1. The viscous drag is,

Fd = −6πηdav, (3.2)

where v is the characteristic velocity of the microparticle. Here I consider the force balance on the

microparticle in the y-direction (see Fig. 3.1), prior to the interaction with the liquid-liquid interface,

where there is a balance between the magnetic force acting on the particle and the viscous drag, Fm +

Fd = 0. I non-dimensionalize the magnetic field Ĥ = H/M , the length scale ŷ = y/�m, and the

characteristic velocity v̂ = vy(�wh/Qd), and the force balance becomes,

0 = 4πa3μoχ
M2

�m

(∂Ĥ2

∂ŷ

)
− 6πηda

Qd
�wh

v̂y (3.3)

where ∂Ĥ2/∂ŷ and v̂y are O(1) terms. The competition of magnetism and viscosity acting on the

magnetic particle is thus a function of the Mason number Mn, the dimensionless ratio of viscous drag

to magnetic effects,

Mn =
ηdQd�m

a2M2χμoh�w
(3.4)

Furthermore, I examine the Capillary number Ca, the dimensionless ratio of viscous effects to surface

tension, where,
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Ca =
ηpQp
γpdh�w

(3.5)

In my experiments I observe that when the magnet distance �m is increased, a greater number of

particles N is required for a self-assembled cluster to pass through the liquid-liquid interface. Similarly,

when I increase the liquid-liquid interfacial tension γpd, a greater number of particles is required for the

cluster to pass through the interface. Thus I group these terms together to form a single dimensionless

parameter,

Ca ·Mn−1 =
Qpηp
Qdηd

a

�m

aM2χμo
γpd

, (3.6)

Figure 3.7 shows a log-log plot of the cluster particle number N versus the dimensionless term

(Qpηp/Qdηd)(a/�m)(aM
2χμo/γpd), for cases of interfacial self-assembly. Here, I have included points

where the average cluster size N > 1, that is where the presence of the interface causes particles to self-

assemble into clusters. I observe empirically that the number of particles N within a cluster is inversely

proportional to the dimensionless term (Qpηp/Qdηd)(a/�m)(aM
2χμo/γpd).

In addition, in my experiments as I increase the total polymer concentration of the ATPS solution,

I observe a decreased PEG:DEX viscosity ratio, ηp/ηd (See Table 3.1). In order to achieve the same

interface location in the cross-flow chamber, I correspondingly increase the flow rate ratio Qp/Qd. I

observe that the dimensionless ratio Qpηp/Qdηd ≈ 0.14 for all of my experiments. I thus treat the

dimensionless ratio Qpηp/Qdηd as a constant, and incorporate it into the prefactor κ′, where κ′ =

κQpηp/Qdηd. This reduces the dimensionless term to,

N = κ′
( a

�m

aM2χμo
γpd

)−1

= κ′(εBom)−1, (3.7)

where the prefactor κ′ ≈ 1.4. The solid line in Figure 3.7 indicates the model N = κ′(εBom)−1, where

I see a good agreement between the empirical model and my experimental results.
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Figure 3.7: Log-log plot of the cluster particle number N , against the ratio of the Capillary and Mason

numbers, Ca ·Mn−1. I observe empirically that the particle number scales as N = κ′(εBom)−1. Error

bars represent one standard deviation.

3.4.6 Coating microparticle clusters

I observe that in some situations, particle clusters which pass through the liquid-liquid interface entrain

a volume of the DEX phase as they pass into the PEG phase. Figure 3.8 shows a regime map of the

fluid entrainment for single particles, double particle chains, and triple particle chains. I plot each self-

assembly experiment on a log-log plot of Mason number Mn, versus the Capillary number Ca. Solid

circles represent the tailing regime, where particles pass through the interface and entrain some of the

DEX phase. Open circles represent the drainage regime, where particles are able to pass through the

interface, but all of the DEX phase drains away prior to the particles passing through the interface.

Crosses represent instances where particles are not able to pass through the interface.

Fig. 3.8 (a) shows the regime map for single particles which are forced through a liquid-liquid

interface. Here dashed lines indicate the approximate boundaries between the tailing and drainage

regime, and the drainage and no passage regime. If Mason number is large (i.e. there is a large magnetic

component), microparticles pass through the liquid-liquid interface without forming a 3-phase contact
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Single       Doublet      Triplet

(a)            (b)          (c)

Figure 3.8: Regime map for (a) single particles, (b) doublets, and (c) triplets. Here solid circles represent

the tailing regime, open circles indicate the drainage regime, and crosses indicate no passage. Marker

color corresponds to the value of interfacial tension. I observe that when the Mason number is small,

particles pass through the interface in the tailing regime, which is characterized entrainment of the DEX

phase with the particle cluster. When Mason number is large, particles pass though the interface in the

drainage regime, which is characterized by the complete drainage of the DEX phase liquid film from the

particle surface. Here, the particles are able to pass through the interface, but are not encapsulated in

a coating of the upper DEX phase. When the Mason number is very large, the particles are not able

to pass through the liquid-liquid interface. Dash lines indicate the approximate boundaries between the

tailing and drainage regimes, and the drainage and no passage regimes.
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line, and passes into the PEG phase while retaining a coating layer of DEX and forming an interfacial

tail. As the particle continues into the PEG phase, the interfacial tail thins and eventually ruptures.

As I reduce the Mason number, particles which reach the interface are adsorbed into the interface, and

form the 3-phase contact line. These particles are able to detach from the interface to pass into the PEG

phase, but do not become coated in the DEX phase.

Figure 3.8 (b) and (c) show the regime map for double particle chains and triple particle chains,

respectively. Similar to single particles, I observe that when Mason number is large, particle chains pass

through the liquid-liquid interface in the tailing regime, and entrain a volume of the DEX phase. In

the drainage regime, the DEX fluid layer completely drains away before the particles pass through the

interface. I note that near the boundary between the drainage regime and the tailing regime, particles

at the front chain will form a 3-phase contact line with the liquid-liquid interface, but the chain is able

to pass through the interface before the fluid around the chain completely drains away. As a result,

the chain does entrain a volume of the DEX phase, however is not completely encapsulated in the DEX

phase. Instead the particles are partially exposed to the PEG phase at the front of the chain.

For particle clusters with more than three particles, I observe that a volume of the DEX phase

becomes trapped in between the particles within the cluster, and is not able to completely drain away.

In some cases, due to the tendency of microparticles to become adsorbed into the liquid-liquid interface,

particle clusters are not perfectly conformally coated in the DEX fluid phase (see for example Fig 3.4 (c)

at t = 3.0 seconds). In these cases, the particles in the center of the cluster are encapsulated within the

DEX phase droplet, but the particles at the edge of the cluster may be partially exposed to the PEG

phase.

3.5 Conclusions

In this chapter, I have demonstrated the self-assembly of paramagnetic microparticles into clusters on a

liquid-liquid interface. I show that the number of particles within a cluster can be tuned by adjusting the

interfacial tension γpd of the liquid-liquid interface, or by adjusting the strength of the magnetic field. I

find that the number of particles N within a cluster scales empirically with κ′(εBom)−1. I also observe
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that in the small Mason number regime, particle clusters that pass through the liquid-liquid interface

entrain a volume of the DEX fluid phase. This system could be applied to form coated clusters of other

paramagnetic materials, but could be particularly well suited for forming clusters of magnetized cells.

This is due primarily to the natural biocompatability of the two aqueous phases, and the wide variety

of functionalized magnetic particles available.
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Chapter 4

Concluding Remarks

In this thesis I have studied the self-assembly of spherical particles on liquid-liquid interfaces. I have

found that the size of the self-assemblies when they pass through the interface can be controlled by

adjusting the liquid-liquid interfacial tension, or the magnitude of the body force acting on the self-

assembly.

In the millimeter length scale, I found that the number of particles within a cluster is proportional

to the dimensionless Bond number, which depends on the particle deposition geometry. I find particle

rafts collapse when the sphere number N = αBo−2 + βBo−1, and particle stacks sink at the sphere

number N = κBo−3/2. In the analogous microfluidic system, I control the size of the particles clusters

by controlling the strength of the magnetic field gradient, and the interfacial tension of the ATPS

liquid-liquid interface. I observe empirically that the number of particles within the cluster scales with

the inverse of the product of a small aspect ratio and the dimensionless magnetic Bond number, N =

κ′(εBom)−1.

I have developed a microfluidic self-assembly system with the motivation of using this technique for

the conformal coating of cells and cell clusters. In my microfluidic system, I have demonstrated the

self-assembly and coating of 10μm microparticles. Cells can be easily magnetized with a variety of

functionalized magnetic microparticles or nanoparticles, and forced through the liquid-liquid interface

in a similar manner.
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I have demonstrated the controlled self-assembly and coating of particle clusters, however polymer-

ization of the coating layer is an essential component of this system which needs to be explored. For

example, an ATPS consisting of photo-polymerizable polyethylene glycol diacrylate (PEGDA) and dex-

tran could be used, where the clusters become coated in a layer of PEGDA which is UV polymerized

downstream. Alternatively, an alginate coating layer could be formed, and polymerized via exposure to

calcium chloride.

Although functionalized magnetic particles are an extremely convenient method of forcing cells

through a liquid-liquid interface, residual cellular magnetism may not be desirable. Alternative forc-

ing techniques could also be employed to pass the cells through the liquid-liquid interface, without the

use of magnetism. For example, optical tweezers or acoustic waves could be used in place of a magnetic

field gradient.

Collection of the coated clusters is also an open question. In this magnetic self-assembly system

the clusters are collected in the PEG phase collection chamber, which is in the section of the cross-flow

chamber which is closest to the magnet face, and thus where the magnitude of the magnetic force is

strong in comparison to fluid shear forces. As a result, once the magnetic particle cluster reaches the

collection area, it is difficult to remove them without also removing the magnetic field gradient. As a

result, the above described coating system is not a continuous process, and at best would require two

stages; first self-assembly and coating with the magnet field gradient applied, then collection once the

magnetic field has been removed.

In addition to the variety of potential physical studies in this area, the long-term viability of cells

which undergo this coating process must also be studied. While it is well understood that a thinner

coating layer can improve the diffusion of molecules through the membrane, and thus the metabolic

activity of the coated cells, the longterm integrity of the coating layer must be evaluated in a biologically

active system. Despite these challenges, there have already been several promising studies on the viability

of encapsulated cells [16, 52, 66, 67], and microfluidic technologies continue to provide opportunities to

further improve the performance of this microencapsulation technique.
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Appendix A

Microfluidic generation of aqueous

two-phase system droplets by

controlled pulsating inlet pressures

A.1 Abstract

I present a technique that generates droplets using ultra-low interfacial tension aqueous two-phase sys-

tems. My method combines a classical microfluidic flow focusing geometry with precisely controlled

pulsating inlet pressure, to form monodisperse ATPS droplets. The DEX disperse phase enters through

the central inlet with variable on-off pressure cycles controlled by a pneumatic solenoid valve. The con-

tinuous phase PEG solution enters the flow focusing junction through the cross channels at a fixed flow

rate. The on-off cycles of the applied pressure, combined with the fixed flow rate cross flow, make it

possible for the ATPS jet to break up into droplets. I observe different droplet formation regimes with

changes in the applied pressure magnitude and timing, and the continuous phase flow rate. I also develop

a scaling model to predict the size of the generated droplets, and the experimental results show a good

quantitative agreement with my scaling model. Additionally, I demonstrate the potential for scaling-up

of the droplet production rate, with a simultaneous two-droplet generating geometry. I anticipate that

this simple and precise approach to making ATPS droplets will find utility in biological applications

where the all-biocompatibility of ATPS is desirable.
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A.2 Introduction

ATPS are formed by the mixture of incompatible polymer solutions, most commonly PEG and DEX

[68, 69]. Above a critical polymer concentration, the mixture separates into two distinct aqueous phases,

the lower density PEG-rich phase and the higher density DEX-rich phase [11, 70]. The phase separation

of ATPS is excellent for applications in protein separation and extraction [71, 72], cell partitioning

[73, 74, 75], bacterial and cell micropatterning [76], and DNA extraction [77, 78]. As a result of their

biocompatibility and selectivity, equilibrated ATPS phases are also useful for biological applications that

require multiple fluid phases.

In microfluidics, oil-water two-phase systems have been widely used to produce discrete monodisperse

droplets [79, 80, 81]. These systems typically employ hydrodynamically-controlled flow focusing geome-

tries to generate droplets, by exploiting the Rayleigh-Plateau instability of a central liquid jet within a

continuous outer phase fluid (either water-in-oil or oil-in-water). Due to the relatively high interfacial

tension (typical oil-water systems have interfacial tension γ = 1 − 20 mN m−1), the liquid jet breaks

up into small monodisperse droplets. The produced droplets vary in size from pico to nanoliters, and

are used in reaction applications [79], particle synthesis [82], high-throughput assays [83], and single cell

analysis [84]. However, to use these droplets in biological applications requires extensive post-processing

due to the toxic nature of the oil phase [85].

ATPS was recently introduced into microfluidic devices, and already demonstrates the benefits of

their biocompatibility, namely, in separating cells and proteins in a continuous manner [43, 86], in

encapsulating cells [87], and in biomolecule delivery [75], However, due to the ultra-low interfacial tension

of ATPS (typically γ = 0.1 − 100 μNm−1) [12, 13], most ATPS microfluidics experiments have been

limited to the manipulation of simple laminar flows. The ultra-low interfacial tension of ATPS makes

drop breakup in microchannels by the classical Rayleigh-Plateau instability difficult to achieve [88].

As a result, microfluidic ATPS droplet generation relies on application of external forcing. For

example, microfluidic ATPS droplet generation is possible by electrohydrodynamic perturbation of the

ATPS interface at a T-junction [89, 90]. Squeezing an ATPS jet to cause its breakup into droplets is

possible with mechanical forcing from an oscillating piezoelectric disk, embedded next to a microchannel
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[91, 92]. Lai et al. [93] also show monodisperse ATPS droplet formation with pin actuation in a rounded

multi-level microchannel. Additionally, ATPS droplets and double emulsions can be achieved in glass

capillary microfluidic devices, through controlled mechanical vibration of the flexible tubing that is

connected to the inner stream of the capillary [94, 95, 96].

Despite these approaches, generating ATPS droplets in microfluidics remains challenging. Namely,

none of the existing methods are based on direct control of the flow into the microchannel. Consequently,

there does not appear to be a simple way to modify the channel designs such that many monodisperse

droplets are produced at once.

Here, I present a simple, hydrodynamically-controlled system, for ATPS droplet generation in poly-

dimethylsiloxane (PDMS) based microfluidic channels. I modulate the hydrodynamics by combining

fluid inlets of oscillating pressure and constant flow rate. The disperse phase is injected into the inner

channel with a pulsating applied pressure that is controlled by a solenoid valve, and the continuous phase

enters the cross-flow inlet via a constant flow rate syringe pump. I experimentally obtain different drop

formation regimes, and tune the resulting droplet size as I vary the magnitude and the ‘on’ and ‘off’

times of the applied pressure, and the continuous phase flow rate. I also develop a simple scaling model

to predict the ATPS droplet sizes, and I find a good agreement with the experimental results. Finally, I

demonstrate the potential scale-up of my ATPS droplet generation approach, by simultaneously forming

double droplets with a single pressure source in a single microchannel.

The uniqueness of my approach lies in its simplicity: I use a conventional flow-focusing PDMS-glass

microfluidic device without any additional components, and the square-wave pulsating pressure that I

apply can be easily replicated by a commercially available pressure-controlled syringe pump (for example,

the Fluigent MFCS-EZ). I anticipate that this simple technique will help to democratize microfluidic

generation of monodisperse ATPS droplets.
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A.3 Experimental methods

A.3.1 Chemicals

I phase-separate an aqueous solution containing 10 % (w/v) polyethylene glycol (PEG, Mw 8,000, Sigma-

Aldrich, St. Louis, MI, USA) and 5 % (w/v) dextran (DEX, Mw 100,000, Sigma-Aldrich, St. Louis, MI,

USA) for 24 hours, into the upper PEG-rich phase and the lower DEX-rich phase. Once equilibrated,

I use syringes to isolate the two phases. I use a glass viscometer to measure the PEG-rich phase and

DEX-rich phase viscosities μP = 8.7 mPa s and μD = 99.8 mPa s, respectively, and I use reports in the

literature to estimate their ultra-low interfacial tension γ = O(10− 100) μN m−1 [97, 98].

A.3.2 Device fabrication

The microfluidic device is fabricated using standard soft lithography methods [60]. I draw the flow

focusing channel geometry with computer-aided design (CAD) software (AutoCAD 2010, Autodesk,

Inc., Dan Rafael, CA, USA) and print onto a transparency sheet (25,400 dpi, CAD/ART Services Inc.,

Bandon, OR, USA) to make the photomask. I spin-coat SU-8 2035 photoresist (Microchem., Newton,

MA USA) onto a 4 inch silicon wafer (University Water Inc., Boston, MA, USA) and then expose the

wafer to a UV light through the transparency photomask. After chemical development, the desired

microchannel pattern is formed on the silicon master.

To make PDMS-glass bonded channels, I pour a 10:1 ratio mixture of PDMS resin and curing agent

(Sylgard 184, Dow-Corning, Midland, MI, USA) onto the prepared silicon master, and cure it in an oven

for 2 hours. A biopsy punch (Integra Miltex, Inc., Rietheim-Weilheim, Germany) is used to create inlet

and outlet holes in the PDMS layer. I clean the PDMS sheet and a cover glass slide (Corning microscope

slides 75 × 25 mm, Sigma-Aldrich, St. Louis, MI, USA) by sonication in ethanol, and dry both with

nitrogen gas. After oxygen plasma treatment (Harrick Plasma, Ithaca, NY, USA), I bond the PDMS

layer and glass slide irreversibly.
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A.3.3 Experiment setup

ATPS droplets are generated by incorporating pulsating applied pressure and constant flow rates at

the system inlets (Fig. A.1 (a)). I load the DEX solution into a 250 μL pipette tip, and vertically

insert the tip into the inner stream inlet of the microfluidic device. A Tygon tubing (Saint-Gobian, La

Défense, Courbevoie, France) is interfaced with the other end of the pipette tip, and is used to transport

compressed air to the DEX solution, to inject the solution into the microchannel.

In Fig. A.1 (b), the DEX channel and downstream channel widths, w = 50 μm and wc = 150 μm,

respectively. The DEX channel length � = 5 mm, from the DEX inlet to the flow focusing junction. All

microchannels have height, h = 50μm.

A pressure regulator (Type 100LR, Control Air Inc., Amherst, NH, USA) is serially connected to a

three-way solenoid valve (Model 6014, Burkert, Germany), to continuously tune the on-off cycles of the

compressed air. The solenoid valve has a response time 10 - 20 ms. This setup is similar to experimental

systems used in stop-flow lithography [99]. I control the valve by a customized LabVIEW (National

Instruments, Austin, Texas, USA) program, and apply ‘on’ DEX inlet pressures Po = 21 or 42 kPa. The

PEG cross-flow is supplied via a constant flow rate syringe pump at flow rates Qo = 1 or 3 μL min−1

(Harvard Apparatus, Holliston, MA, USA).

Experimental images of ATPS droplets are captured using an inverted microscope (Axio Observer.A1,

Zeiss, Oberkochen, Germany) with an attached high speed camera (Vision Research, Wayne, NJ, USA).

The high speed camera operates at a frame rate of 500 fps and an exposure time of 1000μs. I use ImageJ

software to post-process the images and measure the size of droplets.

A.4 Results and discussion

A.4.1 Making ATPS droplets

I produce ATPS droplets in a flow focusing geometry, by application of a pulsating applied pressure to the

disperse phase inlet, and a constant flow rate to the continuous phase inlet. Fig. A.1 (b) shows that the

disperse DEX solution pressure P switches between ‘on’, P = Po, and ‘off’, P = 0. The corresponding
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Figure A.1: (a) Schematic diagram of ATPS droplet formation in a flow-focusing geometry. The DEX

solution is injected by an applied pressure and the PEG solution is introduced by a syringe pump. (b)

Droplet formation mechanism. A solenoid valve controls the on-off cycle of the applied pressure of the

DEX inlet, and the PEG is introduced at a constant flow rate. When the inlet pressure is applied, (c)

the pressure pushes the DEX solution into the cross-junction. With the inlet pressure off, (d) the DEX

solution breaks into drops by the constant flow rate of the PEG sheath flow. Scale bar 200μm.
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‘on’ and ‘off’ times are ton and toff , respectively. The continuous phase PEG is introduced at a constant

flow rate, Q = Qo, and enters via a single inlet which subsequently splits into the two sides of the cross

flow at the flow focusing junction (Fig. A.1 (b)).

During the pressure on-time ton, the applied pressure pushes the DEX phase into the junction (Fig.

A.1 (c)). Then when the applied pressure is ‘off’, the constant flow rate of the continuous PEG phase

shears a droplet off the DEX jet (Fig. A.1 (d)). This continued on-off modulation of the applied pressure

to the DEX phase, coupled with a constant flow rate of the outer PEG phase, enables generation of a

steady stream of monodisperse DEX droplets.

Such ATPS droplet formation would not be possible with conventional droplet-making microfluidic

flow focusing systems that apply constant flow rates for the disperse and continuous phases. Using a

conventional setup with an ultra-low interfacial tension ATPS, would result in a long and steady jet

of the disperse phase, which, in the absence of external forcing, will not break into droplets within the

length of the microchannel.

A.4.2 Different regimes of ATPS interfacial dynamics

To investigate the behavior of the ATPS interface at the flow focusing junction, I fix the DEX ‘on’

pressure Po and the PEG constant flow rate Qo, and sweep across a range of DEX pressure ‘on’ and ‘off’

times, ton and toff , respectively. Fig. A.2 (a) shows the phase diagram I obtain for the ATPS interfacial

dynamics at the junction of the microchannel system. Here, the DEX ‘on’ pressure Po = 21 kPa, and

the PEG outer flow rate Qo = 1μL min−1. I observe that the range of DEX pressure off-time toff , that

permits droplet generation (solid and empty diamonds), grows with increasing DEX pressure on-time

ton.

As shown in Fig. A.2 (a) and (b), a small DEX pressure ‘off’ time, toff < 100 ms, results in wide

DEX jets that have a large wavelength interfacial perturbation (see top-left image in Fig. A.2 (b)).

This deformation of the interface decreases downstream as the DEX-PEG interface stabilizes. A similar

behavior occurs at a higher DEX pressure ‘off’ time, 100 < toff < 300 ms, where the DEX jet is more

narrow and attains a similar interfacial perturbation (see middle-left image in Fig. A.2 (b)). In these

two regimes, the shear stress from the PEG sheath flow is insufficient to completely break up the DEX
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Figure A.2: (a) Phase diagram of ATPS interfacial dynamics in my microchannel. For this phase

diagram, the inner DEX stream ‘on’ pressure Po = 21 kPa and the outer PEG flow rate Qo = 1 μL

min−1. I sweep across a range of pressure-on and pressure-off times, ton and toff , respectively, to

investigate the resulting dynamics. Solid and empty diamonds correspond to regimes that allow for

ATPS droplet formation. (b) Representative images of flow patterns observed in the microchannel: wide

jets (solid triangles), narrow jets (empty triangles), downstream droplet formation (solid diamonds),

upstream droplet formation (empty diamonds), and DEX phase backflow (crosses). Scale bar 200 μm.
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jet into droplets.

Further increase of DEX pressure off-time, toff > 300 ms, causes the PEG sheath flow to push the

DEX jet into a neck (solid diamonds in Fig. A.2 (a) and (b)). Eventually, the neck ruptures and a drop

is formed upstream of the neck. This droplet generation regime is observed throughout a wide range of

DEX pressure on-time and off-time values, ton and toff , respectively. I note that in this regime, trailing

secondary drops are observed, and these drops follow the main droplet along the downstream channel.

Interestingly, I find a second droplet generation regime (empty diamonds) that is visually distinct

from the previous regime (solid diamonds). Namely, at higher values of DEX pressure off-time toff , I

observe that small droplets are formed in the DEX channel that is upstream of the flow focusing junction

(top-right image in Fig. A.2 (b)). In this regime, the extended period of zero pressure in the DEX inlet

causes a backflow of the disperse DEX phase and the continuous PEG phase into the upstream channel.

The pull-back of the DEX jet also results in the formation of a neck in the upstream channel, which

subsequently ruptures to form a DEX drop. The DEX droplet gets pushed into the flow focusing junction

when the DEX inlet pressure is finally ‘on’.

At even higher values of pressure ‘off’ time toff , none of the DEX phase enters the cross-junction.

Therefore, no droplets are generated in this regime (crosses in Fig A.2 (a) and bottom-right image of

Fig. A.2 (b)).

I also study how the droplet formation regimes change with the value of the DEX phase applied

pressure Po, and the PEG phase flow rate Qo. Fig. A.3 shows a phase diagram with four DEX and PEG

inlet combinations. Namely, the DEX phase ‘on’ pressure Po = 21 or 42 kPa, and the PEG phase flow

rate Qo = 1 or 3 μL min−1.

Across a range of pressure ‘on’ and ‘off’ times, ton and toff , respectively, I find that the drop-making

regime expands with increasing disperse phase applied pressure Po and decreasing continuous phase flow

rate Qo. This result is mainly due to the backflow of the DEX phase at higher values of the DEX

pressure ‘off’ time toff . At higher DEX phase applied pressure Po, the pressure ‘off’ time toff can be

longer without causing DEX phase backflow into the upstream channel. Lowering the continuous PEG

phase flow rate Qo also helps to prevent backflow of the DEX phase. Therefore, the combination that

achieves the largest droplet formation range is at a high DEX applied pressure Po = 42 kPa and a low

55



A.4. RESULTS AND DISCUSSION APPENDIX A. ATPS DROPLET GENERATION

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

1 3 5 7 9 11 13 15 17 19 21 23 25

42 kPa, 1 μL/min.

21 kPa, 1 μL/min.

42 kPa, 3 μL/min.

21 kPa, 3 μL/min.

(ms)

(m
s)

10             20            50             80            120

Figure A.3: Phase diagram of regimes that permit droplet generation. Here, I apply DEX ‘on’ pressures

Po = 21 or 42 kPa and PEG flow rates Qo = 1 or 3μL min−1, and sweep across a range of DEX pressure

‘on’ and ‘off’ times, ton and toff .

PEG flow rate Qo = 1μL min−1.

A.4.3 Elongated ATPS droplet shapes

In my system, the ultra-low ATPS interfacial tension (γ = O(10) μN m−1) results in a large capillary

number Ca = μPU/γ > 1, provided that the DEX applied pressure is ‘on’ and produces an average flow

speed U . As a result of the dominance of shear stress over interfacial tension, I observe that as the DEX

droplets move downstream in the channel, they form an elongated shape (Fig. A.4 (a)). This effect is

more pronounced in larger DEX droplets, and may be exploited in the future to, for example, quantify

the ultra-low interfacial tension of the ATPS solution, by measuring the aspect ratio of the elongated

droplets.

Unlike in conventional oil-water systems, in my ultra-low interfacial tension system, the shear stress

from the fluid flow is able to overcome the tendency of drops to minimize their interfacial area and form

spheres. A conventional oil-water emulsion would tend to expand to the sidewalls of the microchannel

or form spheres in the microchannel [100, 101, 102]. Here, as the drops flow into outlet reservoir, they

are no longer under shear stress from the flow, so the drops become spheres (Fig. A.4 (b)).
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a

b

Figure A.4: (a) Different size and shape of droplets downstream in the microchannel. Due to the

high capillary number in the flow, the droplets have elongated shapes. (b) The droplets become spheres

as they move into the outlet reservoir, where the flow slows dramatically and the drops are no longer

confined in the channel. Scale bar 200 μm.
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A.4.4 Controlling the size ATPS droplets

Figs. A.5 (a) and (b) show values of the resulting DEX droplet radius a, plotted against the DEX phase

inlet pressure ‘on’ time ton (Fig. A.5 (a)) and ‘off’ time toff (Fig. A.5 (b)). In Fig. A.5 (a) the ‘off’

time toff = 600 ms, and in Fig. A.5 (b) the ‘on’ time ton = 80 ms. Here, I use four combinations of the

DEX phase ‘on’ pressure Po = 21 or 42 kPa, and PEG phase constant flow rate Qo = 1 or 3μL min−1,

to obtain the experimental results, and I measure the radius of the drops at the microchannel reservoir

(Fig. A.4 (b)).

The plots (Figs. A.5 (a) and (b)) show monotonic increasing droplet radius a with longer DEX phase

pressure ‘on’ times ton, and shorter ‘off’ times toff . I also note that DEX phase drop radius a grows

with higher DEX phase applied pressure Po, and with lower PEG phase flow rate Qo. The droplets that

I produce range in size from a = 22 to 177 μm.

In the limit of higher values of the DEX phase pressure ‘on’ time (such that the transient ramp-up

time of the flow speed can be neglected), I note that the droplet volume is proportional to the product

of the resulting DEX phase flow rate QD and the ‘on’ time ton, and inversely proportional to the PEG

phase flow rate Qo and the DEX phase pressure ‘off’ time toff ,

( a
w

)3
∝ QD

Qo

ton
toff

, (A.1)

where, during the time when the DEX phase pressure is applied, the steady-state DEX phase flow

rate QD = U w h. Here, U is the average speed of the DEX phase. The Hele-Shaw type Stokes flow

relationship in the flow (x) direction,

∂P

∂x
≈ μD

∂2u

∂y2
, (A.2)
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Figure A.5: Plots of measured DEX droplet radius a versus the ‘on’ and ‘off’ times of the DEX phase

inlet pressure. I plot four different combinations of experimental conditions with the applied DEX

pressure Po = 21 or 42 kPa, and PEG flow rate Qo = 1 or 3μL min−1. (a) Drop radius a versus DEX

pressure ‘on’ time ton, while the ‘off’ time toff = 600 ms. (b) Drop radius a versus the DEX phase

pressure ‘off’ time toff , while the ‘on’ time ton = 80 ms.

59



A.4. RESULTS AND DISCUSSION APPENDIX A. ATPS DROPLET GENERATION

where u is the flow velocity, and y is the direction normal to the flow along the channel height (Fig. A.1

(a)). Eqn. (A.2) gives the scaling representation of the average flow speed U ,

U ∝ h2

�

Po
μD

. (A.3)

Substituting QD = U w h and Eqn. (A.3) into Eqn. (A.1), I obtain the scaling relationship for the

generated DEX droplet radius,

a

w
= κ

(
w h3

�

Po ton
μD Qo toff

)1/3

, (A.4)

which has the proportionality constant κ.

Eqn. (A.4) gives the prediction that DEX droplets will be larger with higher values of the applied

pressure, Po, and the time ton over which the pressure is ‘on’. The model also indicates that the radius

of the droplets will decrease with increasing continuous PEG phase flow rate, Qo, and the DEX phase

pressure ‘off’ time, toff . All of this is qualitatively consistent with my experimental observations (see

for example Figs. A.5 (a) and (b)).

Fig. A.6 is a log-log plot of the dimensionless DEX droplet radius a/w versus the dimensionless

parameter w h3 Po ton/� μD Qo toff . All of the experimental results from Figs. A.5 (a) and (b) collapses

onto a single curve, and display a good quantitative agreement with with my scaling model in Eqn.

(A.4). Namely, the experimental data reflect my predicted 1/3 power-law, and I obtain an empirical

value of the proportionality constant κ ≈ 0.53, by fitting my scaling model with the experimental data.

The agreement between my model and experiments indicates the utility of the model (Eqn. (A.4)) for

designing future microfluidic ATPS emulsion generation schemes.
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Figure A.6: Log-log plot of the ATPS droplet dimensionless radius a/w, versus the dimensionless param-

eter w h3 Po ton/� μD Qo toff . Experimental values from eight different combinations of flow conditions

are shown, and the results show a good agreement with the scaling model (solid line).

A.4.5 Scaling-up to simultaneous double droplet formation

One limitation of my ATPS droplet generation technique is that the production rate is typically O(0.1)−
O(1) droplets per second. This limitation arises because the DEX phase applied pressure ‘off’ time toff

has to be sufficiently long to enable DEX droplets to form (Fig. A.2 (a)). However, I may be able to

overcome this limitation by scaling-up my droplet production process.

Fig. A.7 shows a proof-of-concept scale-up of my microfluidic ATPS droplet generation technique.

Here, I take advantage of a parallel flow microfluidic setup [103, 104, 105], to design a multiplexed ATPS

droplet generator. I apply a single pressure source, Po at the DEX phase inlet. With a branched inlet

channel design, the DEX phase flows into the flow focusing junction from two channels. The continuous

phase PEG flows at a constant flow rate Qo, as before. 5 % (w/v) DEX and 40 % (w/v) PEG are

used for this experiment. The DEX phase (5 % (w/v)) is supplied with an ‘on’ pressure Po = 21 kPa.

Pressure ‘on’ and ‘off’ times ton = 70 ms and toff = 600 ms, respectively.

The image in Fig. A.7 shows the proof-of-concept of the scaling-up of my method. Since multiplexing

of a pressure-driven flow is possible with a parallel flow system, my pressure-assisted ATPS emulsion
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DEX

PEG

PEG

Figure A.7: Image of simultaneous multiple ATPS droplet formation in the microchannel. Two drops

are generated at the same time with a single pressure source. Here, the continuous PEG solution (40

% (w/v)) is flowed at 1 μL min−1, and the disperse DEX phase (5 % (w/v)) is injected with an ‘on’

pressure Po = 21 kPa. Pressure ‘on’ and ‘off’ times ton = 70 ms and toff = 600 ms, respectively. Scale

bar 200 μm.

making technique has the potential to scale-up massively via many parallel disperse phase channels. To

demonstrate this approach, a parallel integrated ATPS droplet generator is now under investigation in

my group, to more significantly increase the production rate of ATPS droplets.

A.5 Conclusions

I demonstrate a microfluidic ATPS droplet formation system that utilizes a pulsating applied pressure,

and hydrodynamic flow focusing. The on-off pressure cycles of the disperse DEX phase, in combination

with the constant flow rate continuous PEG phase, make it possible to controllably produce monodisperse

ATPS droplets in a flow focusing junction.

I experimentally observe different droplet formation regimes that depend on experimental parameters

such as the applied pressure magnitude Po, the continuous phase flow rate Qo, and the ‘on’ and ‘off’

times of the applied pressure ton and toff , respectively. I also produce droplets that vary by an order of

magnitude in volume, from O(10) pL to O(10) nL, and my simple scaling model captures quantitatively

the physics that determine the resulting droplet size. Finally, I show the proof-of-concept of the scaling-

up of my ATPS droplet making scheme, by multiplexing the formation of droplets in a parallel-flow
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system.

Our microfluidic platform offers a simple method to create monodisperse ATPS droplets. This setup

overcomes the challenges associated with the ultra-low interfacial tension of ATPS, by combining a

pulsating disperse phase pressure, and a constant continuous phase flow rate. This method is applicable

to on-demand drop formation applications [106, 107]. I also anticipate that this approach may have

utility in biological applications where the biocompatible nature of ATPS is desirable, for example, in

cell encapsulation [16], particle coating [9, 10], and drug delivery [108].
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