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Gestures are a fundamental part of human communication and are becoming a key component

of human-computer interaction. Traditionally, to teach computers to recognize specific ges-

tures, researchers have used a sensor, usually a camera, to collect large gesture datasets, which

are then classified and structured using machine learning techniques. Yet finding a way to con-

fidently differentiate between several gesture classes has proven to be rather difficult for those

working in the gesture recognition field.

To capture the samples of movements necessary to train gesture recognition systems, the first

step is to provide research participants with appropriate instructions. As collecting gesture data

is the crucial first step of creating a robust gesture dataset, this dissertation will examine the

modalities of instruction used in gesture recognition research to examine whether appropriate

directives are conveyed to research participants. These experiments will result in the creation

of a new dataset, the PJVA-20 dataset, comprised of 50 samples of 20 gesture classes sampled

from 6 participants.

After collecting the gesture samples of the PJVA-20 dataset, this dissertation will establish the

benchmark recognition system PJVA — chiefly comprised of AMFE, Polynomial Motion Ap-

proximation, and Principal Component Analysis (PCA) — to contribute to the gesture recogni-

tion literature in terms of novel gesture recognition algorithms that can achieve high speed and

accuracy results. This also involves examining studies in the gesture recognition literature to

determine which machine learning algorithms offer reliability, speed, and accuracy for solving

complex gesture recognition problems, as well as experimenting and testing the PJVA approach

against other researchers in the Computer Vision and Machine Learning fields.

In particular, the MSRC-12 research provides a benchmark point of comparison for research in

this field. To test the quality of samples on the PJVA-20 against the MSRC-12, a new method is

established for extracting motion feature vectors through a novel gesture recognition approach,

AMFE. This is tested by applying PJVA to extract and label gesture data from both the MSRC-

12 and PJVA-20 datasets.
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Chapter 1

Introduction

“How can I tell what I think till I see what I say?”

- E. M. Forster

Gestures are an essential aspect of body language and are used in everyday communications. In

fact, it would be nearly impossible to avoid making some kind of gesture when communicating

face-to-face with another person. Gestures can convey messages easily and seemingly word-

lessly. Gestures can represent a variety of different things, from abstract ideas and emotions to

representations of more tangible ideas, such as people, places, or things.

This leads us to the question: what actually defines a gesture?

Gestures, like letters and words, tend to represent just a piece of an idea; it is how those pieces

are arranged that defines some form of meaning. As such, with reference to scholars in the

gesture recognition field, I will define a gesture “as sequences of human skeletal body part

movements (represented as body part locations) and the associated meaning that needs to be

recognized by the system”. Gesture recognition research uses the joints of the human body to

anchor positional data of ‘configurations’ or ‘positions’ of a human body at particular points in

time. Researchers in the gesture recognition field can thus see the gesture sample as as a “3D

skeleton” comprised of the spatial relationships between human joints. The motion features

of a 3D skeleton moving over a time period can thus be interpreted as reliable patterns by

computers, and labeled as a particular “gesture class”.
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The research conducted for this dissertation has demonstrated that after determining the joint

positions of these 3D skeletons (henceforth known as Gesture Data Points, or GDPs), PJVA

can to be applied to the skeletal data to extract motion feature vectors, which has the potential

to improve the accuracy of gesture recognition algorithms.

1.1 Problem Statement

Finding a way to confidently differentiate between several gesture classes has proven to be

rather difficult for those working in the gesture recognition field. This dissertation will create

the benchmark recognition system, PJVA, to contribute to the gesture recognition literature in

terms of novel gesture recognition algorithms that can achieve high speed and accuracy results.

This involved finding studies in the gesture recognition literature to determine which studies

offer reliability, speed, and accuracy for solving complex gesture recognition problems.

I found that several researchers employed motion feature extraction algorithms to improve the

characterization of multiple gestures in the benchmark MSRC-12 dataset. Also, to classify the

resulting gesture data, researchers employed several machine learning techniques, including

Hidden Conditional Random Field (HCRF), Hidden Markov Model (HMM), SVM Classifica-

tion, and Random Forest (RF). Whereas many of these machine learning experiments split the

benchmark MSRC-12 into two separate datasets (MSRCa comprised of 6 iconic gestures, and

MSRC-12b comprised of 6 metaphoric gestures) for testing, this dissertation will test machine

learning algorithms on the full 12 class MSRC-12 dataset to create a more complex gesture

recognition problem.

In order to verify these experiments, this dissertation also involves creating a new dataset,

PJVA-20, which will be used to 1) test charades as a modality of instruction for creating a

dataset that is robust, in terms of comprising all movements necessary to recognize particular

gestures, and 2) has an appropriate level of coverage for the machine learning system to cope

with a wide array of users and their corresponding abilities. The same gesture recognition

and machine learning approaches applied to the MSRC-12 will be applied to the PJVA-20 for

comparative purposes.
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1.2 Motivation

Through approaches like machine learning, computers have the potential to successfully recog-

nize a gesture quicker and more accurately than a human being because they have the capacity

to sample the space with a camera faster than humans are capable of seeing.

Leveraging collected information about the position and orientation of joints during gestures

performed by humans, it is possible to employ artificial intelligence systems to learn from this

data and make predictions about unseen joint information (outside of the camera’s vision) and

the type of gesture that it most likely represents.

1.3 Application

A machine-based intelligence capable of detecting and categorizing different types of gestures

can be used to expand several essential industry sectors, such as electronic communication,

interactive entertainment, and security systems.

Gesture recognition can serve as an interactive tool in environments where keyboards, mice, or

vocal commands are not practical or possible. Gesture recognition also offers a non-invasive

solution for detecting the movements, gestures, and upcoming actions of an individual. For

example, as a future functionality, these systems could automatically detect a moment that

signifies someone is beginning to suffer from an injury (e.g., falls at home or in a public place

without a caregiver nearby).

For the first time, affecting both industry and academic research, gesture recognition software

has the capacity to be used to conduct real-time analytics on gestures.

1.4 Research Objectives

The three objectives of this research are:

3



i. I want to collect a gesture dataset of 20 human body gestures in order to generate robust

3D skeletal data for gesture recognition applications. This dataset is called the PJVA-20

dataset.

• To capture the necessary information, I will conduct a literature review in the fields

of Computer Vision and Machine Learning to find vision-based approaches for sam-

pling gestures. This will explore several studies in the literature for both hand and

full body gesture samples, to refine my technique for sampling gestures and apply-

ing gesture recognition techniques to extract static and motion feature vectors. This

will be explored in Section 2.2 on page 13.

• This objective is based on an analysis of several datasets in the literature, but in

particular the MSRC-12 dataset, which is a benchmark contribution in the field of

gesture recognition (see Section 2.5 on page 23). Thus, this dissertation is partially

focused on critiquing this dataset to improve upon its methodology in areas such

as the mode of instructions provided to research participants and the orientation

chosen for data extraction. This will be further explained in Section 2.5 on page

• The MSRC-12 dataset includes data from 30 people and is comprised of 20 three-

dimensional joints, captured for 12 different gesture classes. The participants were

60% male and 40% female, of which 93% were right-handed, the average height

was 5’8”, and the average age was 31. More details are provided in Chapter 2 on

page 11. 23.

• I have named this new dataset PJVA-20 after my gesture recognition algorithm ap-

proach, Principal Joint Variable Analysis (PJVA), which is used for gesture recog-

nition and machine learning applications. The “20” in PJVA-20 refers to the 20

gesture classes for which positional data has been collected, comprised of 50 sam-

ples of each class sampled from 6 participants. Participants included five men and

one woman between the ages of 20 to 30 years old with various body build types

(see Section 3.3 on page 52).

• The samples of the PJVA-20 dataset will be sourced from research participants who

are playing a game of charades, which differs from other datasets in the literature.

Charades has the potential to improve upon instructions consisting of text, video,
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and static images provided by the MSRC-12 research team. This comparison will

be further explained in Section 2.5.1 on page 29 and Section 3.3.1 on page 53.

ii. I want to create a novel PJVA technique comprised of several algorithms. PJVA is

chiefly comprised of AMFE, Polynomial Motion Approximation, and Principal Compo-

nent Analysis (PCA), and will be used to extract motion feature vectors from the MSRC-

12. The novelty of this technique will be shown particularly my in Anchored Motion

Feature Extraction (AMFE) technique, which reorients the extraction of motion feature

data from static gesture samples (sets of GDP values).

• I aim for this to create a new benchmark in this academic field, advancing the state-

of-the-art in motion feature extraction by changing the orientation of many gesture

recognition techniques, from the point-of-view of the camera to the centre hip joint

of the 3D skeleton generated from the gesture sample. This technique can be used

alongside other gesture recognition techniques, which will primarily be explored in

Section 4.4 on page 64.

• This objective will involve deleting extraneous data that may confuse the learning

algorithm, and compressing the data to increase the speed of the system to be prac-

tical in real time recognition applications. See Chapter 4 on page 58.

iii. I need to apply PJVA to the motion feature data for the MSRC-12 to categorize the gesture

samples appropriately and increase accuracy for gesture recognition applications.

• I aim for these results to establish PJVA as a benchmark in the literature in terms

of recognition accuracy on the MSRC-12. This is accomplished by capturing the

required gesture data, implementing a novel approach for extracting motion feature

data from these samples, and increasing accuracy by applying machine learning

algorithms to improve labelling of gesture classes. These results are described in

Chapter 5 on page 72.

iv. I will apply PJVA to the static feature data of the PJVA-20 dataset to demonstrate the

high quality of samples collected using charades as a modality for data capture.
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• The results of these tests will show the efficacy of charades for capturing gesture

samples. By achieving high results on static images alone — whereas the MSRC-

12 required the addition of motion feature vectors to increase accuracy — these

tests will show that charades and AMFE can capture subtle movements in gesture

samples, which can help the recognition system to differentiate between separate

gestures.

1.5 Contributions

The contributions of this research to the computer-based gesture recognition literature are the

following:

• Created, at the time of collection, the largest dataset of its kind for marker-less skeletal 3D

points, at 20 gesture classes. This database (PJVA-20) has many advantages in terms of

the quality of samples and the integrity of class labeling over the MSRC-12 (Microsoft

Research Cambridge 12) Kinect gesture data (see Section 3.4 on page 54), creating a

gesture recognition benchmark after achieving a 98.5% accuracy on static samples alone.

This dataset was designed to provide the system with more freedom of motion for partic-

ipants, encouraging more natural gestures in contrast to MSRC-12’s rigid and prescribed

gestures.

• Created a benchmark method for designing an effective instructional modality for re-

search participants by having research participants act out charades cards, and record

their own gestures without supervision. No other dataset enabled this type of freedom,

which served to prevent overfitting of the data and improve computational accuracy in

recognition. This technique overcame some issues in the MSRC-12, in which the instruc-

tions may have over-explained the gesture to the participant by providing static images

and video instructions that limited participants’ freedom of movement (see Section 2.6

on page 40).

• Created new method for extracting static and motion feature vectors through a novel an-

choring approach, AMFE. This is a foundational shift away from the current state of the
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literature and thus creates a benchmark in how to extract feature vector data from 3D

skeletal data for gesture recognition applications (see Section 4.2 on page 59). I con-

sider this technique the most significant contribution from this dissertation for creating a

system capable of real-time gesture recognition applications.

• Created PJVA as a benchmark in the literature in terms of feature extraction and recog-

nition accuracy. This has been tested by applying PJVA to analyze motion feature data

from the MSRC-12 (achieving a 81.49% accuracy result) and static feature data from the

PJVA-20 (achieving a 98.5% accuracy result) (see Chapter 5 on page 72). All results are

10-fold cross validated.

• Showed that a state-of-the-art gesture recognition system does not need to be built on

many samples of gestures. In fact, a smaller sample size in a dataset can be used very

effectively to achieve both high accuracy and recognition speeds, while avoiding over-

sampling (see Section 2.5 on page 23). When just considering pose, the PJVA approach

is capable of recognizing gestures at the speed of >600fps, while motion recognition is

fast enough for real time applications.

1.6 Thesis Structure

Here, I present an overview of the structure of this thesis and the topics discussed in the follow-

ing chapters.

Chapter 2: Literature Review Gesture Recognition Through a literature review, this chap-

ter lays out the considerations for designing gesture recognition systems that can capture, clas-

sify, and label gesture samples of research participants.

Chapter 2 is organized as follows. Section 2.2 on page 13 reviews the definitions of the word

‘gesture’ in the literature, which has guided subsequent studies into gesture recognition. Sec-

tion 2.3 on page 15 then discusses approaches to collecting gesture data in order to create

gesture samples for gesture recognition research. Section 2.4 on page 21 lists several datasets
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that have been developed in the gesture recognition literature. Section 2.5 on page 23 intro-

duces the benchmark dataset MSRC-12, discussing the instructions used to convey the gestures

to the research participants, as well as the techniques typically used for gesture recognition and

machine learning on this dataset. Section 2.6 on page 40 reviews the gesture recognition liter-

ature to find examples of other studies that use charades as a modality of instruction to collect

gesture samples.

Chapter 3: Experimental Design for Capturing Gesture Samples This chapter details the

steps required to design an experiment for capturing gesture samples using a depth camera.

Chapter 3 is organized as follows. Section 3.2 on page 46 outlines the initial considerations

for capturing gesture data from research participants using a depth camera and no trackers,

touching upon which type of camera and distance measurement techniques were used. Section

3.3 on page 52 discusses the approaches used for capturing gesture samples for the PJVA-20

dataset, focusing on the instructional modality of charades to compare to the methodology of

the MSRC-12. Section 3.4 on page 54 conducts a brief statistical comparison of the resulting

gesture data to consider whether using charades as a modality of instruction has created suitable

gesture samples for gesture recognition applications.

Chapter 4: PJVA Methodology: Extracting Motion Feature Vectors from MSRC-12 This

chapter outlines the experiments undertaken to build the novel vision-based approach for ges-

ture recognition, PJVA.

Chapter 4 is organized as follows. Section 4.2 on page 59 describes the novel gesture recogni-

tion technique, AMFE, which was created by reorienting the motion feature extraction process

to improve gesture recognition accuracy on most datasets. Section 4.3 on page 62 discusses the

calculations used to scale the resulting GDP data. Finally, Section 4.4 on page 64 outlines the

PJVA approach used to extract motion feature vectors from these scaled GDP values (chiefly

comprised of Polynomial Motion Approximation and Principal Component Analysis (PCA)).
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Chapter 5: Simulation Results and Discussion This chapter demonstrates the reliability

and high-accuracy of the PJVA machine learning approach on both the MSRC-12 dataset and

my PJVA-20 dataset.

Chapter 5 is organized as follows. Section 5.2 on page 74 presents the results of the PJVA ma-

chine learning approach on my PJVA-20 dataset, including tests of several algorithms including

SVM Poly (Section 5.2.1 on page 74), and SVM RBF (Section 5.2.2 on page 74), and Random

Forest (Section 5.2.3 on page 76). The high accuracy results of the RF algorithm ensured its use

in the final PJVA machine learning approach. These tests also demonstrate the high recognition

capabilities of the PJVA approach on static gestures, which has proven to be difficult on the

MSRC-12. Other machine learning approaches require the extraction of motion feature vec-

tors to capture subtle movements from gesture samples, to better differentiate between separate

gestures and improve recognition. PJVA, on the other hand, achieved a 98.5% accuracy on just

static gestures alone. This result primarily serves to demonstrate the quality of the samples

captured using charades as a modality of instruction.

Finally, Section 5.3 on page 81 presents the results of the PJVA machine learning approach on

the MSRC-12 dataset. By comparing these results to those of Zhang et al. [2] in particular,

which were the best results on the MSRC-12 at the time of testing, it can been seen that the

PJVA system has advanced the state-of-the art in gesture recognition.

Chapter 6: Conclusions and Future Work In this chapter, potential future directions for

this research are discussed and key contributions are summarized. The thesis is concluded

with a summary of the work completed to date, a discussion of the contribution to the gesture

recognition sector, and a call for action with next steps to pursue to advance this research.

Appendix A: Early PhD Research in Depth Based Hand Gesture Recognition This sec-

tion provides a brief summary of a collection of original experiments related to hand gesture

recognition using a homemade depth camera and infrared (IR) emitter. The approach applies

Fourier shape descriptors with SVM. These systematic experiments include my early research

into gesture recognition in the literature, particularly considering the limitations of database

creation and classification approaches.
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Appendix B: Potential for Alternative Inputs These are 3 alternative gesture based inputs,

the pointing display, the Gesture Studio mouse emulation, and anchored 3D buttons.

Appendix C: Gesture Studio Features This Appendix details all of the features of the Ges-

ture Studio software, including instructions for use and screen captures of the Gesture Studio

site and portal, which are primarily used by researchers and academics.

Appendix D: Gesture Studio Cloud Benchmark These are the benchmark results of Ges-

ture Studio Cloud training gestures for Minecraft, the PC video game. These gestures allow

the game to be played entirely through body gestures. The whole process, from recording the

gesture to playing the game, takes just under 12 minutes.
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Chapter 2

Literature Review Gesture Recognition

“Look wise, say nothing, and grunt. Speech was given to conceal thought.”

- Sir William Osler

2.1 Introduction

With the enormous growth in gesture recognition applications for mainstream use —– such as

gaming, security, and health care –— approaches for collecting accurate gesture data has be-

come increasingly more important. To solve gesture recognition problems, researchers must

collect data that contains examples of movements and their associated gesture label. Re-

searchers in this field typically use human subjects as research participants to generate datasets

used to train and test machine learning systems.

A little more than 40 years ago, Swedish psychologist Gunnar Johansson was the first researcher

to raise the possibility of recognizing gestures by deconstructing the motion of the human body

into features of gestures. He created an experiment that involved attaching small reflective

bulbs to the joints of a person dressed entirely in black and asking them to perform specific

movements inside a dark room (e.g., walking up the stairs and performing other gestures). By

recording these movements, Johansson captured footage containing gestures consisting of 10
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(A) (B)

FIGURE 2.1: This figure is from the ground-breaking experiment proposed by Johansson in
1973. Johansson measures and confirms that 150 ms is all it takes for the humans to register a
few moving dots as a moving person, demonstrating onlookers’ capacity to effectively connect

spatial and motion information to semantic concepts known as ‘gestures’

white bulbs moving against a black background, which was a clear enough image for onlookers

to recognize the shape as a human participant performing several recognizable gestures [3, 4].

This study demonstrated that 10 bulbs moving in space and 150 ms of viewing time were

enough for an observer to recognize that the dots of light are forming a human body, indicating

that the human brain has a highly specialized capacity for recognizing gestures from basic

movements. This research opened the door for other researchers to begin investigating the

possibilities of attaching sensors attached to the joints of the human body (GDPs) to create

robust gesture samples, enabling researchers to generate a virtual 3D skeleton of these GDPs to

track these gestures for gesture recognition. As such, Johansson is a forerunner of contemporary

techniques for sampling gestures for gesture recognition and computer learning.

The goal of capturing gesture samples from research participants is two-fold: to collect data

that is a) correct in terms of comprising all movements necessary to recognize a gesture, and b)

has an appropriate level of coverage for the machine learning system to cope with a wide array

of users and their corresponding abilities [5]. This means that there must be a) appropriate

examples of desired gestures (correctness) and b) the dataset must include common, desired

variants of the particular movements associated with the gestures (coverage). Achieving both

of these goals is important because the appropriate coverage ensures the resulting machine

learning system is representative of the target population (in this case, as many body types as

possible) while also determining the correct movements which “best match people’s common

stereotypes of the semantic concept associated with a gesture” [6].
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The rest of the chapter is organized as follows. Section 2.2 on page 13 reviews the defini-

tions of the word ‘gesture’ in the literature, which has guided subsequent studies into gesture

recognition. Section 2.3 on page 15 will then discuss approaches to collecting gesture data

in order to create gesture samples for gesture recognition research. Section 2.4 on page 21

lists several datasets that have been developed in the gesture recognition literature. Section

2.5 on page 23 introduces the benchmark dataset MSRC-12, discussing the instructions used

to convey the gestures to the research participants, as well as the techniques typically used for

gesture recognition and machine learning on this dataset Section 2.6 on page 40 reviews the

gesture recognition literature to find other examples of other studies that use charades as a data

gathering modality.

2.2 Definition of a Gesture in the Literature

Several academic researchers have put forward definitions of the human gesture, which are

relevant for designing gesture recognition systems capable of extracting human motion features

from gestures samples.

Figure 2.2 shows Kendon’s Gesture Continuum [7], which was an early step to understand-

ing and describing the nature of the human gesture. Kendon defined five types of gesture, as

follows:

1. Gesticulation represents the unprompted actions of the hands and arms which accompany

speech.

2. Language-like gestures are movements that are part of speech, and replace spoken words

or phrases.

3. Pantomimes are gestures that portray actions or objects, and may or may not be associated

with speech.

4. Emblems are culturally specific gestures, such as a “thumbs up” for “good,” or holding

up the index and middle fingers in a “V” for victory (during World War II) or peace (since

the 1970s).
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FIGURE 2.2: Kendon’s Gesture Continuum

5. Sign language is a formalized language system which uses manual communication, body

language, and lip patterns instead of sound to convey meaning.

As we move to the right in 2.2, the accompaniment of speech with gesture is reduced, impul-

siveness decreases, and language properties and social guidelines increase.

Going into further depth in the classification of gestures, McNeill demarcates four sub-types of

gesticulation [8, 9], as follows:

1. The “iconic” type represents figurative gestures that depict features of the action, object,

or event that is being described. For example, when trying to describe a missing object,

often people will say “Have you seen this thing?” followed by an action that physically

indicates the object’s size.

2. The “metaphoric” type represents familiar metaphor, rather than describing the action,

object, or event directly. For example, when you let someone in ahead of you, you would

move your hand outward while rolling your wrist, or wave them in.

3. The “beat” is a brief, unformed gesture that is usually related to the stressing of a word.

For example, when someone is emphasising a question, they might extend both hands in

a quick chop.

4. The “deictic” is a gesture that involves pointing at a person or object in relevance to space

or time. For example, when you need a tissue you could just point to the box just out of

reach.

McNeill’s efforts to sub-categorize gesticulation proved to be a foundational contribution to the

future of gesture recognition literature. A seminal paper in the gesture recognition field, written

by Fothergill et al. [5], used these ‘iconic’ and ‘metaphoric’ classifications when building the

MSRC-12 dataset, in order to train computers how to distinguish between different types of

gestures.
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2.3 Capturing Skeletal Data to Create Gesture Samples

Methods for capturing skeletal data to create gesture samples has been explored extensively in

the Computer Vision literature, using both tracker and visual processing methods to capture data

from a research participant. Vision-based approaches to data capture aim to provide an accuracy

as close as possible to tracker-based approaches, yet several difficulties with this approach

remain such as effectively separating the participant from the environment and acquiring a 3D

image of the participant from a 2D image.

2.3.1 Tracker-Based Approaches for Data Capture

Since the inception of gesture recognition technology, data sampling has been accomplished by

using trackers, sensors, and even special gloves worn by the research participant.

“Trackers” are any type of device that is mounted or attached to a research participant to monitor

his/her gestures, and can be considered a transmissive approach to gesture recognition. Trackers

are most commonly used in the film industry because they provide a very accurate description

of body movement. There are many types of trackers available — in the gesture recognition

literature, optic trackers (Figure 6.4) as used by Kawashima et al. [10], transmissive trackers

[11] [12], and colour trackers [13] are most commonly used, which have a higher degree of

accuracy and also allowing for detailed 3D texture tracking [14] (see 2.3a for an example of

passive trackers in a real world application).

Researchers and developers have also made use of ultrasonic trackers, e.g., Brandl et al. [15]

uses these types of transmissive trackers to accurately locate the two points of a pen. When a

research participant wears ultrasonic transmitters connected to critical joints of the body area,

stationary ultrasonic receivers combined can position the transmitters in three dimensions to

obtain real time gesture data. By increasing the number of transmitters attached to the gesturer,

one can obtain higher accuracy results.

Tracking visual markers requires multiple cameras and a fixed capture area, because the cam-

eras are stationary. For instance, three or more markers are required to collect 3D data with
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high accuracy, e.g., to capture rotational movements. There are four types of optical marker

available:

1. Passive Markers: A passive marker is coated with a retro-reflective material that allows

light near the camera lens to be reflected back. Adjusting the camera’s sensitivity allows

most cameras to narrow the viewable footage to just bright markers, ignoring skin and

clothing altogether. Centroids of each marker are estimated in a two-dimensional image.

Greyscale values of each pixel can provide sub-pixel precision.

2. Active Markers: An active marker is made from LEDs. Triangulation of markers is

achieved by illuminating one LED at a time very quickly. Multiple LEDs can be illu-

minated simultaneously; however, a complex software is required to identify the relative

position of each marker. Unlike passive markers, the LEDs do not reflect light; rather

they are powered to generate the necessary amount of light. This type of system is bet-

ter suited for larger capture areas, since the LEDs can generate light that is visible from

greater distances than passive markers. However, identifying each marker requires addi-

tional processing.

3. Time Modulated Active Markers: A Time Modulated Active Marker uses a quicker

method of strobing a single marker or, when considering multiple markers, the markers

are tracked over time. By modulating the pulse width, the marker ID can be identified.

LEDs are connected to onboard processing and are wirelessly synchronized. The benefit

of these markers is that unlike passive markers, they can be applied outdoors.

4. Semi-Passive Imperceptible Markers: This system uses photosensitive marker tags to

decode the optical signals. By using photo-sensors, the tags can calculate illumination,

location, orientation, and reflectance.

The hands are a critical part of the human body to map, since they are very expressive and are

used for many important gestures. To fully capture hand motion using trackers, a data glove,

fitting over the hand and embedded with sensors, can faithfully record all the movements of

the fingers and wrist. There are many benefits to using this approach: it is easy to use, no

line-of-sight is required, and it generates high-quality data. The drawbacks are that the glove
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(A) Illustration of motion capture system from
markers to point cloud, to model, to rendered avatar

(B) Face gesture tracking with markers, Angelina
Jolie from the 2007 film Beowulf

FIGURE 2.3: Example of passive markers used on a motion capture suit

is intrusive and awkward to use, calibration can be difficult, and if the glove is tethered it can

reduce range.

Despite these drawbacks, many experiments have used data gloves to create complex gesture-

based interfaces. Zhang et al. [16] captured data on hand gestures through multi-channel

surface electromyogram (EMG) sensors and a 3D accelerometer. For a set of 18 different

gestures, each trained with 10 repetitions, the average recognition accuracy was about 91.7%

in real applications. In another study, Chen et al. [17] used only a 2D accelerometer in addition

to EMG and found between a 5% to 10% improvement in recognition.

Another technique in the literature is to use the accelerometer in a Nintendo Wii remote, which

can be synced to gesture recognition software to track movement and record gestures. Most

of these papers use this technology to train new gestures and store them in a database, but one

paper notably applied reflective stickers to a user’s fingers to make the IR from the Wii remote

reflect [18].

Though each type of tracker has a different approach, the idea is consistently the same: if you

can model the gesture in 3D, you can identify and categorize it, enabling a computer to learn to

recognize these gestures.

17



(A) Camera Input Image (B) Tiny Image

(C) Nearest Neighbours (D) Nearest Pose

FIGURE 2.4: Hand pose recognition from Wang, based on nearest neighbour calculation, which
inspired the gesture recognition approach for PJVA

2.3.2 Vision-Based Approaches for Data Capture

For vision-based approaches for data capture, the biggest limitation is that gestures are complex

and require 3D data that is very complicated to extract from a 2D image.

One possibility for addressing this is to approach the hand gesture problem by creating a 3D vir-

tual model of the human hand and attempting to keep that synchronized with a high frequency

multi-camera system. For instance, Downton et al. [19] created a system that tracks limbs

through an “articulated generalized cylindrical human model,” which shows promising results

in dynamic gesture recognition. Although they only used a single monochrome camera, gesture

recognition was accomplished through a perspective projection of the cylindrical model. The

output of this system was kinematic specifications of the joints similar to those generated by

the MSRC-12 and PJVA-20, which in this case were used for sign language analysis.

18



Furthermore, Lee [20] used a 3D hand skeleton model with 27 degrees of freedom. He used

five restrictions on the human hand kinematics, creating constraints to help narrow the search

space and localize results. In his experiments making a 3D hand skeleton model, Kuch [21]

also employed six constraints, allowing for 26 degrees of freedom. The system was adapted to

specific users and would extract motion feature vectors out of a long sequence of single-camera

images, which is a similar technique to that used by PJVA (see Section 3.2 on page 46).

It is also quite common to see marked glove gesture recognition systems in the literature. Breuer

et al. [22] describe a system that employs an IR time-of-flight range camera with the speed of

up to 15 fps to measure 3D-surface points captured from the user’s hand. The measured data is

transformed into a cloud of 3D-points after depth keying and suppression of camera noise by

median filtering is completed. The system has 7 degrees of freedom which can further be used

to generate a classifier for gloveless hand tracking using raw depth data after applying a simple

background segmentation algorithm.

When creating gesture recognition systems, it is important to make the systems as unobtrusive

as possible so that people actually want to use them. Brandl et al. [15] has developed a gesture

recognition system that can be seamless enough for daily use. Using a rear-projection setup that

combines high-resolution pen tracking with simple hand gesture recognition for zooming and

moving images, the group claims 1mm accuracy. The system can track multiple users within

the camera range by using 8 industrial-grade IR cameras (4 behind the user, 4 in front of the

user).

Of particular interest to the present study are Wang’s 2008 [47] and 2009 [13] papers, in which

he describes a system that can reconstruct the pose of a hand from single frames of the hand

wearing a specially made multi-coloured glove (20 patches with 10 unique colours). His work

is important to this dissertation as someone conducting breakthrough research using an image-

based “anchored” approach, as opposed to orienting the algorithm using the distance between

the camera and the glove (see Section 4.2 on page 59 for an analysis of these orientations).

The focus of the work was to provide more positions of freedom for the hand over other the

cutting-edge techniques of the time. The glove’s design is sufficiently distinctive that the pose

of the hand is reliably distinguishable in a single frame. According to Wang, the use of a colour

glove was inspired by advances in cloth motion capture, where dense patterns of coloured
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markers enable precise capturing of deformations [14, 50, 51]. Wang collected a set of 18,000

finger configurations using the Cyber-glove II hand motion capture system. The image of each

hand pose was indexed as a tiny (40X40) rasterized image (see Figure 2.4). This was done to

speed up the system’s searching time and to make each pose representable by a standardized

description.

For calculating nearest neighbours —– which is a calculation used to model the distance, shape,

and depth of the hand —– Wang used an approach similar to how Hausdorff distance [52],

which measures how far two subsets of a metric space are from each other. Wang took the

average of two divergences when calculating a “symmetrical” neighbour’s distance: one diver-

gence from the database to the query and one divergence from the query to the database. In

Wang’s approach, the camera was geometrically calibrated by establishing a ground plane (e.g.,

a desk’s surface) for successful data captures.

Wang’s “anchoring” approach for calculating nearest neighbours had a significant influence on

this dissertation. I validated that this calculation can be used to calculate nearest neighbours

without the coloured glove, which is not required to accurately capture robust gesture data.

This research in particular was a motivating force for advancing the state-of-the-art in gesture

recognition, as it demonstrated the potential for the creation of a novel, high-accuracy motion

extraction approach (AMFE) to recognize a gesture in as low as a single frame, without using

trackers whatsoever (see Section 4.2 on page 59).

2.4 Gesture Datasets in the Literature

The following is a list of several gesture datasets in the literature. The most relevant dataset to

this study, the benchmark MSRC-12, will be introduced and analyzed further into the Literature

Review in Section 2.5 on page 23.

The KTH dataset [69]. This dataset contains video of six types of human actions (walking,

jogging, running, boxing, hand waving, and hand clapping) performed multiple times by 25

subjects in four different scenarios: outdoors (s1), outdoors with scale variation (s2), outdoors

with different clothes (s3), and indoors (s4). 2.5 shows examples of the dataset. The dataset
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s1

Walking Jogging Running Boxing Hand waving Hand clapping

                                                                        

s2

                                                                        

s3

                                                                        

s4

Figure 2. Action database (available on request): examples of sequences corresponding to different types of actions and scenarios.

the spatial resolution of 160× 120 pixels and have a length
of four seconds in average. To the best of our knowledge,
this is the largest video database with sequences of human
actions taken over different scenarios.

All sequences were divided with respect to the subjects
into a training set (8 persons), a validation set (8 persons)
and a test set (9 persons). The classifiers were trained on
a training set while the validation set was used to optimize
the parameters of each method. The presented recognition
results were obtained on the test set.

4.2. Methods

We compare results of combining three different repre-
sentations and two classifiers. The representations are i) lo-
cal features described by spatio-temporal jets l (2) of order
four (LF), ii) 128-bin histograms of local features (HistLF),
see Section 2 and iii) marginalized histograms of normal-
ized spatio-temporal gradients (HistSTG) computed at 4
temporal scales of a temporal pyramid [15]. In the latest
approach we only used image points with temporal deriva-
tive higher than some threshold which value was optimized
on the validation set.

For the classification we use i) SVM with either lo-
cal feature kernel [13] in combination with LF or SVM
with χ2 kernel for classifying histogram-based representa-
tions HistLF and HistSTG, ii) nearest neighbor classifica-
tion (NNC) in combination with with HistLF and HistSTG.

4.3. Results

Figure 3(top) shows recognition rates for all of the meth-
ods. To analyze the influence of different scenarios we
performed training on different subsets of {s1}, {s1, s4},
{s1, s3, s4} and {s1, s2, s3, s4}. It follows that LF with
local SVM gives the best performance for all training sets
while the performance of all methods increases with the
number of scenarios used for training. Concerning his-
togram representations, SVM outperforms NNC as ex-
pected, while HistLF gives a slightly better performance
than HistSTG.

Figure 3(bottom) shows confusion matrices obtained
with LF+SVM method. As can be seen, there is a clear sep-
aration between leg actions and arm actions. The most of
confusion occurs between jogging and running sequences
as well as between boxing and hand clapping sequences.
We observed similar structure for all other methods as well.

Scenario with scale variations (s2) is the most difficult
one for all methods. Recognition rates and the confusion
matrix when testing on s2 only are shown in Figure 3(right).

4.4. Matching of local features

A necessary requirement for action recognition using the
local feature kernel in Equation (5) is the match between
corresponding features in different sequences. Figure 4
presents a few pairs of matched features for different se-
quences with human actions. The pairs correspond to fea-
tures with jet descriptors ljh and ljk selected by maximizing

FIGURE 2.5: The KTH dataset includes a video database of 6 gestures preformed in 4 different
environments

contains 2391 sequences which were taken on homogeneous backgrounds with a traditional

video camera capable of 25fps. The dataset was downsampled to the spatial resolution of 160

by 120 pixels and each action has an average length of four seconds.

The Weizmann dataset [70]. This dataset contains 10 walking gestures: normal walking,

walking in a skirt, carrying a briefcase, limping, occluded legs, knees up, walking with a dog,

sleepwalking, swinging a bag, and occluded by a pole. See 2.6 for examples of these gestures.

The IXMAS dataset [71]. The dataset is sampled using 5 camera angles, and contains 11

types of full body gestures: check watch, cross arms, scratch head, sit down, get up, turn around,

walk, wave hand, punch, kick, and pick up. See Figure 2.7 for examples of these gestures.

2.5 MSRC-12 Benchmark Dataset

The MSRC-12 research conducted by Fothergill et al. [5] is a study that developed a bench-

mark dataset in the gesture recognition literature. In their own words, this dataset “consists of

sequences of human skeletal body part movements (represented as body part locations) and the
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(A) Input Sequence (B) Foreground mask (C) Solution of Poisson eq.

(D) Space-Time “Saliency” (E) Measure of “Plateness” (F) Measure of “Stickness”

FIGURE 2.6: Walking Sample from the Weizmann dataset

associated meaning that needs to be recognized by the system” [5]. The present study will refer

to this skeletal body as a “3D skeleton” that represents the positions of the joints of the human

body as these joints move throughout the performance of a gesture.

The MSRC-12 dataset includes data from 30 people and is comprised of 20 three-dimensional

joints, captured for 12 different gesture classes. The participants were 60% male and 40%

female, of which 93% were right-handed, the average height was 5’8”, and the average age
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FIGURE 2.7: IXMAS dataset includes 11 actions, performed by 10 actors.

was 31. The data in the MSRC-12 dataset was captured using the Kinect camera, which offers

researchers the saved values for each GDP on a tracked 3D skeleton. This allows researchers to

obtain positional data from the gesture, known as motion feature vectors, using the positional

relations between GDPs.

Research participants were asked to stand and face a 30” LCD TV with a Kinect sensor in front

of it. “When they indicated they were ready, the first gesture’s instructions appeared on the

screen in a PowerPoint slideshow. At the top of each slide, the application category (e.g. music
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player) and gesture outcome were displayed. . . and below that the instruction was placed using

the appropriate modality. . . Questions were not addressed by the experimenter and instead the

participants were told to ‘do what they wanted’ ” [1]. Data begins to be recorded as a research

participant walks into position, just before beginning the instructed gesture. The recordings

are not trimmed, and also include the person walking out of camera view after the gesture is

performed.

Fothergill et al. divided the gestures of this dataset into two categories, which are based on

McNeill’s categories of gesticulation: “The first is iconic gestures —– those that imbue a cor-

respondence between the gesture and the reference. The second was metaphoric gestures —–

those that represent an abstract content” [5]. In other words, iconic gestures are recognized

easily by most people, representing an action that a participant could typically perform with a

familiar motion, e.g., ‘crouch,’ ‘shoot with a pistol,’ ‘kick to attack,’ etc. Metaphoric gestures

are abstract so often require further explanation, e.g., ‘wind up the music’ or ‘protest the music,’

for which any number of gestures could apply.

Fothergill et al. divided the 12 gestures classes of the MSRC-12 dataset into two separate

categories, MSRC-12a comprised of 6 iconic gestures classes and MSRC-12b comprised of

6 metaphoric gesture classes. The iconic gestures are meant for a user to play a first person

shooter game, and the metaphoric gestures are meant to convey instructions to a music player.

See Table 3.1 for a list of all the statistics of the data collected in the MSRC-12.

However, although all gestures in the benchmark MSRC-12 are categorized and labelled by

Fothergill et al., in some cases the label does not represent the actions performed (i.e., right

push sometimes is done with the left hand, or in some other cases with an entirely different

gesture). In fact, one other case –— “G11\_Beat\_both” sample, ID 40 –— is actually a kick

gesture, which is a critical miscategorization. These observations are corroborated by Gomes

et al. [72].

Such miscategorizations in the MSRC-12 is one of the reasons why I experimented with a

different modality of instruction, gesture sampling approaches, and gesture recognition tech-

niques. Sampling with charades and using PJVA can help to avoid system errors (see Section
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Gesture Outcome Descriptive Text Static Images
Crouch or hide Squat down or crouch

Shoot with a pis-
tol

Stretching your arms
out in front of you and
holding your hands to-
gether to form a pis-
tol, make a recoil move-
ment

Throw an object
such as a grenade

Using your right arm,
make an overarm
throwing movement

Change weapon Reach over your left
shoulder with your
right hand and then
bring both hands in
front of your body
as if you are holding
something

Kick to attack an
enemy

Karate kick forwards
with your right leg

Put on night vi-
sion googles to
change the game
mode

Bring your hands up to
your eyes as if they were
googles

TABLE 2.3: MSRC-12 Iconic Gestures for first-person shooter application.

3.2) on page 46, as I will demonstrate when testing on the resulting PJVA-20 dataset to deter-

mine whether the machine learning results in the literature would achieve higher accuracy on

more suitable gesture samples for gesture recognition applications.
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2.5.1 Modality of Instruction for Capturing Gesture Samples

To source the samples of movements necessary to train gesture recognition systems, the first

step is to provide research participants with appropriate instructions. These instructions can be

comprised of several different semiotic modalities including text, images, video, and different

combinations of these modalities

Yet there is little work in the Human-Computer Interaction (HCI) and Computer Vision (CV)

literature on the problem of how to design these instructions to specify which movements need

to be performed by research participants for accurate gesture recognition. Fothergill et al. have

stated that “there has been no study of what biases are introduced by different modalities on

correctness and coverage” [5]. Many researchers simply apply machine learning algorithms to

existing datasets. Most do not even consider the important question: “what is the most appro-

priate semiotic modality of instructions for conveying to research participants the movements

that the system developer needs them to perform” [5]. As collecting gesture data is the cru-

cial first step of creating a robust gesture dataset, this requires more examination to ensure that

appropriate directives are conveyed to research participants.

To effectively convey information to research participants, Fothergill et al. provided partici-

pants with “three familiar, easy-to-prepare instruction modalities and their combinations that

did not require the participant to have any sophisticated knowledge: (1) descriptive text break-

ing down the performance kinematics, (2) an ordered series of static images of a person per-

forming the gesture with arrows annotating as appropriate, (3) video (dynamic images) of a

person performing the gesture” [5]. Beyond these three modalities, Fothergill et al. added two

new combinations to include (4) Images+Text and (5) Video+Text.

To assess which modality was superior to convey instructions to research participants, Fothergill

et al. tested for the intra-modality generalization performance of all of these modalities, “ob-

tain[ing] five F-scores, one for each modality, and each being an average over all 10 repetitive

repetitions and 12 gestures” [5]. To analyze this data, Fothergill et al. compared the F-scores

from 10 runs with one-way, between-subjects ANOVAs between the five conditions: Text, Im-

ages, Video, Images+Text, and Video+Text.
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Although Fothergill et al. did not find a strong statistical difference between these instructional

modalities for generating suitable data, they did discover that the instructional modality that

provided the most information to research participants —– Video+Text –— yielded slightly less

sense of freedom of movement than Images+Text. Importantly, they also found that “in terms

of capturing natural variation less information was optimal” and that allowing participants to

feel more free in their choices helps generate desirable coverage and “may instill confidence

that encourages more controlled improvisation” [5].

This finding is corroborated by a review of the interviews conducted following the Fothergill

et al. study. After collecting data for the MSRC-12, two preliminary questionnaires were used

followed by an open-ended interview. The questionnaires consisted of 11 questions regarding

each participant’s perception of his/her performance as well as four final questions asking the

participants to rank their ability to perform each gesture on a Likert scale.

Participants generally related that the videos were the clearest modality for providing instruc-

tions; however, participants also explained that video footage and static image were not neces-

sary for understanding the iconic gestures, since they felt it was fairly obvious what was being

requested of them due to common experiences in the real world.

Also, when the discussion turned to enabling more freedom for the research participant to per-

form the gesture as they saw fit, the participants generally agreed that less information allowed

them more freedom to effectively perform metaphoric gestures. This is primarily a reaction to

the use of videos as an instructional modality, which is perhaps too prescriptive by showing the

participant exactly what to do, whereas other modalities such as text are more open to inter-

pretation. As such, the text approach may create samples that provide better coverage for the

gesture recognition system.

Additionally, in the interest of keeping instructions open to interpretation, I believe that the in-

structions should only consist of 1-2 words, i.e., just the semantic concept without any further

instruction. I believe the use of descriptive text in the MSRC-12 is only necessary for clari-

fying some metaphoric gestures (e.g., the ‘Protest the Music’ gesture outcome for Fothergill

et al.’s music player application, for which the required actions are not immediately obvious).

However, even in the metaphoric category of the MSRC-12, there are some gestures that do not
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require such prescriptive instructions (e.g., ‘Take a bow to end the session,’ which is a com-

mon, fairly obvious gesture that would not need extra instructions—in fact, this may limit the

coverage of the resulting data).

2.5.2 Extracting Motion Features from MSRC-12 Static Gesture Samples

A set of GDPs is a single frame of a gesture sample, representing a static pose of a gesture,

which can be enough data for accurate gesture recognition. As such, motion feature extrac-

tion is not always necessary for gesture recognition applications; however, similar poses can be

present in multiple static gestures and can thus confuse classification algorithms when discern-

ing between different gesture classes. For example, with static gesture data alone, a gesture

recognition system would be unable to distinguish between a rotating limb moving clockwise

and counterclockwise, because both gestures share identical poses. Thus, when creating a ges-

ture recognition system, extracting motion features can increase accuracy by tracking subtle

features that differentiate between similar gesture classes.

A study by Zhang et al. [2] demonstrates the process for extracting motion features from the

MSRC-12 using CMFE. In the original MSRC-12 dataset, each frame of gestures is recorded

as the absolute position of 20 joints (GDPs) of the human body in xyz-coordinates —– 60 data

total per frame. In order to extract informative motion feature vectors from these coordinates,

according to Zhang et al., four kinds of factors can be considered as the possible components

of a motion feature vector:

• 3 xyz-coordinates per joint (60 total)

• 3 xyz-velocities per joint (60 total)

• 35 joint angles

• 35 joint angular velocities

To clarify the definition of these terms, I will provide the following explanation from Zhang et

al.: “The xyz-velocities are straightforwardly defined as the difference between xyz coordinates
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Figure 1: Fothergill 2012 Experiment Process 

  

 
Figure 1: Zhang SVM Learning approach 

 

 
Figure 2: Zhang Random Forest Learning approach 
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FIGURE 2.8: Fothergill et al. 2012 Experiment Process

of corresponding joints between each pair of adjacent frames. The joint angle is simply the

angle between the two segments on either side of the joint. . . [and] the joint angular velocity

is the rate of change of joint angle, which is computed by the difference of the corresponding

joint angle in each pair of adjacent frames” [2].

Table 2.5 shows the relationship between different features and accuracy. It shows that, among

single features, joint angle has the highest accuracy; and from double features, the combination

of xyz-velocity and joint angle has the highest accuracy; and of triple features, xyz-velocity,

joint angle, and joint angular velocity have the highest overall accuracy. The joint angular

velocity is the rate of change of joint angle, which is computed by the difference of the corre-

sponding joint angle in each pair of adjacent frames.

Feature in Use Feature Fixed Accuracy Real Proportion

1 φ 40.3794% 149/369

2 φ 23.5772% 87/369

3 φ 65.3117% 241/369

4 φ 23.5772% 87/369

3 + 1 3 56.6396% 209/369

3 + 2 3 73.9837% 273/369

3 + 4 3 57.4526% 212/369

3 + 2 + 4 3 + 2 79.4038% 293/369

3 + 2 + 1 3 + 2 63.4146% 234/369

3 + 2 + 4 + 1 3 + 2 + 4 63.4146% 233/369

* 1 is xyz position, 2 is xyz velocity, 3 is joint angle, 4 is joint angular velocity.

1

TABLE 2.5: Zhang feature class selection, where 4 different type of gesture feature are com-
pared separately and in combination with each other.

In this equation, the data captured from the Kinect is oriented relative to the research partic-

ipant’s distance from the camera. This technique —– henceforth known as ‘camera motion

feature extraction’ (CMFE) —– captures the motion features of a gesture sample by “placing

an imaginary joint in (0, 0, 0) in world coordinates,” which creates an artificial 21st joint to
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orient the motion feature extraction process [2]. However, I discovered that this orientation

can become problematic for subsequent machine learning. To improve the calculation for ex-

tracting motion feature data, I developed a normalization technique called AMFE relative to a

single joint on the human body: the centre of the waistline (see Figure 4.4). This technique is

an entirely new perspective for motion feature extraction.

After applying AMFE, Principal Component Analysis (PCA) can be used for dimensionality

reduction, in order to transform a linear projection of high dimensional data into a low dimen-

sional subspace, such that the variance of the projected data is maximum and the least square

reconstruction error is minimized [73] [74]. When testing on the MSRC-12 dataset, I will make

use of PCA and polynomial approximation to reduce the dimensions of the skeletal gesture data

into eigenvectors to improve both the speed and accuracy of gesture recognition applications

(see 4.4).

2.5.3 Machine Learning Algorithms on the MSRC-12

To classify and label the resulting motion features extracted from gesture samples, researchers

can apply machine learning algorithms such as HMMs [75],[76],[48],[77],[78],[79],[80],[73],

[81], Bayesian networks, dynamic time warping [82],[83],[84], [85],[86],[85], and/or a self-

organizing map (SOM) [11] to design dynamic gesture recognition systems that can extract

and categorize motion feature vector data for gesture recognition.

I will focus on four machine learning techniques that have been used to categorize motion

feature vectors from the MSRC-12 dataset for machine learning: Hidden Conditional Random

Field (HCRF), Hidden Markov Model (HMM), SVM Classification, and Random Forest (RF).

2.5.4 Hidden Conditional Random Field (HCRF)

Song et al. [87] conducted a study to test an HCRF algorithm on the MSRC-12 dataset. Instead

of testing for all classes simultaneously, they divided the MSRC-12 into two 6-class problems,

MSRC-12a (Iconic) and MSRC-12b (Metaphoric).
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They evaluated the “distribution-sensitive prior” for learning with imbalanced data, comparing

it to three baseline methods: (a) learning with imbalanced data without using the distribution-

sensitive prior (k = 0), (b) learning with balanced data with random undersampling, and (c)

random oversampling. Song et al. studied how sensitive the classification performance is to

the degree k of the distribution-sensitive prior. They used the α = 1 version of the datasets

to simulate highly imbalanced data. In their methodology, Song et al. varied the degree k =

[00.512] of distribution-sensitive prior, where k = 0 means no distribution-sensitive prior was

used.

Song et al. set the number of samples per class as the minimum (and the maximum) of Ny
′ ’s,

and discarded (and duplicated) samples at random to create an even sample distribution. Song

et al. validated the two hyper parameters of Hidden Conditional Random Field (HCRF): the

cardinality of the latent variables |H| = [6810] and the L2 regularization factor σ2 = [110100].

They then selected, for each split and for each k, the optimal hyper parameter values based on

the F1 score on the validation split. Song and colleagues performed 5-fold cross validation, and

the L-BFGS optimization solver was set to terminate after 500 iterations. Figure 2.9 shows the

results of their study on the two 6-class classification problems of the MSRC-12. On the MSRC-

12a dataset of iconic gestures, they achieved results between 76-80%, and on the MSRC-12b,

they achieved lower results of 56-58.5% accuracy.

As their results on the MSRC-12b were lower than the results of other studies, which achieved

higher accuracy results using algorithms such as SVM and RF, further testing on the MSRC-12

using HCRF was deemed outside the scope of this study.

2.5.5 Naïve Bayes and Hidden Markov Model

Another study, Gomes et al. [72], used Naïve Bayes and a Hidden Markov Model (HMM) as

a machine learning algorithm to test on the MSRC-12 dataset for gesture recognition, selecting

this dataset because it contained a wider range of different people and different gestures when

compared to other existing datasets. 60% of the data was used for training, 20% for validation

of training data, and the remaining 20% for testing. Gomes et al. used motion feature vector

data to train their HMM, assigning one HMM per action class (i.e., actions such as ‘kick’,
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FIGURE 2.9: Results from Song 6-Class MSRC-12 Experiments where the mean F1 scores as

a function of k was obtained

‘bow’, etc.). With this approach, they have configured the classification system so that “each

state of the HMMs corresponds to different keyframes of the gesture (e.g. knee bending) plus

an idle state. An observation will be the vector of real valued features that [they] extracted, and

an observation sequence will be a gesture performance” [72]. After training an HMM for each

class, Gomes et al. were able to create a classifier with all 12 HMMs (corresponding to the 12

gesture classes of the MSRC-12 dataset, 6 iconic and 6 metaphoric).

The data was segmented by separate gestures or poses. The segmented data was then con-

verted to a csv file with angular measurements and velocities taken into account. These csv

files were then imported into WEKA for classification and training. Using a Naïve Bayes clas-

sifier, Gomes could achieve an accuracy of 63.8% using Absolute Position; however, the results

confirmed that there were some samples that were mislabelled or did not have a label, which

skewed the results. Such results indicate that the the MSRC-12 dataset could be improved in

terms of capturing data from research participants.

After “straw man” processing was used to normalize the feature vectors, Gomes et al. con-

ducted computer training using HMM. Each class or gesture was given one HMM based on

all of the gestures in class. In order to learn the unknown HMM parameters, the Baum-Welch

algorithm was implemented. After training the dataset to a classifier, the researcher was able

to achieve an average recognition rate of 65% —– slightly higher than before. Table 2.8 shows
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Gomes et al.’s WEKA results, comparing how angle and velocity information affect the accu-

racy of the WEKA Data Mining Library.

Selected Features Lift Both
Arms

Crouch Move
Hand

Goggles Circular
Mo-
tions

Shoot Take a
Bow

Throw
Grenade

Hands
on head

Change
Weapon

Beat
Air
with
Hands

Kick Total

Absolute positions 71.70% 72.10% 63.80% 78.70% 50.60% 86.70% 82.00% 84.50% 68.90% 83.60% 38.30% 90.30% 71.69%

Absolute Pos Velocity 48.30% 95.10% 82.60% 88.50% 47.20% 83.30% 90.20% 58.60% 65.60% 82.00% 51.70% 83.90% 72.35%

Angles 23.30% 96.70% 95.70% 75.40% 57.30% 81.70% 90.20% 60.30% 29.50% 73.80% 41.70% 93.50% 68.28%

Angular Velocity 46.70% 96.70% 78.30% 88.50% 51.70% 85.00% 88.50% 58.60% 57.40% 72.10% 70.00% 88.70% 72.87%

Abs Position Velocity
and Single Angle

53.30% 95.10% 88.40% 91.80% 56.20% 86.70% 91.80% 69.00% 67.20% 86.90% 58.30% 95.50% 76.93%

Single Angle 45.00% 98.40% 46.40% 82.00% 36.20% 86.70% 80.30% 70.70% 29.50% 50.80% 20.00% 90.30% 59.90%

1

TABLE 2.6: Gomes’ WEKA classification experiments on MSRC-12 features. This is similar
to Zhang’s comparison, however, Gomes’ results are highest with a feature made of absolution

position velocity combined with single angle value at 76.93%.

A B C D E F G H I J K L Total 

76% 75% 52% 65% 47% 62% 89% 75% 64% 63% 27% 100% 65% 

   
TABLE 2.7: Gomes’ 12-Class MSRC-12 HMM results

reflected in Figure 5. We also tried applying an ada-boosting using the Naive Bayes classifier,
which provided less accurate results than the default Naive Bayes classifier as we increased the
number of iterations to be performed. The results of the Naive Bayes classification showed the
highest accuracy for the Absolute Position. The classifier proved to perform worst on the velocity
data overall. Our final evaluation of the classifier using the actual test data for Absolute Position
resulted in 63.8% accuracy.

Figure 5: Accuracy results for Weka Naive Bayes classification.

For a stronger strawman we changed the .csv files for the velocities set and the both set to
capture two averages: the average of frames before the hand labeled frame and the average of
frames after the hand labeled frame, making a 1x2M matrix for each feature set. While we did
not end up running it on our test data, you can see the results on the validation data. As can be
seen in Figure 6, the velocities work significantly better and best feature set ended up being the
combination of single angle and absolute position with 76.9% accuracy.

Figure 6: Accuracy results for Weka Naive Bayes classification.

Hidden Markov Models

HMM training and testing
After the features are normalized, and the performances segmented, we used them to train hidden
markov models (HMMs) [3]. There is one HMM per class (kick, bow, etc.). The intuition is that
each state of the HMMs corresponds to different keyframes of the gesture (e.g. knee bending) plus
an idle state. An observation will be the vector of real valued features that we extracted, and an
observation sequence will be a gesture performance.

7

TABLE 2.8: Gomes Table 2.9 MSRC-12 WEKA results

reflected in Figure 5. We also tried applying an ada-boosting using the Naive Bayes classifier,
which provided less accurate results than the default Naive Bayes classifier as we increased the
number of iterations to be performed. The results of the Naive Bayes classification showed the
highest accuracy for the Absolute Position. The classifier proved to perform worst on the velocity
data overall. Our final evaluation of the classifier using the actual test data for Absolute Position
resulted in 63.8% accuracy.

Figure 5: Accuracy results for Weka Naive Bayes classification.

For a stronger strawman we changed the .csv files for the velocities set and the both set to
capture two averages: the average of frames before the hand labeled frame and the average of
frames after the hand labeled frame, making a 1x2M matrix for each feature set. While we did
not end up running it on our test data, you can see the results on the validation data. As can be
seen in Figure 6, the velocities work significantly better and best feature set ended up being the
combination of single angle and absolute position with 76.9% accuracy.

Figure 6: Accuracy results for Weka Naive Bayes classification.

Hidden Markov Models

HMM training and testing
After the features are normalized, and the performances segmented, we used them to train hidden
markov models (HMMs) [3]. There is one HMM per class (kick, bow, etc.). The intuition is that
each state of the HMMs corresponds to different keyframes of the gesture (e.g. knee bending) plus
an idle state. An observation will be the vector of real valued features that we extracted, and an
observation sequence will be a gesture performance.

7

TABLE 2.9: Gomes Table 2.9 MSRC-12 WEKA results with averaging of frames before the
hand labeled frame and after hand labeled

In Table 2.9, Gomes et al. made an alteration to their approach. They captured two averages,

the average of motion feature vectors before the hand-labeled frame and the average of motion

feature vectors after the hand-labeled frame, to make a 1x2M feature matrix for each feature

set. Gomes et al. also attempted recognition through HMM, achieving a peak accuracy of 65%.
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FIGURE 2.10: Zhang et al. SVM Learning approach

However, as both their Naïve Bayes and HMM approach was produced lower accuracy results

than Zhang et al.’s [2] tests using SVM and RF [2], further testing on the MSRC-12 dataset

using HMM was deemed outside the scope of the present study.

2.5.6 Support Vector Machines

Support Vector Machines (SVMs) are a nonlinear learning model often used for classification

and regression analysis. In machine learning, SVMs are very effective solutions for teaching

computers to analyze data and recognize patterns. For gesture recognition, SVM can be used

to label the gesture classes and associate them with feature vector data in order to train gesture

recognition applications. This machine learning process involves defining the motion feature

vector, scaling the data, selecting the appropriate kernel, and finally selecting the appropriate

parameters.

Zhang et al. [2] applied SVM to the MSRC-12 dataset to test recognition accuracy on gesture

samples. Zhang et al. first used xyz-velocity, joint angle, and joint angle velocity to define the

motion feature vector for each frame, with the dimensions 60 + 35 + 35 = 130. As 35 frames

are included in each training sample, this creates a dimension of a motion feature vector for

training samples that is 4420. After scaling the data, Zhang et al. tried three kernels before

finalizing their selection: linear kernel, polynomial kernel, and radial basis function (RBF) ker-

nel. They achieved the highest results with the RBF kernel, eventually selecting two parameters

that enable it to accurately classify unknown data.

Zhang et al. achieved an accuracy of prediction of 67.33% after applying SVM. Although this

is significantly lower than their experiments using RF, SVM has shown potential as a machine

learning algorithm for classifying gesture motion features, and will be further applied to the

MSRC-12 in Section 5.3 on page 81.
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2.5.7 Random Forest

In these tree structures, leaves represent gesture classes and their labels, and branches represent

conjunctions of motion features that lead to those gesture classes. For each tree, a decision

function splits the training data that reach a node at a given level in the tree. Then each tree

provides a classification; Zhang et al. construe this as saying “the tree ‘votes’ for that class” [2].

The forest then chooses the classification having the most votes. The resulting forest classifier

is used to classify a given motion feature vector by taking the mode of all the classifications

made by the tree classification for all the forest.

For the Random Forest decision tree method, each tree is grown as follows:

• If the number of classes in the training set is N, sample N classes at random but with

replacement from the original data. This sample will be the training set for growing the

tree.

• If there are M input variables, a number m«M is specified such that at each node, m

variables are selected at random out of the M, and the best split on these m is used to split

the node. The value of m is held constant during the forest growing.

• Each tree is grown to the largest extent possible. There is no pruning.

The RF algorithm (for both classification and regression) is as follows:

1. Draw n tree bootstrap samples from the original data.

2. For each of the bootstrap samples, grow an unpruned classification or regression tree with

the following modification: at each node, rather than choosing the best split among all

predictors, randomly sample the m-tree of the predictors and choose the best split from

among those variables. (Bagging can be thought of as the special case of RFs obtained

when m-tree = p, the number of predictors.)

3. Predict new data by aggregating the predictions of the n-trees (i.e., majority votes for

classification, average for regression).
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An estimate of the error rate can be obtained, based on the training data, by the following:

1. At each bootstrap iteration, predict the data not in the bootstrap sample (what Breiman

[88] calls “out-of-bag”, or OOB, data) using the tree grown with the bootstrap sample.

2. Aggregate the OOB predictions (on the average, each data point would be out-of-bag

around 36% of the times, so these predictions must be aggregated).

3. Calculate the error rate, and call it the OOB estimate of error rate.

In the original paper on RF [89], it was shown that the forest error rate depends on two things:

• The correlation between any two trees in the forest. The higher the correlation, the greater

the forest error rate would be.

• The strength of each individual tree in the forest. A tree with a low error rate is a strong

classifier. Increasing the strength of the individual trees decreases the forest error rate.

There are many benefits to using RF as proposed in this thesis:

• It can handle thousands of input variables without variable deletion.

• It provides an estimate of which variables are important in the classification.

• It generates an internal unbiased estimate of the generalization error as the forest building

progresses.

• It has an effective method for estimating missing data and maintains accuracy when a

large proportion of the data is missing.

• It has the ability to grow trees of different lengths.

• It has methods for balancing error in class population unbalanced datasets.

• Generated forests can be saved for future use on other data.

• Prototypes are computed that give information about the relation between the variables

and the classification.
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Figure 1: Zhang SVM Learning approach 
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FIGURE 2.11: Zhang et al. Random Forest Learning approach

• It computes proximities between pairs of cases that can be used in clustering and locating

outliers.

• The above capabilities can be extended to unlabeled data, leading to unsupervised clus-

tering, data views, and outlier detection.

• It offers an experimental method for detecting variable interactions.

After growing a decision forest of 300 decision trees, Zhang et al. were able to achieve a

recognition accuracy of 80.69%.

The Zhang et al. paper achieved high results, but the fact that not one researcher achieved above

an 80.69% alerted me that there may be some fundamental errors in the MSRC-12 dataset in

terms of sample quality. To test this, I created a new dataset, PJVA-20, to see whether the

modality of instruction, data sampling, gesture recognition, and machine learning techniques

demonstrated in the literature would achieve higher accuracy on another dataset.

2.6 Charades as a Modality of Instruction to Collect Gesture

Samples

As explained by Fothergill et al., the primary meaning of instructions are “to convey the kine-

matics (the features of motion of the body)” [5]. After a scan of the literature —– in several

academic fields such Machine Learning, HCI, & Computer Vision, as well as a general search

of Ryerson University’s library database using the keywords ‘Charades’, ‘Data’, and ‘Gesture’

—– I found several studies that attempted to use charades as a modality of instruction for cap-

turing gesture samples.

One recent study [90] used charades as a Game with a Purpose (GWAP) to crowdsource gesture

data for analysis. In this study, Spiro discussed the need for “sophisticated [machine learning]
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algorithms to push the accuracy of automated visual tasks. . . [using charades] to address the

need for large datasets to drive machine learning solutions” [90]. Unfortunately, though this

methodology directly aligns with the goals of the present study, he did not analyze the resulting

data using gesture recognition or machine learning techniques. Therefore, there is little basis

for comparing my approach with Spiro’s crowdsourcing approach.

Another study, by Roemmele et al. [91] in the field of action recognition, attempted to use a

game of charades as a data capturing technique that “abstracts away from the full complexity of

human motion, reducing it to a simple trajectory displayed by a 2-dimensional shape”. In this

study, research participants created motion trajectories for “Actions that are highly recognizable

and highly distinguishable” (including quiver, wiggle, sneeze, bounce, etc.) by animating a

triangle to depict those actions. Although the format of charades worked well for their study to

gather research data, the use of animated triangles instead of human kinematics is too abstract

for comparison with the present study.

Finally, I determined that a study by Hsieh et al. [6] is the most relevant to the present study, as

they construed charades similarly as a natural form of data collection, “an acting game with the

idea for one player to use physical (e.g. gesture or action) rather than verbal language to act out

a semantic concept (i.e. a word or a phrase as the charades topic) for the other players to guess.”

Also, their purpose is identical to my own: to collect kinematic data in the interest of creating

a machine learning system capable of recognizing gestures, i.e., automatically identifying the

patterns between semantic concepts and human actions.

For their experiments, Hsieh et al. also built a video dataset. Listed in Table 2.10, eight re-

search participants acted out 32 gesture classes, including the actions of imitating a celebrity’s

signature moves, playing a sport, and interacting with a common physical object —– all iconic

actions with potential for varying styles of performance. Each video sample was rated by 10

other participants based on their subjective judgement, maintaining the methodology of the

traditional game of charades.

First of all, Hsieh et al. construe an action as a sequence of poses performed by a research

participant. They then extract a “silhouette” of the pose, which is an outline of their body rather

than a 3D skeleton comprised of GDPs (see 2.12). The dimensions of this silhouette is then

used to determine its viability in gesture recognition applications. Consequently, each pose of
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Celebrity/Famous
Character Sport/Action Event Daily Object

Bruce Lee Baseball Bicycle
David Beckham Basketball Toothbrush
Michael Jackson Boxing Glasses
Michael Jordan Taekwondo Electric Drill
Super Mario Karate Watch
E.T. Soccer Chair
Zorro Golf Mug
Superman Swimming Machine Gun
Spiderman Shooting Keyboard

Archery Cap
Morra Hairbrush

Mirror

TABLE 2.10: Hsieh et al.’s list of semantic concepts to test, divided into three subsections.

a gesture is represented by these features. To label and categorize data, Hsieh et al. cluster

similar poses from each semantic concept into the same group via affinity propagation.

It is important to note that this study did not intend to collect gesture samples to generate a 3D

skeleton capable of providing specific GDP values: In contrast to human action recognition,

the goal of our study is to evaluate the iconic level of a performing action video, i.e. whether

it is vivid and expressive to describe the corresponding concept” [6]. In other words, Hsieh

et al. are specifically testing the viability of charades as a modality of instruction for gesture

recognition research, and they have determined that it is suitable for conveying the patterns

between semantic concepts and human actions.

To validate their model, they used Kendall’s tau coefficients to measure the similarity between

the ranking results and the ground truth data. These results imply that around 60-70% of their

rank order lists correctly match the human rank made during charades. Although they admit

their results could be higher, Hsieh et al. have achieved their research goal and successfully

demonstrated that charades has potential as an instruction modality.
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FIGURE 2.12: The “silhouettes” generated by Hsieh et al. These do not track the 20 GDPs of
the research participant. This data cannot generate a 3D skeleton such as those from MSRC-12

and PJVA-20.

2.7 Summary

As gestures tend to vary from person to person, a database must contain invariant data to widen

the scope of the system; it is important to capture multiple performances for each gestures

to stop the system from becoming too gesturer-specific. Overall, Fothergill et al. provided

instructions to research participants that were generally suitable for creating a gesture dataset,

however, there are a few instances that I have identified either bias or errors in the methodology.

As a result, I view Fothergill et al.’s instructions to create a ‘supervised learning’ approach,

which limits the freedom of research participants and makes it more difficult to acquire samples

with the appropriate coverage for gesture recognition applications.

With this is mind, I would like to offer a gentle criticism of the MSRC-12 methodology, which

I think creates bias in their data gathering process. When finalizing which static images would

be presented to research participants in the instructions, Fothergill et al. allowed the software
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designer to extract individual video frames at their own discretion, at moments which “the

designer considered necessary to fully define the gesture” [5]. As such, although the experi-

menter told the participant to ‘do what they wanted’, this statement seems to conflict with the

use of static images that stipulated very specific poses for the research participants to emulate.

With charades as the foundation of the present study, the use of static images as instructions is

eliminated to enable fuller freedom of motion for the research participants.

With reference to the gesture recognition literature, I have demonstrated the prospective of

using the game of charades to collect robust data from research participants. This approach

was used to collect the PJVA-20, which is a very different methodology from the MSRC-12

approach. By collecting several different iterations of a gesture from different users, numerous

variations of how to represent the same semantic concept was collected in the PJVA-20 dataset,

increasing the coverage of the resulting gesture samples.

In Chapter 3, I will outline the approach taken for sampling gestures and conduct a brief statis-

tical comparison of the resulting gesture data against that of the MSRC-12, to discuss whether

using charades as a modality has created suitable gesture samples for gesture recognition ap-

plications.
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Chapter 3

Theory: Experimental Design for

Capturing Gesture Samples

“The statue is there for nothing but the sum of all it has acquired.

May not this be the same with Man?”

- Étienne Bonnot de Condillac

3.1 Introduction

To solve gesture recognition problems, researchers must collect data that contains examples of

movements and their associated gesture label. Gesture recognition researchers and developers

typically use human subjects as research participants to generate datasets used to train and test

machine learning systems.

Though tracker-based data capturing systems can render the 3D skeleton of a research par-

ticipant very accurately, they are not realistic for general users, who often are in positions in

which wearing trackers is impractical. One of the most important hurdles in solving the gesture

recognition problem is how to capture tracker-quality data of a gesture through vision-based

approaches.
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After collecting the GDP values to generate static feature data from a single frame of a ges-

ture sample, researchers can use gesture recognition techniques to extract motion feature data

from several frames. Therefore, the role of gesture extraction methods and machine learning

approaches — as the means to capture the motion feature data from gesture samples, and then

appropriately categorize and label the resulting data for gesture recognition — is becoming

more important.

This chapter is organized as follows. Section 3.2 will outline the initial considerations for cap-

turing gesture data from research participants using a depth cameras and no trackers, touching

upon which type of camera and distance measurement techniques were used. Section 3.3 will

discuss the approaches used for capturing gesture samples for the PJVA-20 dataset, focusing

on the instructional modality of charades to compare this approach that of the MSRC-12. Sec-

tion 3.4 conducts a brief statistical comparison of the resulting gesture data to consider whether

using charades as a modality has created suitable gesture samples for gesture recognition ap-

plications.

3.2 Considerations for PJVA-20 Sampling Approach

In order to develop a system capable of gesture recognition, the most important problem is how

to categorize these samples in a way that highlights the most important features for computer

training. A single set of GDPs represents a single frame of a gesture sample, which is a static

pose. However, similar poses can exist in multiple gestures and can thus confuse classification

accuracy between different gesture classes. For example, with static image data alone, a gesture

recognition system would be unable to distinguish between a rotating limb moving clockwise

and counterclockwise, because both gestures share the identical pose while being distinct ges-

ture classes. As such, when creating a gesture recognition system, extracting motion features to

account for several frames of a gesture sample can increase accuracy by tracking subtle features

that differentiate between similar gesture classes.

When sampling gestures, I classified the data into two different types of feature that comple-

ment each other for better recognition accuracy: 1) “static” features, which is a set of GDPs
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FIGURE 3.1: Pattern Recognition System (ideal for static gesture recognition)

FIGURE 3.2: Dynamic Gesture Recognition Process

that represent a participant’s pose extracted from a single video frame, and 2) “motion” fea-

tures, which are sequential frames extracted from a gesture sample, to track the GDPs of a

research participant as they perform a gesture. A gesture sample can thus be either be captured

by a Kinect sensor as dynamic data (i.e., research participant is carrying out a movement) or as

static data (i.e., participant is frozen in a special pose). Dynamic data are intended to capture as

much positional data on the gesture as possible by examining a moving gesture represented by

a sequence of images. Figure 3.2 shows a schematic of a dynamic gesture data being processed

by gesture recognition algorithms.

In dynamic systems, background data and image effects are applied to the gesture to help

separate only the necessary features from their background data. Thus, dynamic data requires

the use of sophisticated algorithms to accurately track the features and movement of the body

throughout a gesture sample.

When choosing effective classifiers for the data, I determined that the easiest approach is to
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construct a 2D feature matrix with a constant feature length. The complexity of the problem is

illustrated in 3.10.

In Chapter 5, I will test the static features of samples from the PJVA-20 dataset and motion

features of samples from the MSRC-12 dataset. For PJVA-20, only static features were required

to achieve high accuracy, demonstrating the efficacy of using charades to acquire high-quality

gesture samples. For the MSRC-12, the results after testing on static features was fairly low,

which gave researchers the opportunity to extract motion features from the samples in order

to increase accuracy. In Chapter 4, I will compare the PJVA approach for extracting motion

features to that of other researchers in the literature.

3.2.1 Type of Camera

In early experiments, I used a custom built IR camera, however, this approach limited the ability

to compare my results with those in the literature because of the novelty and uniqueness of this

camera. Things are very different today with the lowered prices for this camera technology

—– a popular commercial camera system, Microsoft Kinect, is now widely available. This

means that all researchers are using these “depth cameras,” ensuring consistency of data input

for comparative research purposes.

The Kinect’s depth comparison features are inspired by Lepetit’s approach in [92] and are

represented in 3.1, where the features are calculated for a given pixel x where dI(x) is the depth

of a pixel x in image I , and Θ = (u, v) describes the offset of u and v. The offset is normalized

by 1
dI(x)

which ensures the features are depth invariant. 3.5 shows the skeletonization compared

to ground truth. OpenNI is PrimeSense’s opensource driver that is paired with the NiTE2

skeletonization — its full body tracking is slightly more accurate than the Kinect approach, as

it has been optimized to work better with side views.

fΘ(I, x) = dI(x+
u

dI(x)
)− dI(v +

u

dI(x)
) (3.1)
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FIGURE 3.3: Taxonomy of distance measurement devices.

3.2.2 Distance Measurement Techniques

The ability to calculate accurate distance measurements without sensors or trackers was one

of the important requirements of designing the PJVA-20 dataset. To calculate distance mea-

surements, the distance measurement approaches are classified into different types of “passive”

systems (see Figure 3.3, which shows the taxonomy of distance measurement devices used in

this research).

For instance, the “stereo vision” device is an example of a passive approach, using at least

two cameras at different angles to capture data that enables PJVA to refer to distance as a

3D positional measurements. This allows PJVA to calculate the GDP values of a research

participant as they are scanned in real time by the passive sensing devices.

Combined, these passive sensing solutions enable PJVA to convert measurements of depth/dis-

tance into depth maps, enabling the system to recognize a gesture based on several vision-based

systems including structured light and Time of Flight (ToF).
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FIGURE 3.4: PrimeSense IC Layout

3.2.2.1 Structured Light

Structured light is an approach that involves projecting a known pattern of pixels (e.g., grids,

horizontal or vertical bars, or speckles) onto an environment, e.g., a barcode reader used in a

retail store. Based on the deformations of these projections when striking a surface, computers

use a vision system to calculate depth and surface information from object(s) in the environ-

ment.

One structured light system that must be mentioned is Microsoft’s Project Natal (hardware

from PrimeSense and software from Microsoft), because this system was a game changer and

is considered the first commercially available depth camera. The hardware involves a depth and

RGB sensor combined with a speckled structured light laser emitter. The original PrimeSense

patent [93] outlines how the hardware operates: the speckle pattern of the camera can be seen

if viewed in the dark by a camera with an optical bandpass filter capable of viewing a center

wavelength in the range of 830nm (specifically 833nm) in the IR spectrum.

To get the most accurate sample, the data capture is taken with two Kinect cameras: one for

projecting the speckle, and the second one configured to only focus on the first camera’s speckle

pattern when in IR viewing mode Figure 3.6. As can be seen in Figure 3.4, the system is

comprised of a single chip that controls two cameras, one IR and the other RGB. Most of the

processing is done on camera through PrimeSense’s PS 1080-A1 chip, which conducts depth

calculation and simple image processing based on the two input cameras.
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• depth, map, front/right/top 
• pose, distances, cropping, camera angles, body size and shape (e.g. small child, thin/fat), 
• failure modes: underlying probability correct, can detect failures with confidence 
• synthetic / real / failures 

 
 

Example inferences 

Figure 5. Example inferences. Synthetic (top row); real (middle); failure modes (bottom). Left column: ground truth for a neutral pose as
a reference. In each example we see the depth image, the inferred most likely body part labels, and the joint proposals show as front, right,
and top views (overlaid on a depth point cloud). Only the most confident proposal for each joint above a fixed, shared threshold is shown.

To keep the training times down we employ a distributed
implementation. Training 3 trees to depth 20 from 1 million
images takes about a day on a 1000 core cluster.

3.4. Joint position proposals
Body part recognition as described above infers per-pixel

information. This information must now be pooled across
pixels to generate reliable proposals for the positions of 3D
skeletal joints. These proposals are the final output of our
algorithm, and could be used by a tracking algorithm to self-
initialize and recover from failure.

A simple option is to accumulate the global 3D centers
of probability mass for each part, using the known cali-
brated depth. However, outlying pixels severely degrade
the quality of such a global estimate. Instead we employ a
local mode-finding approach based on mean shift [10] with
a weighted Gaussian kernel.

We define a density estimator per body part as

fc(x̂) ∝
N∑

i=1

wic exp

(
−
∥∥∥∥
x̂− x̂i
bc

∥∥∥∥
2
)
, (7)

where x̂ is a coordinate in 3D world space, N is the number
of image pixels, wic is a pixel weighting, x̂i is the reprojec-
tion of image pixel xi into world space given depth dI(xi),
and bc is a learned per-part bandwidth. The pixel weighting
wic considers both the inferred body part probability at the
pixel and the world surface area of the pixel:

wic = P (c|I,xi) · dI(xi)2 . (8)

This ensures density estimates are depth invariant and gave
a small but significant improvement in joint prediction ac-
curacy. Depending on the definition of body parts, the pos-
terior P (c|I,x) can be pre-accumulated over a small set of
parts. For example, in our experiments the four body parts
covering the head are merged to localize the head joint.

Mean shift is used to find modes in this density effi-
ciently. All pixels above a learned probability threshold λc
are used as starting points for part c. A final confidence es-
timate is given as a sum of the pixel weights reaching each
mode. This proved more reliable than taking the modal den-
sity estimate.

The detected modes lie on the surface of the body. Each
mode is therefore pushed back into the scene by a learned
z offset ζc to produce a final joint position proposal. This
simple, efficient approach works well in practice. The band-
widths bc, probability threshold λc, and surface-to-interior
z offset ζc are optimized per-part on a hold-out validation
set of 5000 images by grid search. (As an indication, this
resulted in mean bandwidth 0.065m, probability threshold
0.14, and z offset 0.039m).

4. Experiments
In this section we describe the experiments performed to

evaluate our method. We show both qualitative and quan-
titative results on several challenging datasets, and com-
pare with both nearest-neighbor approaches and the state
of the art [13]. We provide further results in the supple-
mentary material. Unless otherwise specified, parameters
below were set as: 3 trees, 20 deep, 300k training images
per tree, 2000 training example pixels per image, 2000 can-
didate features θ, and 50 candidate thresholds τ per feature.
Test data. We use challenging synthetic and real depth im-
ages to evaluate our approach. For our synthetic test set,
we synthesize 5000 depth images, together with the ground
truth body part labels and joint positions. The original mo-
cap poses used to generate these images are held out from
the training data. Our real test set consists of 8808 frames of
real depth images over 15 different subjects, hand-labeled
with dense body parts and 7 upper body joint positions. We
also evaluate on the real depth data from [13]. The results
suggest that effects seen on synthetic data are mirrored in
the real data, and further that our synthetic test set is by far
the ‘hardest’ due to the extreme variability in pose and body
shape. For most experiments we limit the rotation of the
user to ±120◦ in both training and synthetic test data since
the user is facing the camera (0◦) in our main entertainment
scenario, though we also evaluate the full 360◦ scenario.
Error metrics. We quantify both classification and joint
prediction accuracy. For classification, we report the av-
erage per-class accuracy, i.e. the average of the diagonal of
the confusion matrix between the ground truth part label and
the most likely inferred part label. This metric weights each

FIGURE 3.5: Kinect skeletonization approach. Top row represents synthetic, middle row is
real, and the bottom shows failure modes. The left column is the ground truth for a neutral
pose. For each example, we see the depth image, the inferred most likely body part labels, and

the joint proposals shown as front, right, and top views.

FIGURE 3.6: PrimeSense/Microsoft Kinect speckle pattern projecting on a research participant

3.2.2.2 Time of Flight (ToF)

Although speckle patterning is an effective way for cameras to determine the depth of an object

in its environment, ToF is even more effective, using lasers instead of structured light to improve

a camera’s calculation of depth. This technique is now more widely used than structured light:

for instance, the new Kinect cameras use ToF, whereas older Kinect models used speckled

patterns.

Below is a typical measurement setup for a scene point using ToF. The sensor estimates the

radial distance by ToF or RADAR principal. The distanceρ, is calculated at time τ with elec-

tromagnetic radiation at light speed c, which have a relationship of ρ = cτ . The transmitter

emits radiation that travels towards the scene, which is then reflected back by the surface to the

sensor receiver. The distance covered is now 2ρ at time T . The relationship can be written as:
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FIGURE 3.7: ToF Basic prinple

18 2 CW Matricial Time-of-Flight Range Cameras

2.1 CW ToF sensors: operation principles

According to the scheme of Figure 1.2, continuous wave ToF cameras send towards
the scene an infra-red (IR) optical signal sE(t) of amplitude AE modulated by a
sinusoid of frequency fmod , namely

sE(t) = AE [1+ sin(2π fmodt)] (2.1)

Signal sE(t) is reflected back by the scene surface and travels back towards a re-
ceiver co-positioned with the emitter.
The signal reaching the receiver, because of the energy absorption generally associ-
ated to the reflection, because of free-path propagation attenuation (proportional to
the square of the distance) and because of the non-instantaneous propagation of IR
optical signals leading to a phase delay Δφ , can be written as

sR(t) = AR[1+ sin(2π fmodt +Δφ)]+BR (2.2)

where AR is the attenuated amplitude of the received signal and BR is the interfering
radiation at the IR wavelength of the emitted signal reaching the receiver. Figure 2.2
shows an example of emitted and received signals. Quantity AR (from now denoted

Time [s]

A
m
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itu
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 [V

]

sE(t)

sR(t)

A

B
2π fmod

Δφ

0
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Fig. 2.2 Example of emitted signal sE(t) (in blue) and received signal sR(t) (in red).

by A) is called amplitude, since it is the amplitude of the useful signal. Quantity
AR +BR (from now denoted by B) is called intensity or offset, and it is the aver-
age1 of the received signal (with a component AR due to the modulation carrier and

1 It is common to call A and B amplitude and intensity respectively, even though both A and B are
IR radiation amplitudes (measured in [V ]). A is also the amplitude of the received sinusoidal signal.

FIGURE 3.8: Example of ToF emitted signal in blue and received signal in red.

ρ =
cτ

2
(3.2)

SE(t) = AE[2πf mod t] (3.3)

Using ToF, I was able to capture data and deliver depth maps to the computer as video rates or

positional measurement matrices, with entries giving the distance between the matrix pixel and

the corresponding scene point.

3.3 PJVA-20 Dataset

The PJVA-20 is a dataset comprised of 20 gesture classes, comprised of 50 samples of each

class sampled from 6 participants. Participants included five men and one woman between the

ages of 20 to 30 years old with various body build types.
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Air Guitar Crying Laughing 

Archery Driving Monkey 

Baseball Elephant Skip Rope 

Boxing GESTURES Sleeping 

Celebration Fishing Swimming 

Chicken Football Titanic 

Clapping Heart Attack Zombie 
 

FIGURE 3.9: Semantic concepts of PJVA-20 dataset. These gesture names were taken from a
charades game and provided to a sample group of 5 male individuals and 1 female individual.

3.3.1 Modality of Instruction

The gestures of both the MSRC-12 and PJVA-20 were collected in a very similar manner —–

sampled using the Kinect camera —– but the modality of instructions for the PJVA-20 dataset

were transmitted in a different format following a different methodology. Participants were

not instructed on how to perform the gestures, and stood at different locations relative to the

camera.

First, the author selected 20 charades cards after a scan of several publicly available editions of

the game —– primarily iconic gestures (see Figure 3.9).

Unlike the MSRC-12, which provided their research participants with both a ‘gesture outcome’

and ‘descriptive text’ (see Table 2.3 for MSRC-12a and Table 2.4 for MSRC-12b), the PJVA-

20 only provided these 1-2 word descriptions to its research participants. This was done in the

interest of improving the coverage of the resulting data, and also subsequently made it easier to

label the gesture classes for computing learning applications.

Instead of supervising the research participants, they were asked to conduct the data-capturing

experiment on their own outside of a laboratory setting. This involved taking a Kinect sensor

to a location of their choosing –— any location at which they had enough space to set up the

sensor, e.g., office, home living room, bedroom, library —– to record gestures onto a com-

puter loaded with basic video editing software (all of the controls required for recording the

gesture footage were made familiar to participants in advance of these experiments). Each par-

ticipant was asked to record 1 of the 20 gestures, labeling the gesture by manually typing in

the name of the gesture class as it appears on the charades card. Participants would then press
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the ‘Start/Record’ button on the tool, walk into scene, and physically perform the gesture in

whichever way they felt natural after reading the description on the card. Participants could re-

peat the gesture as many times as they wanted within the same sample (e.g., if a participant was

asked to swing a bat, they could keep swinging until they thought the motion was effectively

conveyed). When they felt satisfied with their actions, they would walk out of scene and press

‘Stop’ on the computer terminal running the tool.

After completing this recording, the participants were then asked to review the resulting 3D

skeleton, instead of the video footage of the gesture, to determine whether it accurately depicted

the gesture they had just performed (this methodology hearkens back to the research from

Johansson, Section 2.1, for which research participants were able to recognize gestures from

just moving dots against a black background). If they could not recognize their own 3D skeleton

as representing the gesture, they were allowed to erase their sample and start over. If the

skeleton looked appropriate, they were required to trim the beginning and end of the sample

to remove the extraneous data that was captured as they walked in and out of the setting, i.e.,

before and after they performed the gesture.

The results of testing on the resulting gesture samples of PJVA-20 for recognition accuracy is

98.5% (see 5.2). This demonstrates that charades is an appropriate modality of instruction for

capturing high-quality gesture samples.

3.4 Statistical Comparison of MSRC-12 and PJVA-20

By comparing the characteristics of the MSRC-12 to the PJVA-20, it will be possible to evaluate

the potential for charades to be used as a data capturing modality. The resulting data can help

determine which method should be used to create a dataset more suitable for machine learning

applications in gesture recognition.

Table 3.1 provides the resulting data for both the MSRC-12 and the PJVA-20 datasets for cre-

ating gesture samples for computer training, comparing the datasets over several categories:

While the majority of these statistics do not have an effect on the quality of gesture sample

for machine learning results, three of these statistics stand out for comparison when generating
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FIGURE 3.10: Technical Representation of Motion Feature Data of PJVA-20 Dataset

samples for training recognition systems: number of gestures instances per sample, number of

frames per sample, and number of GDP tracked.

For the number of gestures instances per sample statistic, I did not set an initial number. By

initially (and seemingly randomly) setting the number of gesture instances required per sample,

I believe Fothergill et al. has demonstrated bias in determining the appropriate number of

instances. The actual number of instances required may vary depending on the gesture; in

other words, the gesture recognition system may actually require more or less instances to

achieve reliable recognition results in terms of correctness. This bias can be eliminated using
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MSRC-12 PJVA-20
# of gesture classes 12 20
# of GDPs tracked 21 19

Avg. # of frames per sample 800 300-900
# of gesture instances per sample 10 N/A

# of research participants 30 6
# of frames per sample used as training data 35 15 & 45

Total # of frames in dataset 385,732 719,359
Total # of gesture instances in dataset 3054 6244

TABLE 3.1: Comparison of MSRC-12 and PJVA-20

the charades methodology, because the correct number of instances is only determined when the

second participant is able to guess the correct gesture —– not through any intervention from the

developer whatsoever. Similarly, for the number of frames per sample, I used multiple values

(15 & 45 frames) to allow for some variance in the gesture sample to account for different

gesture lengths. By pre-setting the number of frames at exactly 35, it reduces the coverage

of the system by limiting the potential for longer gestures that may require extra time to be

performed fully. This will be further explored in Section 4.4 on page 64.

For the number of GDPs tracked per sample, this denotes how many GDPs are accounted for

when extracting motion features from a gesture sample. The difference between the datasets

represents a major divergence from gesture recogition techniques in the literature. Whereas the

CMFE approach in the literature creates an artificial joint to capture GDP values (20 GDPs +

1 artificial GDP = 21 GDPs), AMFE technique places the (0, 0, 0) joint at the waistline of the

research participant. As this joint thus never generates a GDP value, the PJVA approach tracks

19 GDPs when generating samples for gesture recognition applications. This will be further

explored in Section 4.2 on page 59.

Finally, although the number of research participants statistic demonstrates a fairly large dif-

ference between the two datasets, the results of the PJVA approach demonstrates that datasets

do not require a large number of participants to capture robust data for gesture recognition

applications (as long as there are several different body types among the participants).
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3.5 Summary

This chapter discussed the considerations for capturing gesture data, including the difference

between static and motion feature data, distance measurement calculation, and the modality of

instruction for research participants.

After a gesture dataset has been collected, providing the GDP values for static gestures, ges-

ture recognition algorithms can be applied to the resulting dataset in order to extract motion

feature vectors. This is not necessary for all gesture recognition systems, but was conducted in

this dissertation to test the novel gesture recognition approach proposed in this thesis —– the

PJVA technique chiefly comprised of AMFE, Polynomial Motion Approximation, and Princi-

pal Component Analysis (PCA) —– on the MSRC-12 (see Chapter 4) in order to compare the

results of the PJVA approach to those in the literature.
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Chapter 4

The Proposed Technique: PJVA

“The human brain had a vast memory storage. It made us curious and very creative. Those

were the characteristics that gave us an advantage - curiosity, creativity and memory. And that

brain did something very special. It invented an idea called ‘the future’.”

- David Suzuki

4.1 Introduction

After a gesture dataset is collected, gesture recognition algorithms can be used to extract the

required features from a gesture sample for gesture recognition applications. In this section, I

will demonstrate the PJVA technique for applying gesture recognition techniques —– chiefly

comprised of AMFE, Polynomial Motion Approximation, and Principal Component Analysis

(PCA) —– on the MSRC-12.

In the original MSRC-12 dataset, each frame of gestures is recorded as the absolute position of

20 joints (GDPs) of the human body in xyz-coordinates —– 60 data total per frame. Motion

features are extracted from these static gesture samples by taking polynomial approximation of

the motion of each GDP along three axes: X, Y, & Z. To reduce the size of these motion feature

vectors while maintaining the same quality of data, the polynomial values are transformed into

eigenvectors, thereby compressing the number of values in the motion feature vectors. This is
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demonstrated in Figure 4.11. In the PJVA approach, the resulting motion features are formatted

in 15-frame and 45-frame lengths for training purposes, thereby representing fast and slow

moving gestures comprised of different motion feature vectors in the same sample (see 4.9 and

4.10 in Section 4.4 on page 64).

This chapter is organized as follows. Section 4.2 on page 59 will describe the novel gesture

recognition technique, AMFE, which was created to reorient the motion feature extraction pro-

cess to improve gesture recognition accuracy on the MSRC-12 dataset. Section 4.3 on page

62 will discuss the calculations used to scale the resulting GDP data. Finally, Section 4.4 on

page 64 will outline the approach used to extract motion feature vectors from these scaled GDP

values, which involves polynomial approximation and PCA.

4.2 Novel AFME Gesture Recognition Technique for Reori-

enting Feature Extraction

For extracting motion feature data from the MSRC-12 dataset, the AMFE technique places the

(0, 0, 0) joint at the waistline of the research participant instead of creating an artificial joint to

capture GDP values.

In order to demonstrate the efficacy of this technique, I had to first investigate which GDP

had the least amount of noise generated when tracking a research participant. I developed an

application that would monitor joint positioning over a period of time and average the xyz-

positions. By running the PJVA recording software with a user standing still in front of the

camera, I was able to discover that the centre of the waistline (the “Hip Centre” joint) generated

the smallest amount of noise over time (see 4.3 and Table 4.1). The hands, head, and feet GDPs,

for instance, deviated from their original xyz-coordinates more then 5cm over time. This test

was also repeated with a user standing on one leg and the same results were found.

Thus, using AMFE, the positional data of GDPs are extracted as static poses representing spe-

cific gestures.
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(A) Example of average estimated joint error
of user standing still over time while right leg

is extended
(B) Example of average estimated joint error of
user standing still over time with arms raised

FIGURE 4.1: In these recordings of a still person, the green circles are the actual XYZ positions,
the black circles represent the last frame position and the cross hairs represent the average

position
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FIGURE 4.2: Plot of average jitter of joints on still user.
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Joint Average Max Sum 

AnkleLeft 0.511914075 6.536789358 255.9570374 

AnkleRight 0.545578392 9.830658081 273.3347746 

ElbowLeft 0.812832309 10.785525 406.4161547 

ElbowRight 0.571012953 7.267045283 285.5064767 

FootLeft 0.654230841 14.23966792 327.7696512 

FootRight 0.896174283 15.44382623 448.0871416 

HandLeft 1.645970322 14.86438852 822.9851612 

HandRight 1.275785543 25.16949099 637.8927715 

Head 0.502328221 4.360165227 251.1641103 

HipCenter 0.244428226 2.489307051 122.214113 

HipLeft 0.27306771 3.570031104 136.5338551 

HipRight 0.248500511 3.58938828 124.2502556 

KneeLeft 0.317170662 3.87962978 158.5853308 

KneeRight 0.228131084 2.626484906 114.0655419 

ShoulderCenter 0.5057643 5.376494407 252.88215 

ShoulderLeft 0.321710926 2.825308916 160.855463 

ShoulderRight 0.347584683 3.600692871 173.7923413 

Spine 0.25713056 2.569161855 128.5652799 

WristLeft 0.977868484 8.778208411 488.9342419 

WristRight 0.843096027 8.873226336 422.3911096 

    

 Max Average Max Max Max Sum 

 1.645970322 25.16949099 822.9851612 

 Min Average Min Max Min Sum 

 0.228131084 2.489307051 114.0655419 

 
TABLE 4.1: Jitter values of joint estimation of still user over 30 seconds measured in mm

Consider the following matrix fst populated with an example of 3D joints succeeding skele-

tonization:

fst =




−0.4234 −0.5235 0.7234
...

...
...

0.4864 0.2341 −0.1241




All joints oriented to ja:
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FIGURE 4.3: Plot of which joints had the greatest amount of jitter on still user.

fstja =
[
0 0 0

]

fst =




0 0 0
...

...
...

0.063 0.7576 −0.8475




4.3 Scaling GDP Data

Data scaling is applied to the resulting GDP values to diversify the learning algorithm testing

(as some algorithms have difficulty with or incompatibility with negative values) and to improve

gesture compression for faster transmission by using fewer bits to represent each frame.

For computer training, a labeled matrix of size N rows and 60 columns of floating point an-

chored GDPs serves as a scalable input. The output consists of a column vector of integers

denoting gesture class ID. Each input column (each of the 60 features) was scaled across all

samples to lie in range [0-1] relative to the Min and Max of the values of the dataset.

The following is the normalization vector equation used to scale GDP data:
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(A) Depth Map (B) Skeletonization

(C) Joints relative to source (D) Anchoring Least Variant Joint

FIGURE 4.4: Anchoring approach in order of process. The approach assumes that participant’s
orientation in the environment is not necessary. In brief overview, the participant’s shoulders,
hips, elbows, palms, fingers, knees, heels, toes, head, neck, and pelvis are indicated with respect

to his/her waist (0,0,0)
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FIGURE 4.5: 2D plot of 20 GDPs from PJVA-20 a data samples

û =
u

‖u‖ (4.1)

This allows scaling of the feature matrix using the following equation:

fst =




0 0 0
...

...
...

x̂st ŷst ẑst


where, 0 ≤ x, y, z ≤ 1 (4.2)

4.4 Extracting Motion Feature Vectors from Scaled GDP Val-

ues

A set of GDPs is a single frame of a gesture sample, representing a static pose of a gesture,

which can be enough data for accurate gesture recognition. As such, motion feature extraction
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FIGURE 4.6: 3D view of 20 GDPs moving though time. the colours represent values between
0 and 1. This was done to reduce negative numbers out of the training sets as some learning

algorithms may encounter learning difficulties.
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FIGURE 4.7: Groups of GDPs are used to extract both static and motion feature vectors for
gesture recognition applications
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(C) Left Hand GJP Z-Axis

FIGURE 4.8: Plot of the left hand GDP of a user performing a jumping jack

is not always necessary for gesture recognition, however, similar poses can exist in multiple

gestures and can thus confuse classification accuracy between different gesture classes. For

example, with static gesture data alone, a gesture recognition system would be unable to distin-

guish between a rotating limb moving clockwise and counterclockwise, because both gestures

share identical poses. Thus, when creating a gesture recognition system, extracting motion fea-

tures can increase accuracy by tracking subtle features that differentiate between similar gesture

classes.

To maintain continuity in regards to motion feature vector length when training gesture recog-

nition systems, constants need to be defined. Picking a length that is too short would make it

difficult to distinguish similar gestures, while making the length too long would result in dif-

ficulty recognizing fast or subtle gestures. To increased the coverage of the resulting gesture

data, I presumed that a gesture has two lengths: 900 motion feature vectors (45 frames, which

is enough time to capture most gestures) and 300 motion feature vectors (15 frames, isolating

the end of the gesture to capture very subtle gestures), as described in the following notation:

Consider a gesture that is comprised of 10 frames of three-dimensional data. Each frame there-

fore comprises a matrix having three columns corresponding to X, Y, and Z axes, with each

column comprising about 10 rows and each row corresponding to a particular GDP. Each mo-

tion feature vector may correspond to a particular GDP. For this gesture, of a set of 10 frames

of 3D skeleton data where each dimension includes only 10 GDP entries, the total number of

motion feature vectors to be calculated by the system may be expressed as:

The total motion feature vectors = (10 frames) X (3 dimensions/frame) X (10 GDPs/dimension)

= 300 motion feature vectors in total.

Therefore, for 10 frames of three-dimensional matrices of 10 GDPs, the system would need to
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FIGURE 4.9: Plot of the gesture “clapping” from the perspective of the left hand GDP y-axis
vs time
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calculate or keep track of a total of 300 motion feature vectors.

The procedure uses an orthogonal transformation to convert a set of observations of possibly

correlated variables into a set of values of linearly uncorrelated variables called ‘principal com-

ponents’. Steps for transforming an N by x matrix into X into an N by x matrix Y :

1. Centralize the data by subtracting the mean value of each column from each element of

the column

2. Calculate d by d covariance matrix

C =
1

N − 1
XTX (4.3)

3. Calculate the eigenvectors of the covariance matrix C

4. Select m eigenvectors that correspond to the largest m eigenvalues to be the new basis.

Solving for a third dimension polynomial, both the 45-frame and 15-frame gesture classes are

reduced to polynomial approximated values (see Table 5.7). For a motion gesture sample com-

prised of 1200 xyz-values, the motion data can be transformed into 160 motion feature vectors.

Data representation for the sample types was tested. In these experiments, the recognition

accuracy was highest with 2nd degree polynomials, 3rd degree polynomials, and 4th degree

polynomials based on the data provided.

[GDPSi−l, GDPSi−(l−2), ...GDPSi, GDPSi−s, GDPSi−(s−1), ...GDPSi] (4.4)

[GDPSi−45, GDPSi−44, ...GDPSi, GDPSi−15, GDPSi−14, ...GDPSi]

To reduce the noise and enhance the quality of the motion feature vector data, PCA was con-

ducted on gesture samples to account for the variability (v). Additionally, the first and last 100

frames are trimmed off each sample to discard any redundant motions performed at the start or

end of recording.
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FIGURE 4.10: Third dimensional polynomial approximation of 45 and 15 frames of an x-axis
right hand GJP

For PCA, X is an N by 480 Matrix, and N is the number of gesture feature samples. Each

feature sample has 480 feature points where the feature sample is derived by approximating

temporal motion by 4th degree polynomials. Two types of time frames are used (60 frames and

45 frames), as well as 20 body joints, 3 axes for each body joint, and a 4th degree polynomial,

which results in each feature vector having 480 feature points. The following are the steps

performed:

Cvi = γivi (4.5)

30 eigenvectors with the largest eigenvalues selected:

V = [v1, v2, ...v30],

X(N by 480) sample feature matrix is multiplied by V , to dimensionally reduce X ′(N by 30).
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FIGURE 4.11: Plot of Eigenvector with legend

The resulting eigenvectors, which are being used as motion feature vectors that account for

98% of the variability in a dataset in some experiments, reduces the size of the motion feature

vectors. For instance, when testing on the MSRC-12 dataset, rather than having 480 polynomial

approximation numerators reduced from 1200 xyz-values, PCA transforms these into approxi-

mately 20-30 eigenvectors that represent all of the required information for gesture recognition.

These eigenvectors then get fed into a feature matrix to categorize the gesture classes in a way

that the computer can easily recall when recognizing gestures.

4.5 Summary

In this chapter I explained how I extracted motion features from the MSRC-12 dataset. After

acquiring the GDP values from the 3D skeleton of a gesture sample, the PJVA approach uses
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the gesture recognition techniques AMFE, polynomial approximation, and principal component

analysis (PCA) to extract motion feature vectors.

In Chapter 5, I will test the PJVA approach by applying machine learning algorithms found

on the WEKA database to label and classify the motion feature vectors extracted from the

MSRC-12 data samples. I will present these PJVA results alongside the results of several of

other studies that tested on the MSRC-12 dataset. I thus will thus justify the use of AMFE

as a novel gesture recognition approach, demonstrate the potential of charades for sampling

gestures, and I will establish Random Forest as the most effective machine learning algorithm

for appropriately labeling the static PJVA-20 dataset that I constructed.
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Chapter 5

Simulation Results and Discussion

“Shape Without form, shade without color,

Paralyzed force, gesture without motion;”

- T. S. Eliot

5.1 Introduction

In this chapter, I will test machine learning approaches for classifying and labeling gestures

for recognition applications. I tested the RF algorithm with AMFE on the static samples from

PJVA-20 dataset, achieving 98.5% accuracy for gesture recognition. I also tested my PJVA

gesture recognition approach on the MSRC-12 dataset to see if RF combined with AMFE

could exceed other academics’ gesture recognition accuracy results. PJVA achieved 81.49%

accuracy on the MSRC-12 dataset, which will be compared to the results of other researchers

in this chapter.

This chapter is organized as follows. Section 5.2 on page 74 presents the results of the PJVA

machine learning approach on my PJVA-20 dataset, including tests of several algorithms in-

cluding SVM Poly (Section 5.2.1 on page 74), and SVM RBF (Section 5.2.2 on page 74), and

Random Forest (Section 5.2.3 on page 76). The high accuracy results of the RF algorithm en-

sured its use in the final PJVA machine learning approach. These tests also demonstrate the
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FIGURE 5.1: PJVA Flowchart explaining methodology
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FIGURE 5.2: Proposed Approach compared to Fothergill et al. 2012 Experiment Process

high recognition capabilities of the PJVA approach on static images of the PJVA-12. This has

proven to be difficult on the MSRC-12, which required the extraction of motion feature vectors

to better differentiate between separate gestures and improve recognition accuracy. PJVA, on

the other hand, achieved a 98.5% accuracy on just static gestures alone. This result primar-

ily serves to demonstrate the quality of the samples captured using charades as a modality of

instruction.

Finally, Section 5.3 on page 81 presents the results of the PJVA machine learning approach

on the MSRC-12 dataset. By comparing these results to those of Zhang et al. [2] in particular,

which was the best results on the MSRC-12 at the time of testing, it can been seen that the PJVA

system has advanced the state-of-the art in gesture recognition. This is primarily attributed to

the AMFE approach for orienting motion feature extraction approaches.
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FIGURE 5.3: The Proposed Approach for SVM Learning compared to Zhang et al.

 

Scaled Anchored 
Data

P Degree Polynomial
Select M 

eigenvectors with 
PCA

Random Forest 
Learning with 

Parameter Selection
Results
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5.2 Results of PJVA Machine Learning Approach on PJVA-

20 dataset

5.2.1 SVM Poly Results

The Polynomial SVM classifier is non-linear and is a hyperplane in the high-dimensional fea-

ture space, defined by the Homogeneous Polynomial and Non-homogeneous Polynomial equa-

tions:

k(xi, xj) = (xi · xj)d (5.1)

k(xi, xj) = (xi · xj + 1)d (5.2)

Then, I calculated the Polynomial Kernel Grid Search Parameter:

1. Cost varied between .1 and 7812.5, scaling in steps of 5.

2. Gamma serves as inner product coefficient in the polynomial. Gamma varied between

1e5 and 113.90625, scaling in steps of 15.

3. Degree of polynomial varied between .01 and 4, scaling in steps of 7.

4. Coefficient varied between .1 and 274.4, scaling in steps of 3.

The most accurate recognition (97.64% accuracy) was obtained with a Cost value of 0.5,

Gamma of 0.50625, Degree of 3.43, and coefficient of 0.1.

5.2.2 SVM RBF Results

The Radial Basis Function (RBF) SVM classifier is non-linear and the corresponding feature

space is a Hilbert space of infinite dimensions, defined as the following function:
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Gamma/Cost 0.1 0.5 2.5 12.5 62.5 312.5 1562.5 7812.5 

0.00001 11.9088 11.0895 11.0895 11.0895 11.0895 28.017 65.6136 83.3715 

0.00015 11.9088 11.0895 11.0895 11.9163 48.0545 80.878 89.702 93.8928 

0.00225 11.9088 11.0895 37.1109 72.714 88.26 93.2538 95.5032 96.3559 

0.03375 29.7226 67.0234 85.2106 92.8481 96.1389 96.9349 96.808 96.7915 

0.50625 83.73 93.0102 96.5956 98.0217 98.3722 98.1005 97.8376 97.8376 

7.59375 73.5057 92.8436 95.8249 95.921 95.9305 95.8808 95.8312 95.8312 

113.90625 11.3813 19.893 40.9047 40.9047 40.9047 39.7976 38.6905 38.6905 

 
TABLE 5.1: SVM RBF Kernel Performance Table for Gamma (horizontal) and Cost (vertical).
These are variables that can be fitted to a SVM RBF recognition problem. PJVA was designed to
automatically select these parameters during recognition, which in turn fine-tunes the accuracy
of the SVM RBF learning algorithm’s parameters. However, RF still turned out to be a more

effective solution.

k(xi, xj) = exp(−γ ||xi − xj ||2), γ > 0 (5.3)

The RBF Kernel has been used to calculate the grid search for parameters:

1. The computational cost varied between 0.1 and 7812.5, scaling in steps of 5. The com-

putational cost effects a soft margin that permits some misclassifications, increasing the

cost of misclassifying points and forcing the creation of a more accurate model that may

not generalize well.

2. Gamma varied between 1e5 to 113, scaling in steps of 15. The gamma parameter deter-

mines the RBF width.

3. The highest correct prediction was obtained for Cost 312.5 and Gamma .50625. Table 5.1

summarizes the RBF performance.

The SVM RBF is a complex model to illustrate. Nonetheless, a plot of the first 4 alphabetical

classes is shown in Figure 5.5. This is a 2D plot created using the z-axis values of the spine

and the y-axis values of the left foot. These axes were selected because the recognition system

prioritized these points for accurate identification.
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FIGURE 5.5: According to the SMV recognition results of this database, the y-coordinate of
the left foot and z-coordinate of spine are the most useful features for classifying gestures.
This figure shows heavy overlaps between classes due to projection to feature space of lower

dimensions.

5.2.3 Random Forest Results

RF Parameter Selection using Polynomial Kernel:

1. Tree Height varied between 2 and 64, scaling in steps of 2.

2. The number of features considered varied between 4 and 12, with a multiple step of 2.

The most accurate prediction (98.13% accuracy) was obtained for Max Tree Height of 32 and

10 random features (see Figures Figure 5.6, Figure 5.7, Figure 5.8, and Table 5.2).
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ARCHERY 

Right Feet – Y = .2 

ARCHERY Left Feet – Y = .6 

Spine - Z = .15 

FIGURE 5.8: A small portion of a decision tree. For Left Feet - Y = .6 if motion feature vector
has z coordinated of spine larger than .15, traverse to the right side; otherwise go to the left side

of that node

Figure 3.9 is a screen capture of WEKA Explorer that was used for accuracy validation of the

PJVA approach. WEKA [1] was developed at the University of Waikato, New Zealand.

79



Features/Max Tree Height 2 4 8 16 32 64 

4 24.38 46.72 90.09 97.73 97.89 97.89 

6 26.27 46.48 89.51 97.92 97.97 97.97 

8 27.93 45.19 89.36 98.01 98.11 98.11 

10 30.32 46 89.25 98.03 98.13 98.13 

12 31 44.89 89.16 97.95 98.02 98.02 

 TABLE 5.2: Performance table with features(horizontal) and max tree height(vertical)

 

FIGURE 5.9: WEKA comparitive learning results on the gestures listed in Figure 3.9. WEKA
[1] was developed at the University of Waikato, New Zealand and is the leading free and pub-
licly available machine learning library. WEKA’s quick comparison and extensive library make

it the tool of choice for applied research in machine learning
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5.3 Results of PJVA Machine Learning Approach on MSRC-

12 dataset

This section will show the results of testing the PJVA machine learning approach for recogniz-

ing the 12 classes of the MSRC-12 dataset, on the combined iconic and metaphorical gesture

dataset. PJVA results on MSRC-12 are shown with CMFE (Figure 5.8) and AMFE gesture

recognition approaches (Figure 5.9).

 
G10_Change 

_weapon 
G12_Kick G2_Duck G4_Goggles G6_Shoot G8_Throw 

G10_Change_weapon 68.20% 1.20% 1.30% 7.30% 19.50% 2.60% 

G12_Kick 0.40% 91.80% 4.90% 0.90% 0.10% 1.90% 

G2_Duck 1.30% 3.50% 87.00% 5.80% 0.50% 1.90% 

G4_Goggles 2.30% 1.80% 6.30% 79.80% 6.70% 3.00% 

G6_Shoot 1.30% 3.90% 0.70% 13.80% 80.20% 0.20% 

G8_Throw 2.40% 19.20% 2.30% 0.70% 0.70% 74.70% 

     Overall: 80.45% 

 
TABLE 5.3: Confusion Matrix results for PJVA system testing on the MSRC-12 dataset for

recognizing Iconic Gestures with CMFE

 
G10_Change 

_weapon 
G12_Kick G2_Duck G4_Goggles G6_Shoot G8_Throw 

G10_Change_weapon 79.70% 0.40% 3.20% 1.20% 9.10% 6.40% 

G12_Kick 1.70% 87.30% 4.50% 0.20% 0.80% 5.50% 

G2_Duck 0.90% 7.00% 86.70% 1.30% 2.90% 1.10% 

G4_Goggles 1.90% 0.30% 5.50% 88.40% 3.40% 0.40% 

G6_Shoot 6.90% 1.10% 1.30% 9.00% 80.40% 1.20% 

G8_Throw 2.20% 11.20% 3.60% 0.70% 0.20% 82.00% 

     Overall: 84.42% 

 
TABLE 5.4: Confusion Matrix results for PJVA system testing on the MSRC-12 dataset for

recognizing Iconic Gestures with AMFE

A few specific gestures have proven to be much more difficult to recognize than the others.

Wind it up (G5), Lift outstretched arm (G1), and Beat Both Hands (G11) have very low accu-

racy in recognition. In fact, discarding these three gestures, the accuracy of PJVA will rise to as
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 G11_Beat_both G1_LOA G3_Push_Right G5_Wind_it_up G7_Bow G9_HE 

G11_Beat_both 33.60% 23.70% 2.20% 12.80% 1.90% 25.70% 

G1_LOA 23.10% 47.60% 5.20% 14.60% 2.20% 7.20% 

G3_Push_Right 8.80% 1.10% 64.50% 13.50% 6.20% 5.90% 

G5_Wind_it_up 19.60% 11.30% 3.90% 49.90% 5.40% 10.00% 

G7_Bow 6.40% 4.30% 5.30% 2.80% 77.00% 4.20% 

G9_HE 20.70% 11.50% 0.30% 4.60% 1.80% 61.20% 

     Overall: 54.58% 

 
TABLE 5.5: Confusion Matrix results for PJVA system testing on the MSRC-12 dataset for

recognizing Metaphorical Gestures with CFME

 G11_Beat_both G1_LOA G3_Push_Right G5_Wind_it_up G7_Bow G9_HE 

G11_Beat_both 51.50% 22.60% 0.10% 12.70% 2.80% 10.20% 

G1_LOA 12.20% 64.70% 0.30% 7.40% 7.40% 8.00% 

G3_Push_Right 1.00% 1.70% 78.40% 10.20% 8.20% 0.50% 

G5_Wind_it_up 14.20% 8.70% 0.30% 74.30% 1.50% 1.00% 

G7_Bow 1.20% 3.70% 1.60% 5.80% 87.40% 0.20% 

G9_HE 17.80% 7.30% 0.10% 4.10% 0.90% 69.80% 

     Overall: 69.55% 

 
TABLE 5.6: Confusion Matrix results for PJVA system testing on the MSRC-12 dataset for

recognizing Metaphorical Gestures with AMFE

high as 92%. ‘Beat both hands’ and ‘lift outstretched arms’ both involve lifting of arms above

the head and bringing them down sideways. A similar problem exists with ‘Wind it up’, which

partially resembles many other gestures.

5.4 Summary

This chapter summarizes the PJVA experiments undertaken to achieve a benchmark in gesture

recognition in terms of correctness and coverage — not only on my self-built PJVA-20 dataset,

but also on the MSRC-12 dataset.
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Description N1 N2 D 
V (Eigen 

vectors) 

Test 

Accuracy 

Random Forest, 200 Trees 30 10 4 .95 (18) 76.79% 

Random Forest, 200 Trees 30 10 4 .92 (14 ) 69.87% 

Random Forest, 200 Trees 30 10 4 .98(30) 74.73% 

SVM, RBF Kernel, c = 1, 

Gamma = 9.25 
30 10 4 .95 (18) 62.45% 

Random Forest, 200 Trees, 30 10 2 .95(26) 71.81% 

Random Forest, 200 Trees 30 10 6 .95(26) 63.91% 

Random Forest, 200 Trees 60 30 3 .95(22) 79.09% 

Random Forest, 200 Trees 

Not normalized data 
60 30 3 .95(17) 74.75% 

Random Forest, 200 Trees 

Not normalized data 
60 30 3 .95(17) 74.75% 

TABLE 5.7: 12 Class MSRC-12 results. N1, N2 are the past frame count, D is the Degree of
fitted polynomial, V is Variability accounted for by the selected eigenvectors

 G10 G11 G12 G1 G2 G3 G4 G5 G6 G7 G8 G9 

G10 82.20% 0.70% 0.10% 0.10% 0.00% 5.10% 4.30% 3.80% 0.90% 0.30% 1.70% 0.70% 

G11 0.50% 69.10% 0.00% 8.50% 0.70% 0.10% 7.20% 3.00% 0.70% 0.00% 0.00% 10.00% 

G12 1.10% 0.50% 90.20% 2.60% 1.10% 0.10% 0.00% 0.30% 0.00% 0.20% 3.80% 0.00% 

G1 0.10% 25.20% 0.00% 54.50% 7.00% 0.30% 0.10% 3.10% 0.40% 2.80% 0.10% 6.50% 

G2 0.50% 0.60% 2.60% 1.90% 83.30% 0.30% 1.10% 0.40% 0.00% 6.30% 3.00% 0.00% 

G3 13.80% 4.60% 1.30% 0.40% 0.90% 69.40% 0.00% 2.60% 1.70% 3.30% 1.80% 0.00% 

G4 0.40% 0.20% 0.00% 0.30% 0.00% 0.00% 91.80% 1.70% 2.50% 0.00% 0.00% 3.20% 

G5 0.80% 16.90% 0.10% 9.30% 0.30% 0.50% 7.30% 57.50% 6.20% 0.60% 0.10% 0.50% 

G6 2.20% 0.10% 0.50% 0.40% 0.00% 0.10% 9.40% 0.90% 85.40% 0.10% 0.00% 1.00% 

G7 1.00% 0.20% 4.70% 6.10% 10.20% 2.10% 0.10% 0.50% 0.00% 74.00% 0.90% 0.20% 

G8 3.90% 0.00% 0.40% 3.50% 0.00% 1.40% 0.00% 0.50% 0.00% 0.00% 90.10% 0.20% 

G9 0.00% 6.90% 0.00% 10.10% 0.00% 0.10% 13.30% 1.10% 0.60% 0.10% 0.00% 67.90% 

           Overall: 76.28% 

 
TABLE 5.8: Confusion Matrix results of PJVA machine learning approach on MSRC-12 with

CMFE
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 G10 G11 G12 G1 G2 G3 G4 G5 G6 G7 G8 G9 

G10 81.90% 0.00% 0.10% 1.00% 0.20% 1.70% 2.20% 2.00% 10.60% 0.30% 0.00% 0.00% 

G11 0.00% 62.00% 0.00% 13.90% 0.00% 0.00% 0.20% 5.50% 0.00% 0.20% 0.30% 17.90% 

G12 0.00% 0.00% 95.80% 1.90% 0.10% 0.50% 0.10% 0.10% 0.00% 0.60% 0.80% 0.00% 

G1 0.00% 39.30% 0.00% 52.20% 0.10% 0.00% 0.30% 6.30% 0.10% 0.20% 0.00% 1.50% 

G2 0.00% 0.00% 0.30% 0.00% 98.50% 0.00% 0.20% 0.00% 0.00% 0.90% 0.00% 0.00% 

G3 1.00% 0.00% 0.80% 0.20% 0.10% 93.40% 0.00% 0.20% 0.00% 2.30% 1.90% 0.00% 

G4 0.30% 0.20% 0.00% 0.40% 0.50% 0.00% 88.00% 2.90% 1.60% 0.00% 0.00% 6.10% 

G5 8.80% 7.80% 4.40% 5.30% 2.50% 14.80% 4.70% 44.60% 2.50% 2.00% 2.30% 0.30% 

G6 0.00% 0.00% 0.00% 0.10% 0.20% 0.00% 1.10% 0.10% 98.30% 0.10% 0.10% 0.00% 

G7 0.60% 0.40% 4.70% 3.60% 7.10% 1.40% 0.30% 1.00% 0.20% 80.20% 0.60% 0.00% 

G8 0.60% 0.00% 0.00% 0.40% 0.20% 0.70% 0.00% 0.10% 0.00% 0.00% 98.10% 0.00% 

G9 0.00% 2.00% 0.00% 5.10% 1.20% 0.00% 5.80% 0.70% 0.00% 0.30% 0.00% 84.90% 

           Overall: 81.49% 

 
TABLE 5.9: Confusion Matrix results of PJVA machine learning approach on MSRC-12 with

AMFE

Zhang et al.’s results (see Sections 2.5.6 on page 37 and 2.5.7 on page 37) encouraged me to ap-

ply both SVM and RF to my own experiments on both the MSRC-12 dataset and the PJVA-20,

in order to determine the most effective computer learning algorithms for my novel anchor-

ing approach. I used several classifying algorithms to test my 20 class PJVA dataset: SVM

RBF, SVM Polynomial, and RF. Of those three, RF was deemed the fastest and most accurate.

Different learning parameters for these 3 classifiers have been tested. For classification, 70%

of the database are trained while 30% are tested in real time recognition. AMFE and CMFE

approaches are compared, and AMFE is confirmed as a benchmark approach after achieving

higher accuracy results in testing on both the PJVA-20 and the MSRC-12 datasets.
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Chapter 6

Conclusions and Future Work

“Nothing happens until something moves”

- Albert Einstein

In this research, I first performed a comprehensive literature review of hand gesture and body

gesture recognition techniques in the literature, in order to compare my results and help refine

my approach. In particular, I conducted numerous tests on the MSRC-12 dataset –— the state-

of-the-art for gesture recognition at the time of writing this dissertation —– to ensure that

the proposed methodology (PJVA) and approach could compare. When tested on the MSRC-

12 dataset —– driven by the CFME approach —– the proposed PJVA approach successfully

recognized the 12 gestures with 81.49% accuracy. Additionally, testing on the static images of

PJVA-20, the PJVA achieves an average accuracy of 98.5% on the 20 gesture class dataset.

I showed that charades is an appropriate modality of instruction for gesture recognition research

and that the PJVA approach to gesture recognition —– chiefly comprised of AMFE, Polynomial

Motion Approximation, Principal Component Analysis (PCA), and RF machine learning —–

has created a benchmark in the gesture recognition field.

This dissertation involved experimenting and testing this approach against other researchers in

the Computer Vision and Machine Learning fields. In particular, the MSRC-12 research gave

me a benchmark point of comparison for research in this field. This study standardized a set of
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instructions to be used when collecting gesture data from research participants. This gave me

the motivation to find alternative modalities of instruction to see if I could build a robust dataset

to meet and exceed the correctness and coverage requirements laid out by Fothergill et al.

This dissertation offers several contributions to the literature. At the time of collection, PJVA

was the largest dataset of its kind for marker-less skeletal 3D points, at 20 gesture classes,

and will be henceforth offered publicly as an open-source dataset for testing machine learning

approaches and gesture recognition techniques. I have also established a benchmark method

for modality of instruction by having research participants act out charades cards to capture

skeletal data for gesture recognition. To create wider coverage of the data, I also enabled

participants with the freedom to record their own gestures and self-edit the resulting gesture

sample to isolate the gesture instance, which helped prevent overfitting of the data and improved

computational accuracy in recognition.

Most importantly, I established a new method for extracting motion feature vectors through a

novel recognition approach, AMFE. This is a foundational shift away from the current state of

the literature and thus creates a benchmark in how to extract motion feature data from static

3D skeletal data for machine learning applications. This has been tested by applying PJVA

to extract and label gesture data from both the MSRC-12 and PJVA-20 datasets, with high

accuracy results.

I recognize that the meaning of a particular gesture may be subjective; however, this research

has demonstrated that gestures are predictable over a large population and can be identified by

one or more sequences of movements over a short period of time. When just considering pose,

the PJVA approach is capable of recognizing gestures at the speed of >600fps.

Similar to a researcher that I admire, Robert Wang, I believe that the future potential in research

and industry applications are significant.

6.1 Call to Action

To further advance the benchmark of gesture recognition, I offer the following calls to action:
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1. I call for more testing using the PJVA approach on different gesture datasets in order to

widen the scope of testing this approach. In particular, the AMFE approach should now

be employed to increase the accuracy of gesture recognition systems on several datasets

in the literature. These tests would further demonstrate the new benchmark by testing the

PJVA gesture recognition approach in further experiments and comparing them to other

experiments in the field.

2. I call for further analysis of the PJVA-20 dataset with different combinations of gesture

recognition and machine learning algorithms, which will put the quality of my gesture

samples to further testing.

6.2 Future Work

In the future, this research has the potential for practical applications that are not confined to the

laboratory, providing functionality in the real world for a wide variety of situations that cannot

afford to have false positive results, e.g., recognizing the gestures of doctors during surgery, the

movement of patients during physiotherapy sessions, and detecting a burglar or a dangerous

threat before the situation has escalated.

The PJVA system has the potential to achieve a machine-based intelligence strong enough to

categorize and detect different types of gestures in many industry settings such as electronic

communication, interactive entertainment, and security systems. Gesture recognition can also

serve as an interactive tool in environments where keyboards, mice, or vocal commands are not

practical or possible. As such, gesture recognition can be used for human body and gesture

tracking in any business industry, science laboratory, or technological application —– particu-

larly with its potential for collecting real time analytics of body language at public events.
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FIGURE 6.1: The proposed approach could be used to make games more realistic by reducing
the time it takes to recognition a gesture and provide near immediate feedback for a greater

sense or immersion
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FIGURE 6.2: The proposed approach could be used to enhance the recognition accuracy of
physiotherapy treatment in hospitals or in the home to allow quicker recovery and improved

training regiment
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FIGURE 6.3: The proposed approach could be used to allow industrial control of machinery and
the linking of more complex controls than are currently available through traditional approaches
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FIGURE 6.4: The proposed approach could be used to search and index motion capture dataset-
s/collections to allow for faster retrieval
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FIGURE 6.5: The proposed approach could be used as an interface tool for transit control
operator to reroute transit vehicle and move data between many screens
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FIGURE 6.6: The proposed approach could be used to identify dangerous or criminal gestures
in a space and allow for real time alerts and aid in quicker response time
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Appendix A

Experiments in Depth Based Hand

Gesture Recognition

In earlier experimentation(2009), several problems were discovered with a vectorization ap-

proach published around the same time period[24, 94], as illustrated in the top portion of Fig-

ure A.1. The colour vector approach proved to be computationally heavy, and though in later

experiments we were able to optimize the approach of outlining just the hand, it added even

more to the computation when using x86 processors. One additional problem came from the

similarity of colour between the hands and faces of users, which is almost always impossible

to distinguish, even with prior frame tracking. Colour sampling is the most common approach

to gesture recognition, but so far has been only a stop-gap method and proven to be a dead-end

approach.

A very important assumption about hand gestures is that they are never behind the face or body

of the user and rarely beside, but always in front. This suggests that depth/distance from a

source can play a major role in locating the gesture, perhaps far more than the colour sampling

approach commonly utilized, hence the benefit of using IR. The middle row (Figure A.1) was

sourced by an IR camera built in-house using a standard Microsoft Lifecam webcam. The IR

camera solves several problems, the most important being that colour data that is otherwise not

required is now replaced with depth data relative to the brightness in the stream, Fanello[95]

describes a similar approach to building an IR camera. The bottom row is a vectorization of the

live IR camera stream. Notice the two rightmost gestures on the bottom row of Figure A.1. The
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FIGURE A.1: Original Colour Vector vs. IR Camera vs. IR Camera Vector

complete gesture is not in the brightest layer, it is actually surrounded by the second brightest

area. The segmentation algorithm knows to check only the brightest (presumed closest) and its

surrounding second brightest (presumed second closest) area of the source. None of the Vector

IR experiments contained relative gesture data in a layer brighter/closer than the second layer.

This is better illustrated in Figure A.2, where we see a 3D mesh model of both the IR source

and its vector equivalency. The IR source is visibly very smooth; the IR conversion is far flatter,

with fewer gradients that are more distinct, and easier to quantify. Looking at the right side of

Figure A.2, we can see that by using just the IR source, we would have to design a variable

threshold system. The IR vector allows us to check only the top two distinct tiers (red and

orange in this case) for the gesture, regardless of threshold.

Acquisitioning/Segmentation

Between 2009 and 2010 dozens of segmentation methods have been tested on IR video frames

and though testing results were positive on many, ultimately the segmentation approach was

narrowed down to an autosegmentation approach. The two key reasons being, segmentation is

not the focus of the original research, and the approach was compatible for extracting a single

hand contour shape. For testing, the Graph Cut approach was implemented, Grieg first applied

graph cut to image processing in [96]. Figure A.3 and Figure A.4 show two different gestures,

five fingers and two fingers, with four Graph Cut samples where the region parameters differ.
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FIGURE A.2: 3D Depth Model based on IR Camera and IR Vector Conversion

From top left, five regions, top right, four regions, bottom left, three regions, and bottom right

is two regions. Top right, four regions became the best choice because visually it seemed to

have the most completed hand shape. Though Graph Cut is an autosegmentation technique,

the regions are randomly labelled. K-means clustering can be used to identify the brightest re-

gion. Rather than applying the K-mean approach, to save time, the following steps removed the

other three regions by using the mean average of white pixels to find the most probable center

of the hand gesture. Figure A.5 shows the approach which takes the Graph Cut with random

labelled regions to a contour. Top left is the Graph Cut, while top right uses the original source

frame with a fast gray threshold applied to it. Mean average is applied to the gray threshold

image which points to a pixel region that is likely to be where the hand is located. Once the

algorithm knows the pixel location, it point the Graph Cut to the correct region which results in

the bottom left images. Once a single shape is segmented, a contour image can be created, and

the building of a descriptor begins.

Final approach will more than likely vary because the acquisition tool(camera) will be changed

very shortly. Since there is no shortage of segmentation approaches, and because of the ex-

tensive testing done to narrow down this methodology, segmentation should not be a major

problem during the next step of experimentation.
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FIGURE A.3: Graph Cut 5 Finger Example

Descriptor Design

For early testing a Fourier Shape Descriptor (FSD) was implemented. Before converting the

contour to a shape descriptor, all conversion must be implemented in the same way. For our

testing, to begin the shape descriptor, the topmost y axis contour pixel was selected, based on

the mean average x axis. From there, the contour moves clockwise in a south east direction.

Figure A.6 shows two Fourier Shape Descriptors. The contour on the right has more noise

associated with the sample. It is important to note the values of the axes. Mean averaging was

used to center the contour on the x and y axes. Having the axis centered allows our descriptors

to be consistent. When building a good descriptor, scaling and rotation are important. So far, a

solution to the scaling problem has been devised by scaling the starting point of the contour to

1 for the y axis and 0 for the x axis. This has not been implemented on the samples in Figure

A.6. A solution for the rotation problem is still being researched, though solvable. When

considering a shape descriptor, it is worth remembering that noise in the shape tends to be high

frequency, while the general shape of the hand tends to be low frequency. Figure A.7 shows the
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FIGURE A.4: Graph Cut 2 Finger Example

Fast Fourier Transform(FFT) of the X-axis of the FSD. The example has over 1200 features to

describe to the shape. Figure A.8 shows the key points. We will try to cut the 1200 features

down to under 40 features. Comparative results of different feature numbers will be discussed

in the next section.

The FSD is being used only temporarily. One original contribution of the methodology will

be in a new descriptor approach. Though the FSD has worked well, it is a 2D approach. A

new descriptor approach will need to contain 3.5D data. The 3.5D data will benefit by being

represented in a 2D format; therefore, the data will need to be downconverted. Downconverting

is helpful because it simplifies classification, as discussed in the next section.

Describing 3D Shapes

[97] uses a Spherical Fourier transformation (Spherical harmonics) to describe the features

of 3D shapes. Vranic applies a Spherical Fourier transformation to the function r(u). The

Fourier transformation on the sphere uses the spherical harmonics functions Yl,m to represent
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FIGURE A.5: Graythresh Mean Average Region Identification

any function r ∈ L2(S2) as,

r =
∑

l≥0

∑

|m|≤l

r̂(l,m)Yl,m (A.1)

where r̂(l,m) denotes a Fourier coefficient. The spherical harmonics are orthogonal with re-

spect to integration over the surface of the unit sphere. The complex Fourier coefficients can be

calculated by a spherical Fast Fourier Transform algorithm applied to samples taken. Spherical

harmonics are quite commonly used throughout 3D modeling classification.

In [98], Shih proposes a novel feature descriptor called elevation descriptor for 3D model re-

trieval. The approach is designed for invariant translation and scaling of 3D models and ro-

tation. “Six elevations are obtained to describe the altitude information of a 3D model from

six different views. Each elevation is represented by a gray-level image which is decomposed

into several concentric circles. The elevation descriptor is obtained by taking the difference

between the altitude sums of two successive concentric circles. Shih describes experimental re-

sults which show that the proposed method is superior to other descriptors, including spherical

harmonics, the MPEG-7 3D shape spectrum descriptor, and D2.”
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FIGURE A.6: Contour Centering where the axis represent pixels

FIGURE A.7: Plot of FFT of X-axis
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FIGURE A.8: Key Features of Descriptor

[98] proposed a novel 3D shape descriptor based on reflective symmetry. This refers to a mea-

sure of reflective symmetry for an arbitrary 3D model for all planes through the model’s center

of mass (regardless of the uniformity of their shape). Kazhdan shows how to obtain a voxel

grid from arbitrary 3D shapes and, using Fourier methods, presents an algorithm that computes

the symmetry descriptor in O(N4logN) time for an N × N × N voxel grid and computes a

multiresolution approximation in O(N3logN) time.

Princeton University has proposed several 3D model searching and indexing approaches. In

[99], Funkhouser proposes a search repository of 3D surface models with queries describing

geometric properties. He found that the main challenge in matching and indexing shapes is

accounting for arbitrary rotations. Previous methods that require alignment into a common co-

ordinate system (e.g., with principal axes) are not robust. He claims other methods that rely

upon rotationally invariant shape descriptors are usually not very discriminating. Funkhouser

proposed a novel rotation invariant shape-descriptor based on spherical harmonics. The main

idea is to decompose a 3D model into a collection of functions defined on concentric spheres,

and to use spherical harmonics to discard orientation information (phase) for each one. This

yields a shape descriptor that is both orientation invariant and descriptive. The proposed method

involves using skeleton model data, where each node connector (stick) is represented by a 3 by

3 matrix containing 3D orientation, as shown in Figure A.9. The 3 by 3 matrices are transposi-

tions of three 2 by 2 matrices, each representing position, rotation and scale. The feature matrix

will be populated with all 9 real numbers from each stick. When the classifier is run, each in-

dividual feature will be tested for accuracy of classification. It will be possible to narrow down

only the most important features for each gesture. Table A.1 illustrates a four-class experiment,

where a Naive Bayes classifier with 80 percent training and 20 percent testing achieved a total

accuracy of 71.25 percent with 40 features. By applying forward sequential feature selection,
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FIGURE A.9: Hand Skeleton Model with 3X3 Matrix Description

an accuracy of 69.75 percent was achievable using only one feature. In this example, adding

any one of the other 39 features would not increase the accuracy. This problem stops the for-

ward sequential feature selection algorithm. Though inputting all 9 values of every stick in the

hand may seem computationally heavy at first, once prime features are selected, the recognition

and classification process can become much quicker.

Time/Motion

In [100], Guangqi presents an approach for the capturing of motion by using the location fea-

ture. (Location of pixel is derived by segmentation by way of colour sampling). The descriptor
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Accuracy=71.25%
Accuracy of Class 9 Classification:
85%
Accuracy of Class 10 Classification:
70%

Forward Sequential Feature Selection (% of error)

Accuracy of Class 11 Classification:
90%

Step 1, added column 14, criterion value 0.3025

Accuracy of Class 12 Classification:
40%

Final columns included:14

Elapsed time is 1.125224 seconds

TABLE A.1: Forward Sequential Feature Selection

contains orientation features, which are made up of directional angles. It’s worth mentioning

that a simple HMM was used to accurately track hands drawing shapes.

Classification

Before classification can begin, a feature matrix needs to be constructed. Table A.2 shows the

feature matrix format used, while Figure A.10 shows an invalid feature matrix format. The

feature matrix has each sample with a label at the end (right side). Each gesture is a horizontal

data set, with some type of feature information associated with it. The rightmost value is always

the class number. The feature matrix is passed to a classifier, which has an implementation of a

multivariate normal distribution with the probability distribution function of:

fx(x) =
1

2π
k
2 |Σ| 12

e(−
1
2

(x−µ)′Σ−1(x−µ)) (A.2)

Where k is number of gestures (classes).

Feature1 Feature 2 ... Feature m Class
Sample 1 XF1,S1 XF2,S1 ... XFm,S1 Class
Sample 2 XF1,S2 XF2,S2 ... XFm,S2 Class

... ... ... ... ... ...
Sample n XF1,Sn XF2,Sn ... XFm,Sn Class k

TABLE A.2: Feature Matrix

104



FIGURE A.10: Representation of Invalid Feature Matrix with Contour and Temporal Data
(2.5D)

Descriptor features are real values based on Figure A.8. Mean values are calculated for the

entire class set. Covariance must be calculated instead of just variance because this is a mul-

tivariate problem. In the experimentation results shown Table A.3, the feature matrix contains

200 samples, 100 samples per class. Results were tested using 2, 10, 20, 30, and 40 features.

As yet, there is no know optimal number of features. Based on the limited number of samples

in the table, one could extrapolate that having more features is better. The risk with providing

too many features (original contour average is around 1600 features) is that the classifier will

be over fitted, the accuracy will decrease, and processing time might increase.

This approach used a Naive Bayes classifier. Other classification methods will still be designed

and tested during the methodology phase in the search for the most accurate results. One
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# of Feature in Descriptor Accuracy of Class 1 Accuracy of Class 2 Time Cost
2 73,00% 44,00% 0.113229sec
10 60,00% 84,00% 0.125898sec
20 86,00% 91,00% 0.118099sec
30 96,00% 96,00% 0.130884sec
40 98,00% 97,00% 0.125588sec

TABLE A.3: Two Class Naive Bayes Accuracy Comparison

major limitation to the Naive Bayes classifier, and many other classification methods, is that

our feature matrix is 2D, which ultimately limits our descriptor. One potential solution to this

limitation might be to combine multiple features into feature sets capable of representing the

3.5D data in a single descriptor. Even though the representation is in 2D, we would not lose

the 3.5D data. This theory would still need to be tested for validity. Figure A.10 illustrates the

complexity of a 2.5D feature matrix. This format is not compatible without downconverting

the data into the format of Table A.2 Feature Matrix. “Sample 1 Feature(1,1)” to “Sample 1

Feature(1,M)” represents just the contour data, while temporal data in linear in this example.

Picking a Classifier

When selecting a classifier, exploratory data analysis is always a good idea. Currently, Naive

Bayes, SVM and Bagging Decision Trees (type of bootstrap aggregation) have been tested as

multi-class and multi-feature classifiers, though each approach has many sub-variations by way

of kernel.

Testing Accuracy

Many approaches exist to test accuracy, including confusion matrices and rock curves. A confu-

sion matrix is a visualization tool which displays the predicted values and actual values overtop

each other. In Table A.4, a simple confusion matrix is shown, where the principal diagonal

represents the correct prediction. One benefit of a confusion matrix is that it is easy to see if the

system is confusing two classes (i.e. commonly mislabelling one as another). When a data set

is unbalanced, the error rate of a classifier is not representative of the true performance of the

classifier. The table allows for easy identification of biases towards classes.
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Predicted Value
Class 1 Class 2

Actual value Class 1 True Positive False Negative
Class 2 False Positive True Negative

TABLE A.4: Confusion Matrix Example

Test Gestures

Static gestures were selected to begin the classifier testing. Table A.5 shows twelve gesture

classes that were tested over the following sections. 100 samples of each gesture are sampled

into the database.

Gesture Class 1 Gesture Class 2 Gesture Class 3 Gesture Class 4

Gesture Class 5 Gesture Class 6 Gesture Class 7 Gesture Class 8

Gesture Class 9 Gesture Class 10 Gesture Class 11 Gesture Class 12

TABLE A.5: First 12 Gesture Classes of Test Database

Naive Bayes

Naive Bayes with Gaussian distribution has been tested with up to 12 gestures. All training

classification has been in the near 100 percent range, as with all of the following approaches.

Table A.6 shows the results of six two-class testing problems for comparative analysis. Accu-

racy ranges from 70% to 85% in approximately half a second total computation time.
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Naive Bayes Results
Two-Class Problem with Randomly Distributed 80% Training 20% Testing

Class 1 vs 2 Class 3 vs 4 Class 5 vs 6 Class 7 vs 8 Class 9 vs
10

Class 11
vs 12

Accuracy =
82.5%

Accuracy =
80%

Accuracy =
80%

Accuracy =
70%

Accuracy =
85%

Accuracy
= 72.5%

Accuracy
of C 1 Clas-
sification:
80%

Accuracy
of C 1 Clas-
sification:
60%

Accuracy
of C 1 Clas-
sification:
70%

Accuracy
of C 7 Clas-
sification:
55%

Accuracy
of C 9 Clas-
sification:
75%

Accuracy
of C 11
Classi-
fication:
90%

Accuracy
of C 2 Clas-
sification:
85%

Accuracy
of C 2 Clas-
sification:
100%

Accuracy
of C 2 Clas-
sification:
90%

Accuracy
of C 8 Clas-
sification:
85%

Accuracy of
C 10 Clas-
sification:
95%

Accuracy
of C 12
Classi-
fication:
55%

0.463599
seconds.

0.475739
seconds.

0.884039
seconds.

0.465314
seconds.

0.888766
seconds.

0.540778
seconds.

Confusion
Matrix[
16 4
3 17

]
Confusion
Matrix[
12 8
0 20

]
Confusion
Matrix[
14 6
2 18

]
Confusion
Matrix[
11 9
3 17

]
Confusion
Matrix[
15 5
1 19

]
Confusion
Matrix[
18 2
9 11

]

TABLE A.6: Naive Bayes 2 Class Results

Table A.7 uses the same classes but lists the results of four classes at the same time. Accuracy

drops to between 57% and 71% with the increase of class numbers. Table A.8 shows the results

of a twelve-class problem. Accuracy has dropped to 32%.

Feature Selection

Following Naive Bayes classification, a forward sequential feature selection technique was run

on the feature matrix. [101] outlines such a technique. The bottom of Table A.7 and Table

A.8 shows the results of the approach. What is interesting is that in some cases, specifically

in Table A.7, less than two features out of the original forty are capable of describing the class

well enough to achieve equal accuracy to using all forty features. In the case of Table A.8, five

features are collected before the accuracy cannot be increased any further. Feature selection

will be very useful in the future, once feature matrices begin to contain hundreds of features.
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Naive Bayes Results
Four-Class Problem with Randomly Distributed 80% Training 20% Testing

Class 1 vs 2 vs 3 vs 4 Class 5 vs 6 vs 7 vs 8 Class 9 vs 10 vs 11 vs 12

Accuracy = 57.5% Accuracy = 61.25% Accuracy = 71.25%

Accuracy of Class 1
Classification: 15%

Accuracy of Class 5
Classification: 45%

Accuracy of Class 9
Classification: 85%

Accuracy of Class 2
Classification: 60%

Accuracy of Class 6
Classification: 70%

Accuracy of Class 10
Classification: 70%

Accuracy of Class 3
Classification: 75%

Accuracy of Class 7
Classification: 60%

Accuracy of Class 11
Classification: 90%

Accuracy of Class 4
Classification: 80%

Accuracy of Class 8
Classification: 70%

Accuracy of Class 12
Classification: 40%

1.153229 seconds. 1.572986 seconds. 1.125224 seconds.

Confusion Matrix



3 4 8 5
1 12 4 3
0 0 15 5
1 3 0 16




Confusion Matrix



9 3 4 4
2 14 1 3
0 1 12 7
5 1 0 14




Confusion Matrix



17 0 2 1
0 14 6 0
0 0 18 2
2 0 10 8




Forward Sequential Feature
Selection:

Forward Sequential Feature
Selection:

Step 1, added feature 32,
accuracy: 53.5%

Step 1, added feature 6,
accuracy: 53.75%

Forward Sequential Feature
Selection:

Step 2, added feature 5,
accuracy: value 57.75%

Step 2, added column 22,
accuracy: 56.25%

Step 1, added feature 14,
accuracy: 69.75%

Final features included:5 &
32

Final features included: 6 &
22

Final feature included: 14

TABLE A.7: Naive Bayes 4 Class Results

SVM

To begin testing SVM, a linear kernel was used, though research suggests trying the RBF kernel

first. In [102], Keerthi suggests that if an RBF kernel is used with model selection, there is no

need to test a linear kernel. RBF still needs to be tested. A good SVM tutorial is available at

[103]. Table A.9 shows the results of SVM two-class results. Accuracy tends to be higher than

with the Naive Bayes approach. Computation time is also comparable, though the Class 1 &

Class 2 experiment contradicts accuracy and speed observations.
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Naive Bayes Results
Twelve-Class Problem with Randomly Distributed 80% Training 20% Testing

Accuracy = 32.5%

Accuracy of C 1 Classification: 0%
Accuracy of C 2 Classification: 45%
Accuracy of C 3 Classification: 10%
Accuracy of C 4 Classification: 55%
Accuracy of C 5 Classification: 0%
Accuracy of C 6 Classification: 35%
Accuracy of C 7 Classification: 0%
Accuracy of C 8 Classification: 55%
Accuracy of C 9 Classification: 85%
Accuracy of C 10 Classification: 70%
Accuracy of C 11 Classification: 35%
Accuracy of C 12 Classification: 0%

C is Class

7.186955 seconds.

ConfusionMatrix
0 4 0 4 0 2 0 4 2 0 4 0
0 9 0 2 0 0 0 3 5 0 1 0
0 0 2 7 0 6 0 1 4 0 0 0
0 4 0 11 0 0 0 4 0 0 1 0
0 4 0 4 0 1 0 3 4 4 0 0
0 0 0 2 0 7 0 6 3 1 1 0
0 1 0 5 0 7 0 1 4 0 2 0
0 1 0 0 0 6 0 11 0 2 0 0
0 1 0 1 0 1 0 0 17 0 0 0
0 3 0 3 0 0 0 0 0 14 0 0
0 2 0 2 0 6 0 3 0 0 7 0
0 6 0 1 0 7 0 3 2 0 1 0
Forward Sequential Feature Selection:

Step 1, added feature 2, accuracy:
29.8333%
Step 2, added feature 40, accuracy:
35.3333%
Step 3, added feature 1, accuracy:
36.1667%
Step 4, added feature 15, accuracy:
36.5%
Step 5, added feature 3, accuracy:
36.5833%

Final features included: 1 2 3 15 40

TABLE A.8: Naive Bayes Twelve-Class Results

Table A.10 shows the results of three SVM four-class problems. Results are very comparable

to the results of Naive Bayes approach, but with exponentially longer computation time. Table

A.11 shows the results of a twelve-class problem, with accuracy improving to 50

Bagging Decision Trees (Bootstrap Aggregation)

The Naive Bayes and SVM results hinted that the classifier had over-fitted the classes. The

approach of bagging decision trees, or more commonly known as bootstrap aggregations, was
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Support Vector Machine Classification Results
Two-Class Problem with Evenly Distributed 80% Training 20% Testing

Class 1 vs 2 Class 3 vs 4 Class 5 vs 6 Class 7 vs 8 Class 9 vs
10

Class 11 vs
12

Accuracy =
55%
(22/40)

Accuracy =
90%
(36/40)

Accuracy =
90%
(36/40)

Accuracy =
70%
(28/40)

Accuracy =
97.5%
(39/40)

Accuracy =
77.5%
(31/40)

Accuracy
of C 1 Clas-
sification:
60%

Accuracy
of C 1 Clas-
sification:
80%

Accuracy
of C 1 Clas-
sification:
85%

Accuracy
of C 7 Clas-
sification:
60%

Accuracy
of C 9 Clas-
sification:
100%

Accuracy
of C 11
Classi-
fication:
90%

Accuracy
of C 2 Clas-
sification:
50%

Accuracy
of C 2 Clas-
sification:
100%

Accuracy
of C 2 Clas-
sification:
95%

Accuracy
of C 8 Clas-
sification:
80%

Accuracy
of C 10
Classi-
fication:
95%

Accuracy
of C 12
Classi-
fication:
65%

10.918108
seconds.

0.359613
seconds.

1.212346
seconds.

0.799946
seconds.

0.037085
seconds.

1.550604
seconds.

TABLE A.9: Support Vector Machine Two-Class Results

also tested, because the approach reduces variance and helps to avoid over fitting. Table A.12

shows the results of three four-class problems. Results are higher than the previous classifiers

and even more noticeable in Table A.13.
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Support Vector Machine Classification Results
Four-Class Problem with Randomly Distributed 80% Training 20% Testing

Class 1 vs 2 vs 3 vs 4 Class 5 vs 6 vs 7 vs 8 Class 9 vs 10 vs 11 vs 12

Accuracy = 50%
(40/80)

Accuracy = 60%
(48/80)

Accuracy = 77.5%
(62/80)

Accuracy of Class 1
Classification: 55%

Accuracy of Class 5
Classification: 75%

Accuracy of Class 9
Classification: 90%

Accuracy of Class 2
Classification: 35%

Accuracy of Class 6
Classification: 60%

Accuracy of Class 10
Classification: 90%

Accuracy of Class 3
Classification: 50%

Accuracy of Class 7
Classification: 35%

Accuracy of Class 11
Classification: 90%

Accuracy of Class 4
Classification: 60%

Accuracy of Class 8
Classification: 70%

Accuracy of Class 12
Classification: 40%

26.809825 seconds. 18.000260 seconds. 4.245733 seconds.

TABLE A.10: Support Vector Machine Four-Class Results
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Support Vector Machine Classification Results
Twelve-Class Problem with Randomly Distributed 80% Training

20%

Accuracy = 50% (120/240)

Accuracy of Class 1 Classification: 30%
Accuracy of Class 2 Classification: 25%
Accuracy of Class 3 Classification: 50%
Accuracy of Class 4 Classification: 50%
Accuracy of Class 5 Classification: 50%
Accuracy of Class 6 Classification: 40%
Accuracy of Class 7 Classification: 25%
Accuracy of Class 8 Classification: 60%
Accuracy of Class 9 Classification: 70%
Accuracy of Class 10 Classification: 85%
Accuracy of Class 11 Classification: 85%
Accuracy of Class 12 Classification: 30%

Elapsed time is 283.466870 seconds.

TABLE A.11: Support Vector Machine 12-Class Results

Support Vector Machine Classification Results
Four-Class Problem with Randomly Distributed 80% Training 20% Testing

Class 1 vs 2 vs 3 vs 4 Class 5 vs 6 vs 7 vs 8 Class 9 vs 10 vs 11 vs 12

Accuracy = 83.75% Accuracy = 82.1875% Accuracy = 88.1250%

Confusion Matrix



19 0 1 0
0 19 0 1
5 0 15 0
2 0 0 18




Confusion Matrix



19 0 1 0
0 18 2 0
0 0 19 1
3 4 0 13




Confusion Matrix



20 0 0 0
0 18 0 2
0 0 18 2
3 0 3 148




TABLE A.12: Bagging Decision Trees Four-Class Results
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Bagging Decision Trees Results
Twelve-Class Problem with Randomly Distributed 80% Training 20% Testing

Accuracy = 76.0417%

ConfusionMatrix
2 11 0 0 0 0 3 3 0 0 1 0
3 0 17 0 0 0 0 0 0 0 0 0
0 0 3 15 0 0 0 1 0 0 1 0
0 0 1 0 15 0 1 0 1 2 0 0
0 0 0 1 0 15 0 3 0 0 0 1
2 0 5 0 0 2 11 0 0 0 0 0
0 1 0 2 0 2 0 15 0 0 0 0
0 0 1 0 1 0 2 0 15 0 0 1
0 0 0 1 2 0 0 0 0 15 0 2
0 0 0 1 0 1 3 1 0 0 13 1
1 1 0 0 0 0 0 1 0 0 1 16

TABLE A.13: Bagging Decision Trees Twelve-Class Results
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Appendix B

Alternative Inputs

B.1 Pointing Display

The researcher has envisioned a pointing display for use on store fronts that makes use of

gesture recognition software, allowing customers to point at items on a screen display outside

of a store in order to add items to their ‘virtual cart’, similar to an online store like Amazon.

However, this interface is difficult to configure because it has always been difficult for a com-

puter to recognize an individual pointing finger due to the noise of angular data – as a result

of this noise, the recognition system often sees a pointing finger as a ‘spike’ that distorts its

recognition of a user’s hand altogether. In practice, many researchers have found difficulties in

achieving real-time, accurate results of a pointing finger using their gesture recognition system.

Kim [104] [105] describes a ‘pointing gesture recognition method’ that fails because it only

uses basic static gestures, always treating one index finger extended up in air as a pointing ges-

ture. This conclusion is premature and not representative of how pointing is done in real life:

in this dissertation, the researcher has determined that people do not commonly point with their

limb in tandem with their finger – the ‘pointing’ gesture is often performed with just the finger,

and does not require synchronization with the entire arm, which Kim has incorrectly assumed.

Figure B.1 shows a proposed solution for effectively creating such a system.
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B.2 Mouse

When it comes to mouse interaction, an algorithm that presumes a single user in the scene

would be very difficult to use in the majority of use cases. Figure B.2 demonstrates how to

lock a mouse to one user. The mouse cursor control resembles the experience of a classic joy-

stick. Using a joystick interface was a learned process: after several live demonstrations of the

technology, it was determined that skelatonization algorithms (just like many image processing

techniques) have many “hiccups”, e.g., the locations of the hand is usually not “smooth” and

can jump several camera pixels in any direction, causing a mouse with “relative tracking” to

jitter and jump. By using the distance of the hands location to a fixed point (e.g., shoulder

height and semi-extended arm), the speed to move the mouse in a direction is determined and

the mouse cursors movement can be smoothed.

B.3 Anchored 3D Buttons

In a similar approach to how anchoring has been done in the previous chapters, Figure B.3 is a

concept drawing of a 3D button with proposed anchoring approach. 3D shapes can be treated

like buttons and controls when anchored to the body, and are able to move with the user while

still being located in relatively the same area for the user. These button elements can be seen

when combined with augmented reality, but even when not visible these buttons can become

second nature for a user.
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(A) A storefront window has been freshly ar-
ranged for display. The storefront has been en-
abled and trained by Gesture Studio. The store-
front is display enabled so that additional infor-

mation can be presented to customers.

(B) Customer stands in a predefined location and
paint at the object they want to purchase or now

more information about.

(C) After the pointing gesture relative to the item
pointed at, more information is provided.

(D) A customer is now able to complete the pur-
chase by scanning a code on the screen.

FIGURE B.1: Gesture Studio enabled storefront window. Allows users/customers to point at
objects through a window and be provided with a interface.

117



(A) Mouse position control requires precision and
quickness. Any disruption in the mouse cursors
position and relative hand location would be very
disorienting. Hard locking the cursor to one user
at a time is presently the most accurate way to start

a hand-to-mouse session.

(B) A mouse movement hand is operated similar
to two-axis joystick, whereby the distance from
center effects the mouse movement exponentially

(C) Manual mouse session deactivation, activated
by repeating the initialization gesture or by step-

ping out of camera view

(D) “Mouse Click” is based on a ratio of an arm
length threshold infront of the user(because it is
used more often.) While, “Mouse Hold” is con-
trolled by a similar threshold but to the side of the

user.

FIGURE B.2: Gesture Studio Lite’s Mouse Emulation Controls
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(A) Visualization of anchored 3D
gesture objects surround a user.
These can be arranged around a user
in various shapes and sizes. These

objects can be used as triggers.

(B) Illustration of anchored 3D gesture objects
moving with the user as the user explores the en-
vironment. This allows virtual tools to be seam-
lessly adapted to users moving through tasks and
knowing where to expect triggers with their vary-

ing poses.

(C) Simple touch
and hold with

variable threshold

(D) Using 3D object
as radio knob style

control.

(E) Using a 3D ob-
jects to scroll to the

left.

(F) Using a 3D ob-
jects to scroll to the

right.

FIGURE B.3: Anchored 3D gesture objects
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Appendix C

Gesture Studio

This Appendix details all of the features of the Gesture Studio software, which was initially

coded in C#, including instructions for use and screen captures of the Gesture Studio site and

portal, which are primarily used by researchers and academics.

C.1 Recording

C.1.1 Start Recording

To start recording, users can either press the button or use the voice command “start record-

ing”. The button icon should then change to a blinking icon to indicate Gesture Studio is

recording.

C.1.2 Provide Gesture

As the recording starts right away, the user should be ready to perform the gesture before

starting the recording. However, if necessary, the recording can be trimmed later on to remove

unnecessary portions. Editing will be further discussed in the Optimization section.
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C.1.3 Saving the Gesture

After the gesture has been recorded, the user can click the recording button to stop the sys-

tem. If the gesture has been successfully recorded, a name will be randomly generated, unless

the examiner has already given the recording a name using the ’Gesture Name’ textbox. The

gesture should also appear in the panel on the right under the gesture name.

Following successful completion of recording, the user can rename the recording, giving it a

more descriptive name. There is also a feature that enables the user to remove certain “bad”

frames, e.g., where either nothing is happening or a frame is not part of the gesture.

When training a computer, Gesture Studio creates a classifier file, which the classifier can then

read and compare in real time to match gestures. Training requires at least 2 different gestures

(gestures of different names) before it can train. To train, the user simply presses the button.

C.1.4 Classification

After the system is successfully trained, the examiner can run the classifier by pressing the

button, which will start comparing gestures in real time.

(A) (B) (C) (D) (E)

FIGURE C.1: Gesture Studio Control Buttons

C.1.5 Voice Commands

Gesture Studio has a variety of voice commands which can be used to help perform different

actions while standing far away from the computer. Gesture Studio is most efficient and least
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time consuming when recording and editing is done by two people: one person populating the

database through pantomiming and the other one running Gesture Studio.

If voice commands are not required, the user may turn them off by pressing the button. The

additional “lock” option removes the option of turning the voice commands on again through

the voice command “voice on”. Each action may be recorded using a variety of the following

“command variations”:
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Action Command Variations

Start Recording “Start Recording”

“Start”

“Record”

Stop Recording “Stop Recording”

“Stop”

Default Tracking Mode (Standing) “Default Mode”

“Default”

“Standing”

Seated Tracking Mode (Sitting) “Seated Mode”

“Seated”

Custom Tracking Mode “Custom Mode”

“Custom”

Toggle Save RGB Image “Toggle RGB”

“Toggle Color”

“Toggle Color Image”

Toggle Save Depth Image “Toggle Depth”

“Toggle IR”

Turn on voice commands* “Voice on”

“Speech on”

“Voice Recognition on”

“Yes Voice”

“Yes Speech”

“Yes Voice Recognition”

“Yes Speech Recognition”

Turn off voice commands* “Voice off”

“Speech off”

“Voice Recognition off”

“No Voice”

“No Speech”

“No Voice Recognition”

“No Speech Recognition”
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FIGURE C.2: Gesture Studio Folder structure of saved data

*Does not work if voice command lock checkbox is checked.

C.1.6 File and Directory Structure

Once created, the ability to move the gesture files efficiently is critically important, as uploading

gestures to the cloud database becomes “transmissively costly.” On the other hand, the avail-

ability of files to academics, developers, and enthusiasts is important for growing the database

and creating a gesture benchmark. Therefore, Gesture Studio is designed to allow saving sev-

eral gesture formats. The following figures show and describe the structure and use of the local

client gesture database.
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FIGURE C.3: Gesture Studio Principle Joint Index for Custom Skeleton

FIGURE C.4: Gesture Studio Depth folder is for saved images from the depth stream, pre-
skeletonization.
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FIGURE C.5: Gesture Studio ‘DepthArray’ folder content

FIGURE C.6: Each ‘DepthArray’ file holds the raw numerical values of one frame of depth
stream

126



FIGURE C.7: Complex Gesture Default Data file; this contains one full gesture with motion
Gesture Studio file. This approach is used for speed and compression of gesture data

FIGURE C.8: Gesture Studio Gesture Comma Separated Values Folder Content
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FIGURE C.9: Gesture Studio Gesture Comma Separated Sample Separated Folder

FIGURE C.10: Gesture Studio Gesture Comma Separated Values, each frame is a seperate file

C.2 Gesture Studio Lite

Gesture Studio Lite is my Graphical User Interface (GUI) for non-developers to quickly use

the classifier they have trained in Gesture Studio with existing keyboard and mouse buttons.

Figure C.13 is a screen capture of Gesture Studio Lite, demonstrating how gestures have been

assigned to keyboard inputs.
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FIGURE C.11: Gesture Studio Gesture Comma Separated Values, the file is a single instance

FIGURE C.12: Gesture Studio Gesture RGB Folder Content separated by folders for each full
sample
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FIGURE C.13: Gesture Studio Lite is a tool that allows gestures to be connected to keyboard
and mouse buttons

C.3 Gesture Studio Qt

Gesture Studio Qt is a cross platform version of Gesture Studio built on the OpenNI and NiTE2

drivers from PrimeSense. Gesture Studio Qt is compiled for Windows, Linux, and OSX. Be-

cause the Kinect and OpenNI drivers do not work well together, it was decided to keep the

versions separate. The purpose of Gesture Studio Qt was to make the platform more open to

developers. Figure C.14 is a screen capture of the Windows build of Gesture Studio Qt from

October 2013.

C.4 Gesture Studio Visualizer

The proposed approaches are not ideal for visualizing why the PJVA recognizer chose to iden-

tify a source as a particular gesture. However, an algorithm that can determine the differences

between the two samples of the same gesture would be a useful database creating tool. There-

fore, experiments were conducted to use a nearest neighbour approach based on the work by
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FIGURE C.14: Gesture Studio Qt and PrimeSense OpenNI Nite2 Skeletonization was devel-
oped for Windows, OSX and Linux.

Gonsales [106], and Khan [107] (Note, Gonsales’ experiments are based off of the original

dataset created and outlined in this dissertation). Kyan shows how a spherical SOM (SSOM)

can be applied to solve gesture motion classification by learning the path of a gesture. In

Gesture Studio spherical, SOM is an OpenGL visualizer paired with OpenCL SOM code. Fig-

ure C.15 includes various views of a SOM based on my PJVA-20 dataset.

The algorithm is able to find similar entries, arranging them closer together on the surface

over time as it acquires more testable information. SSOM was thus used to examine why

some gestures are alike and can indicate typical actions, and demonstrate how one gesture can

trigger another — effectively representing how a computer can recognize gestures reliably as a

sequence over time.

This technique has been used among researchers in this field. Another study also used self-

organizing map in gesture recognition applications, with excellent result. A study by Oshita and

Matsunaga [11] utilized Nintendo’s Wii remote to learn two different gestures moving through

time, implementing a Self-Organizing Map (SOM) to divide the sample data into phases and

a SVM to learn the transition conditions between nodes. The results they reported for the

supervised system scored an accuracy of 100% for class one and 84% for class two. The

unsupervised system scored an accuracy of 98% for class one and 80% for class two.
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C.5 Gesture Studio Cloud

Gesture Studio Cloud allows for integration of a large, ever-expanding database of gestures,

without having to distribute the classifier algorithms to each client. Gestures are uploaded in

the following structure:

<gesture name, id of uploader, hash of sample>

When training a classifier, a user can customize which samples to test for, e.g., all “Boxing”

samples uploaded by user or all “Boxing” samples uploaded by everyone. A user can then add

authentication and restriction of usage. Figure C.19 and Figure C.18 (see Chapter 4) show the

high-level cloud topology and the high-level client topology, respectively. The Cloud is hosted

on a Microsoft Azure server (see Figure C.17) running an AMD Opteron Processor 4171HE

2.09GHz single thread with 1.75GB of RAM running Windows Server 2008 R2 Datacenter.

The VM is operated by a C# application dedicated to listening for training samples and return-

ing classified binaries, as shown in Figure C.16.

Gesture Studio was developed on the Microsoft Azure Cloud platform. I (representing the ARB

Labs Inc.) was a finalist in a Best Kinect Business Idea contest in 2013. Microsoft awarded

ARB Labs Inc. with Azure credit. Appendix D shows the cloud learning of the gestures for the

game Minecraft.

Advantages of using the cloud to train gestures vs. a plain PC:

• Sharing sample data between users

• Building an interconnected global database that is potentially capable of understanding

the typical gestures performed in certain regions based on body language

• Creating an experimental database that allows for complex machine learning testing and

training.

• Building a searchable and selectable database of gestures customized for each project

requirement
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• Allowing the local users to store only a very small recognizer file (about a hundred kilo-

bytes) regardless of number of samples for each class

• Serving as an initial step for building an all-encompassing recognizer, similar to Google

voice recognition.
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FIGURE C.16: Screen capture of Gesture Studio Cloud Azure Environment Back-end.
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FIGURE C.17: Gesture Studio Cloud host hardware specifications

FIGURE C.18: Gesture Studio Cloud client user high level overview.
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FIGURE C.19: Gesture Studio Cloud host level overview.
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Appendix D

Gesture Studio Cloud Benchmark Log for

Minecraft Game Gestures

2013-05-16 15:48:32,974 [1] INFO Starting worker GS.Cloud.TrainerRole.TrainWorker

2013-05-16 15:48:34,052 [6] INFO Fetcher Extracting feature from left-pocket:10

2013-05-16 15:48:37,021 [6] INFO Fetcher Extracting feature from left-pocket:11

2013-05-16 15:48:38,692 [6] INFO Fetcher Extracting feature from left-pocket:12

2013-05-16 15:48:40,052 [6] INFO Fetcher Extracting feature from left-tuck:13

2013-05-16 15:48:41,973 [6] INFO Fetcher Extracting feature from left-tuck:14

2013-05-16 15:48:43,551 [6] INFO Fetcher Extracting feature from neutral:15

2013-05-16 15:48:44,754 [6] INFO Fetcher Extracting feature from neutral:16

2013-05-16 15:48:46,629 [6] INFO Fetcher Extracting feature from neutral:17

2013-05-16 15:48:48,332 [6] INFO Fetcher Extracting feature from right-pocket:18

2013-05-16 15:48:50,817 [6] INFO Fetcher Extracting feature from right-pocket:19

2013-05-16 15:48:52,161 [6] INFO Fetcher Extracting feature from right-pocket:20
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2013-05-16 15:48:54,004 [6] INFO Fetcher Extracting feature from right-tuck:21

2013-05-16 15:48:55,582 [6] INFO Fetcher Extracting feature from right-tuck:22

2013-05-16 15:48:57,004 [6] INFO Fetcher Extracting feature from right-tuck:23

2013-05-16 15:48:59,317 [6] INFO PCAProcessor Doing pca for classifier : 6

2013-05-16 15:49:01,333 [6] INFO PCAProcessor Finished doing pca for classifier

id : 6

Tree count : 16

saving ...

saved.

2013-05-16 15:49:04,583 [6] INFO Training : 130130200857196884

2013-05-16 15:49:05,192 [6] INFO PCAProcessor Doing pca for classifier : 7

2013-05-16 15:49:07,114 [6] INFO PCAProcessor Finished doing pca for classifier

id : 7

Tree count : 17

saving ...

saved.

2013-05-16 15:49:09,551 [6] INFO Training : 130130203228441595

2013-05-16 15:49:10,036 [6] INFO PCAProcessor Doing pca for classifier : 8

2013-05-16 15:49:11,864 [6] INFO PCAProcessor Finished doing pca for classifier

id : 8

Tree count : 15

saving ...

saved.

2013-05-16 15:49:14,270 [6] INFO Training : 130130320578212456

2013-05-16 15:49:15,442 [6] INFO PCAProcessor Doing pca for classifier : 9

2013-05-16 15:49:19,379 [6] INFO PCAProcessor Finished doing pca for classifier

id : 9

Tree count : 51

saving ...

saved.

2013-05-16 15:49:24,676 [6] INFO Training : 130131919364343832
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2013-05-16 15:50:15,427 [6] INFO PCAProcessor Doing pca for classifier : 10

2013-05-16 15:50:19,177 [6] INFO PCAProcessor Finished doing pca for classifier

id : 10

Tree count : 79

saving ...

saved.

2013-05-16 15:50:25,286 [6] INFO Training : 130131930161531396

2013-05-16 16:41:18,594 [6] INFO PCAProcessor Doing pca for classifier : 11

2013-05-16 16:41:20,594 [6] INFO PCAProcessor Finished doing pca for classifier

id : 11

Tree count : 16

saving ...

saved.

2013-05-16 16:41:23,031 [6] INFO Training : 130131960783597331

2013-05-16 16:49:24,422 [6] INFO PCAProcessor Doing pca for classifier : 12

2013-05-16 16:49:26,204 [6] INFO PCAProcessor Finished doing pca for classifier

id : 12

Tree count : 14

saving ...

saved.

2013-05-16 16:49:28,516 [6] INFO Training : 130131965627332066

2013-05-16 19:03:28,249 [6] INFO Fetcher Extracting feature from left-pocket:24

2013-05-16 19:03:30,202 [6] INFO Fetcher Extracting feature from left-pocket:25

2013-05-16 19:03:31,858 [6] INFO Fetcher Extracting feature from left-pocket:26

2013-05-16 19:03:33,311 [6] INFO Fetcher Extracting feature from left-tuck:27

2013-05-16 19:03:35,139 [6] INFO Fetcher Extracting feature from left-tuck:28

2013-05-16 19:03:36,968 [6] INFO Fetcher Extracting feature from neutral:29
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2013-05-16 19:03:38,139 [6] INFO Fetcher Extracting feature from neutral:30

2013-05-16 19:03:39,952 [6] INFO Fetcher Extracting feature from neutral:31

2013-05-16 19:03:42,483 [6] INFO Fetcher Extracting feature from right-pocket:32

2013-05-16 19:03:45,155 [6] INFO Fetcher Extracting feature from right-pocket:33

2013-05-16 19:03:46,514 [6] INFO Fetcher Extracting feature from right-pocket:34

2013-05-16 19:03:48,639 [6] INFO Fetcher Extracting feature from right-tuck:35

2013-05-16 19:03:50,170 [6] INFO Fetcher Extracting feature from right-tuck:36

2013-05-16 19:03:51,811 [6] INFO Fetcher Extracting feature from right-tuck:37

2013-05-16 19:03:54,217 [6] INFO PCAProcessor Doing pca for classifier : 13

2013-05-16 19:03:59,076 [6] INFO PCAProcessor Finished doing pca for classifier

id : 13

Tree count : 11

saving ...

saved.

2013-05-16 19:04:04,404 [6] INFO Training : 130132046024726615

2013-05-16 19:04:31,560 [6] INFO PCAProcessor Doing pca for classifier : 14

2013-05-16 19:04:36,341 [6] INFO PCAProcessor Finished doing pca for classifier

id : 14

Tree count : 12

saving ...

saved.

2013-05-16 19:04:41,857 [6] INFO Training : 130132046646432174

2013-05-16 19:05:28,325 [6] INFO PCAProcessor Doing pca for classifier : 15

2013-05-16 19:05:33,044 [6] INFO PCAProcessor Finished doing pca for classifier

id : 15

Tree count : 12

saving ...

saved.

2013-05-16 19:05:38,419 [6] INFO Training : 130132047203624044

2013-05-16 19:06:34,403 [6] INFO PCAProcessor Doing pca for classifier : 16

2013-05-16 19:06:38,184 [6] INFO PCAProcessor Finished doing pca for classifier
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id : 16

Tree count : 11

saving ...

saved.

2013-05-16 19:06:42,731 [6] INFO Training : 130132047943937245

2013-05-16 19:08:52,761 [6] INFO Fetcher Extracting feature from forward:38

2013-05-16 19:08:54,230 [6] INFO Fetcher Extracting feature from forward:39

2013-05-16 19:08:55,886 [6] INFO Fetcher Extracting feature from jump:40

2013-05-16 19:08:57,527 [6] INFO Fetcher Extracting feature from jump:41

2013-05-16 19:08:59,090 [6] INFO Fetcher Extracting feature from left:42

2013-05-16 19:09:01,074 [6] INFO Fetcher Extracting feature from left:43

2013-05-16 19:09:02,511 [6] INFO Fetcher Extracting feature from mine:44

2013-05-16 19:09:04,668 [6] INFO Fetcher Extracting feature from mine:45

2013-05-16 19:09:06,964 [6] INFO Fetcher Extracting feature from none:46

2013-05-16 19:09:08,371 [6] INFO Fetcher Extracting feature from none:47

2013-05-16 19:09:09,871 [6] INFO Fetcher Extracting feature from none:48

2013-05-16 19:09:09,918 [6] INFO PCAProcessor Doing pca for classifier : 17

2013-05-16 19:09:11,543 [6] INFO PCAProcessor Finished doing pca for classifier

id : 17

Tree count : 31

saving ...

saved.

2013-05-16 19:09:13,402 [6] INFO Training : 130132049266662043

2013-05-16 19:10:17,245 [6] INFO PCAProcessor Doing pca for classifier : 18

2013-05-16 19:10:18,948 [6] INFO PCAProcessor Finished doing pca for classifier

id : 18

Tree count : 21

saving ...

saved.

2013-05-16 19:10:20,933 [6] INFO Training : 130132050112540424

2013-05-16 19:12:44,869 [6] INFO PCAProcessor Doing pca for classifier : 19
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2013-05-16 19:12:49,682 [6] INFO PCAProcessor Finished doing pca for classifier

id : 19

Tree count : 11

saving ...

saved.

2013-05-16 19:12:54,401 [6] INFO Training : 130132051601233607
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