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Abstract

In this thesis, a history-based energy-efficient routing protocol (called AEHBPR) for oppor-

tunistic networks (OppNets) is proposed, which saves the energy consumption by avoiding

unnecessary packets transmission in the network and by clearing the buffer of nodes carrying

the copies of the already delivered packets. The proposed AEHBPR protocol is evaluated

using the Opportunistic NEtwork (ONE) simulator with both synthetic and real mobility

traces, showing a superior performance compared to the History-Based Prediction for Rout-

ing (HBPR) protocol and AEProphet, in terms of average remaining energy, number of dead

nodes, number of delivered messages, and overhead ratio, where AEProphet is the ProPHet

routing protocol for OppNets on which the same energy-aware mechanism has been imple-

mented.

iii



Acknowledgments

Foremost, I would like to express my immeasurable appreciation and deepest gratitude to my

supervisor Dr. Isaac Woungang, for his continuous support throughout my graduate studies.

His invaluable guidance helped me throughout my research work, and for the completion of

this thesis. I would also like to thank the DABNEL lab team, in particular, Dr. Glaucio

Carvalho for being there when I needed help. My appreciation also goes to Dr. Sanjay

K. Dhurandher for his fruitful advice throughout my studies, and to the Department of

Computer Science at Ryerson University for providing me the useful resources toward the

accomplishment of my degree.

I wish to express my love, and sincerity to my Mother for her continuous encouragement,

support, and prayers throughout my life. I wish to thank my wife Narjis, for her continuous

support and motivation, without whom this goal would have been hard to accomplish. I

wish to thank my brother, sister, and friends for their continuous encouragement throughout

my studies.

I cannot forget to express my love to my three-year-old daughter Eba, whose smiles and hugs

have always been a source of stress relief after lengthy and exhaustive hours of study.

iv



Contents

Abstract viii

List of Figures viii

List of Tables x

List of Abbreviations xi

1 Introduction 1

1.1 Motivation and Research Problem . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background and Related Works 5

2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Opportunistic Networks . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.2 Main Characteristics and Requirements of Opportunistic Networks . 6

2.1.3 OppNet Architectures, Mobility Models, Tools, and Main Research

Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.4 Opportunistic Networks Applications . . . . . . . . . . . . . . . . . . 9

2.1.5 Routing in Opportunistic Networks . . . . . . . . . . . . . . . . . . . 10

v



2.1.5.1 Classification of Routing Protocols for OppNets . . . . . . . 11

2.1.5.2 ProPHet Routing Protocol . . . . . . . . . . . . . . . . . . . 11

2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Methodologies 15

3.1 HBPR Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.1 Data Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1.1.1 History Table . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1.1.2 Home Location Table . . . . . . . . . . . . . . . . . . . . . 16

3.1.2 How the HBPR Protocol Works . . . . . . . . . . . . . . . . . . . . . 17

3.2 Proposed AEHBPR Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.1 AEHBPR Flowchart and Algorithm . . . . . . . . . . . . . . . . . . 22

3.2.2 AEProphet Protocol Design . . . . . . . . . . . . . . . . . . . . . . . 24

4 Performance Evaluation 26

4.1 The ONE Simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.2 Simulation Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.3 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.4 Mobility Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.5 Simulation Results Using the Custom Mobility Model . . . . . . . . . . . . . 30

4.5.1 Varying Thresholds . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.5.2 Varying Number of Nodes . . . . . . . . . . . . . . . . . . . . . . . . 31

4.5.3 Varying Message Size . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.5.4 Varying Message Generation Interval . . . . . . . . . . . . . . . . . . 35

4.6 Simulation Results Using Real Mobility Traces . . . . . . . . . . . . . . . . . 36

4.6.1 Varying Message Size Under Real Mobility Traces . . . . . . . . . . . 36

4.6.2 Varying Message Generation Interval Under Real Mobility Traces . . 37

5 Conclusion 40

vi



Appendix A Source Code of AEHBPR 42

Appendix B Source Code of AEProphet 44

Appendix C Configuration File 46

Bibliography 50

vii



List of Figures

3.1 Flow Chart of the HBPR protocol. . . . . . . . . . . . . . . . . . . . . . . . 15

3.2 An Example scenario of the HBPR Protocol taken from [3]. . . . . . . . . . . 20

3.3 Flow Chart of AEHBPR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4 Flow Chart of AEProphet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.1 Screenshot of the ONE simulator . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 Number of delivered messages under varying threshold values using AEHBPR

under the CMM Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.3 Overhead ratio under varying threshold values using AEHBPR under the

CMM Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.4 Number of dead nodes under varying number of nodes using the CMM model. 32

4.5 Overhead ratio under varying number of nodes using the CMM model. . . . 32

4.6 Number of delivered messages under varying number of nodes using the CMM

model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.7 Average remaining energy under varying message size using the CMM model. 33

4.8 Number of dead nodes under varying message size using the CMM model. . 34

4.9 Number of delivered messages under varying message size using the CMM

model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.10 Overhead ratio under varying message size using the CMM model. . . . . . . 34

4.11 Overhead ratio under varying message generation interval using the CMM

model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

viii



4.12 Number of delivered messages under varying message generation interval using

the CMM model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.13 Number of dead nodes under varying message size using real mobility traces. 36

4.14 Overhead ratio under varying message size using real mobility traces. . . . . 37

4.15 Average remaining energy under varying message generation interval using

real mobility traces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.16 Overhead ratio under varying message generation interval using real mobility

traces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.17 Delivered messages under varying message generation interval using real mo-

bility traces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

ix



List of Tables

3.1 History Table [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Home Location Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3 Ack Table containing Ack M . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.1 Simulation Parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

x



List of Abbreviations
HBPR History Based Prediction Routing Protcol

AEHBPR Energy-efficient HBPR

CMM Custom Mobility Model

DTN Delay Tolerant Networks

ONE Opportunistic Network Environment

OppNets Opportunistic Networks

Ack M Acknowledgment Message

Ack Table Acknowledgment Table

ProPHet Probabilistic Routing Protocol using History of Encounters and Transitivity

AEProphet Energy-efficient ProPHet

xi



Chapter 1

Introduction

1.1 Motivation and Research Problem

In OppNets, the communication routes between the nodes are built dynamically on the fly,

in a store-carry-and-forward fashion. Due to the highly mobile nature of the nodes and the

uncertain mobility patterns, the disconnection of links among the nodes occurs frequently,

yielding the so-called intermittent connectivity. The basic characteristics of OppNets include

limited battery power, broken links, limited storage, to name a few [1]. Due of these facts,

a packet delivery from source to destination is not necessary guaranteed. However, the ap-

plications of OppNets are diverse as they can be deployed in many real life situations such

as disaster relief, military operations, wildlife monitoring, health care monitoring, to name

a few [1], [2].

In OppNets, since an end-to-end path between the source and destination nodes may

seldom exist, routing is a challenging task. Due to its highly mobile nature, a relay node

can only be expected to opportunistically establish a connection with another node within a

short period of time, then use it to pass along the message, hoping that this recipient node

will do the same with another encountered node, until the message is eventually deliver to
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the desired destination. Packets drop is very frequent due to node’s power failure, short

range wireless communication, and node’s mobility. One way to avoid packets drop is to let

a node keep the packets in its buffer for a longer period of time, until a suitable next hop is

found to forward them. In addition, Storing the packets at a node increases the probability

of successfully delivering the message, but at the expense of delaying the delivery time [1], [3].

In OppNets, the energy consumption of nodes is a critical issue which occur frequently

when a node sends and receive a packet or when one packet is sent many times by a node

to multiple nodes [4]. In order to save the node’s battery life, and thereby increase the

chance of successful packets delivery, it is desirable to (1) avoid unnecessary transmissions

of packets which have already been delivered to the destination, and (2) to route the packets

only through those nodes that have enough remaining battery power, in such a way that the

delivery ratio of the packets is maximized.

In this thesis, following those objectives, the recently proposed HBPR protocol for Opp-

Nets [3] is redesigned by incorporating some energy-related constraints, yielding the so-called

energy-efficient HBPR (AEHBPR). The performance of AEHBPR is evaluated using the Op-

portunistic Network (ONE) simulator [5] and compared against that of the HBPR [3] and

AEProphet routing protocols, in terms of average remaining energy, number of dead nodes,

number of delivered messages, and overhead ratio, under varying number of nodes, message

size, and message generation interval; where AEProphet is the ProPHet routing protocol [6]

on which the same energy-aware mechanism has been implemented.

1.2 Approach

For the design of the proposed AEHBPR protocol, the same assumptions that were utilized

for HBPR [3] prevail, and new energy-related factors have been introduced as follows:
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• When a message has been delivered to its destination, there still many copies of it

moving around in the OppNet. This unnecessary transmission consumes a lot of en-

ergy in the sending and receiving of messages by the nodes. These extra copies of the

delivered messages occupy unnecessary spaces in the buffer of the nodes and may also

cause congestion in the network, thus degrade the network performance since the over-

head ratio may greatly increase. A one-hop acknowledgment mechanism is introduced

to remedy to this situation, which consists of removing copies of an already delivered

message from the buffer of other nodes carrying the same message, and ensuring that

no extra copy of the same message is generated and transmitted in the network.

Typically, when a message reaches its destination, an acknowledgment message

(Ack M) containing (Message ID, Source ID, Destination ID) is sent from the destina-

tion node to the last encounter node that had send the message to destination. Both

nodes update their acknowledgment tables (Ack Table) with the Ack M information,

and then remove the message from their buffer to prevent its further relaying. After-

wards, these two nodes flood the Ack Table information to all nodes in the network.

Any node carrying the already delivered message that come in contact with the node

having the updated Ack Table updates its table by removing a copy of that message

in its buffer. This process continues until all copies of the message have been removed.

This process is referred to as one-hop acknowledgment because only one acknowledg-

ment message Ack M is sent from the destination to the last relay node, and the rest

of the Ack M flooding is done by the exchange of the Ack Table information among

other nodes.

• A minimum energy threshold (in Joules) is set so that whenever the energy level of

an encountered relay node (which is not the destination) is checked and found to be

less than that threshold, the message will not be sent to that node. This threshold is

set by the network system administrator. In our work, its value has been set through
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simulation experiments.

• If the next hop is the destination node, the message is forwarded directly to it without

computing the utility metric as was done in HBPR [3].

1.3 Thesis Contributions

The contributions of this thesis are as follows:

• Design of a history-based energy-efficient routing protocol for opportunistic networks

(called AEHBPR) which relies on the introduction of a one-hop acknowledgment mech-

anism.

• Design of AEProphet, the ProPHet routing protocol for OppNets, on which the same

energy-aware mechanism has been implemented.

• Performance analysis of the proposed routing protocols using the ONE simulator [5],

showing that AEHBPR outperforms HBPR, and AEProphet in terms of predefined

performance metrics.

1.4 Thesis Outline

The thesis is organized as follows:

• Chapter 1 introduces the subject, motivation, and contributions of our research.

• Chapter 2 presents some background information and related works.

• Chapter 3 describes our proposed AEHBPR in depth.

• Chapter 4 describes the performance analysis of the proposed routing algorithms.

• Chapter 5 concludes our work and highlights some future work.
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Chapter 2

Background and Related Works

2.1 Background

This section introduces OppNet, its main characteristics and routing challenges in such

networks.

2.1.1 Opportunistic Networks

Traditional ad hoc networks and systems have been designed to provide a one-size-fits-all

basis for the deployment of all types of applications. As such, they may not necessary

accommodate certain types of specialized applications such as Emergency Preparedness and

Response (EPR).

To overcome this deficiency, the design of the so-called specialized ad hoc networks and

systems (SAHNS) [7] have been advocated as possible solutions. Opportunistic networks

(OppNets) is category of SAHNS, which can be viewed as a pragmatic evolution of the

generic Mobile Ad Hoc Networks (MANETs) paradigm.

An OppNet [8] can be considered as a kind of challenged mobile multi-hop ad hoc network,

characterized by prolonged disconnections, partitions, unpredictable and unstable topology,

asymmetric data rates, long or variable delay, to name a few. This results in a paradigm shift
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for the design of network services in the sense that OppNets are quite different from legacy

MANETs [9] because the network is disconnected as a rule rather than as an exception to

deal with.

In an OppNet, nodes are mobile (they can be pedestrian, vehicles, people equipped

with smart devices, to name a few) or fixed devices. The nodes are expected to discover

each other using all kinds of communication media; for instance, Bluetooth, WiFi, RFID,

cellular technologies, satellite link, point of access toward fixed Internet, to name a few.

The network itself is made of several network partitions (so-called regions) and nodes in

these regions can be interconnected with each other by means of a store-carry-and-forward

message switching mechanism following a new protocol layer (called bundle layer), which

is implemented on top of heterogeneous region-specific lower layers [10], [11]. In this sense,

OppNets are also considered as a subclass of delay tolerant networks (DTNs) [12]. Typically,

the goal of OppNets is to be able to simultaneously exploit and leverage the resources of

the above-mentioned separate network regions according to the needs of specific application

tasks.

2.1.2 Main Characteristics and Requirements of Opportunistic

Networks

In OppNets [8], due to the highly mobile nature of nodes and the uncertainty of mobility

patterns, intermittent connectivity frequently occur. Therefore, some of the main features

that have driven the design of routing protocols for OppNet include:

• Contact opportunity: Because of the dynamics of wireless channels and node’s mobility,

a contact between two nodes is initiated at an unpredicted time. Due to this, such

contacts must be exploited opportunistically for exchanging the messages. The contact

capacity i.e. the amount of data that can be transferred between two nodes that come

in contact with each other, should also be considered as design criterion.
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• Storage limitations: To avoid/reduce the dropping of packets, it is necessary that

enough storage be available at each intermediate node to store all messages for an

unpredictable period of time, i.e. until the next contact occurs. Consequently, the

routing and replication strategies must account for the storage constraint. One way to

achieve this is by implementing a buffer management strategy such as the one proposed

in [13] if the node storage capability is limited.

• Cooperation level: In an OppNet, some of the nodes may be required to share their

own resources (memory, bandwidth, battery power, to name a few) with other nodes

without having in return any direct compensation for doing so. In such situation,

a strategy based on reciprocal altruism may not suffice to guarantee some form of

cooperation enforcement between the nodes. In this sense, few works in the literature

have considered the necessity of using incentives mechanisms [14] to boost the routing

and data forwarding in OppNets.

• Mobility modelling: As OppNets are a type of intermittently connected networks, hu-

man users carrying mobile devices are often considered as the typical architecture. In

that setting, mobility can be exploited by attempting to retrieve the inherent user

interests, habits, social features, to name a few, for the purpose of simulating and

evaluating various OppNet scenarios. In this sense, human mobility modelling is an

important aspect to be considered when designing content dissemination schemes for

OppNets. It should be noted that the characterization of mobility is often context-

specific and it is difficult to perceive how the environment of analysis and the tracked

mobile devices can have an influence on the observed mobility patterns. This has led

to several human mobility issues, generally classified into three categories: mobility

models and traces (both synthetic and realistic), mobility prediction techniques, and

mobility characteristics. A comprehensive description of them is provided in [15].

• Energy efficiency: In an OppNet, node connectivity is considered transient. As such,

nodes commit solely to human mobility for message delivery. In doing so, energy
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consumption at a node does not occur only through transmission and reception of

packets, but also through processing. This means that any node in the network may

quickly deplete its energy resource and may be unwilling to participate in the message

forwarding process. Therefore, a tradeoff between energy consumption, transmission

and receiving powers, and participation in the route selection process should be made

when designing energy-aware routing protocols for OppNets; and the resulting energy

expenditures are usually dependent on the considered design choices.

2.1.3 OppNet Architectures, Mobility Models, Tools, and Main

Research Challenges

Most representative OppNet architectures include: pocket switched networks (PSNs) [16]

- where user mobility and occasional transmission opportunities are exploited to carry the

message between nodes up to the destination; autonomous networks [17] - where the afore-

mentioned network regions are interconnected in an automatic way so as to enable the

message delivery to the intended destination; socio-aware community networks [18] - where

the focus is on human-to-human communication to deliver the message to destination. In

this case, intermittent connectivity, node context information, and social mobility models

are exploited to determine the community (i.e. group of nodes) that are likely to carrying

the message to destination. The routing protocol proposed in this thesis belongs to this later

category of schemes.

In the literature, some models and tools for representing the behaviour of OppNets when

designing such networks have been investigated. Examples of these include:

• Models based on the expectations of how mobility is performed in specific situations

such as campus and vehicular mobility models [19].

• Models that allow to adjust the Random WayPoint parameters with specific distribu-

tions to yield more realistic OppNet scenarios [20]

8



• Mobility measurements performed both indoor and outdoor. For instance, like in the

iMotes experiments [21], [22] where mobile users carried Bluetooth enabled devices,

that periodically records the presence of other Bluetooth enabled devices such as PDAs,

other iMotes, laptops or mobile phones.

• Mobility models such as the Sociological Interaction Mobility for Population Simulation

(SIMPS) [23], where the mobility modelling approach is centered on human behavioural

rules.

• Synthetic traces collected by using the second life concept [24]

• Using the Opportunistic Network Environment (ONE) simulator [5] to simulate mo-

bility and OppNets behaviour [25].

In this thesis, we have used the dataset available in [22], which is made of real mobility

traces created using 36 nodes of bluetooth sightings by a group of users carrying small mobile

devices for a number of days, by importing it to the ONE simulator [5].

The main research challenges in OppNets include: (1) challenges in OppNet architec-

tures and applications, energy efficiency and fairness, content dissemination, routing [26];

(2) challenges in security and privacy [8], (3) challenges in mobility characterization and

discovery [27]; challenges in scheduling, resource allocation and MAC schemes [28] to name

a few.

2.1.4 Opportunistic Networks Applications

OppNets can be deployed for several types of applications, including Emergency Prepared-

ness and Response (EPR), protection of critical infrastructures, environment, heath care,

manufacturing, wireless and underwater sensor networks, smart homes, day-to-day scenar-

ios, privacy and security, to name a few [29]. Few OppNets case studies and framework ar-

chitectures have also been investigated. Examples of these include: the Haggle Project [30] -

which focuses on solutions for autonomic behaviour for communication in autonomous-based
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OppNets.

These solutions are specifically target to smartphones applications; the ZebraNet project

[31] - where a prototype OppNet has been deployed on zebras to study their migrations and

interactions; the DakNet project [32] and KioskNet [33] - where an OppNet design has been

deployed in rural areas in India to provide internet connectivity using few collection points

that are able to temporarily store the messages addressed to the Internet; PoDNet [34] - This

is a framework that enables opportunistic sharing of content of interest among the nodes

based on a publish/subscribe paradigm such as Podcasts; SCAMPI [35] - This is a service

platform built on top of the DTN and the above-mentioned Haggle [30] and PodNet [34]

frameworks, used to enable flexible routing of messages between heterogeneous nodes based

on the concept of DTN bundles [12]. A prototype of a small scale OppNet implementation

(called microOppnet) has also been introduced in [36].

2.1.5 Routing in Opportunistic Networks

In traditional MANETs routing schemes [9], it is implicitly assumed that the network is

connected and an end-to-end path always exists between the source and destination nodes.

In OppNets, due to network partitions, node’s mobility and failure, a fixed path between

the sender and the receiver may never exist [37]. Routing is performed in a store-carry-and-

forward fashion based on contact opportunity between nodes caused by mobility.

Typically, at any given point in time, a sender node has to select a node (so-called

encounter) from a group of nodes in its neighbourhood, that is qualified as best forwarder

node towards the desired destination. In case the best forwarder node is not found, the

sender node must keep the message copy in its buffer, until it opportunistically encounter

another suitable node or the destination [38]. Thereby, in order to be able to store all copies

of messages while waiting for the best forwarder, each intermediate node involved in this

process must maintain an adequate buffer capacity, which may lead to potentially long delays

experienced by the messages [39].
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2.1.5.1 Classification of Routing Protocols for OppNets

Routing in OppNets can be classified in two categories: infrastructure-based [40] and infrastructureless-

based [41]. In the former category, some form of infrastructure constructed using a set of

specific nodes (for instance those nodes with high power level, enough transmission range,

buffer capacity, etc) is exploited for message forwarding purpose using reliable agents. Ex-

amples of such routing schemes are given in [42], [43], [44]. In the latter category, node’s

mobility and contact opportunity between nodes are the main driven parameters for the

message routing and forwarding decision. Examples of such routing schemes are given

in [45], [6], [46], [47], [3], [48], [49]. The routing scheme proposed in this thesis belongs

to this category. Indeed, it is an energy-efficient version (so-called AEHBPR) of the HBPR

protocol introduced in [3]. A pseudo-code of our implementation of the energy-aware version

of HBPR is provided in Appendix A.

For the sake of comparison, we have also considered the Probabilistic Routing Protocol

using History of Encounters and Transitivity (so-called ProPHet) [6] as benchmark protocol,

on which the same energy-aware mechanism used for AEHBPR has been implemented (yield-

ing the so-called AEProphet scheme). For this reason, a brief description of the ProPHet

routing protocol is provided next.

2.1.5.2 ProPHet Routing Protocol

In the ProPHet protocol [6], it is assumed that the nodes move in a predictable fashion based

on the property of transitivity, the history of encounter, and some mobility patterns that

are likely to be repetitive. This scheme relies on the idea that if a node A has encountered

another node B more often or has visited node’s B location many times in its past history,

then the probability that node A will meet node B again or will visit node B’s location again

in a near future is considered high. Following this idea, prior to sending a message, each node

(referred to as source node) calculates a probabilistic metric (called delivery predictability)

for its known destination. Whenever this source node meets an encounter, it forwards a
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copy of the message to that encountered node only if that node has the highest delivery

predictability value among all the encounters. A pseudo-code of our implementation of the

energy-aware version of PRoPHET is provided in Appendix B.

2.2 Related Work

To the best of our knowledge, only few energy-aware routing schemes for OppNets have been

investigated in the literature [50], [51], [52], [53], [54], [55], [56], [1].

In [50], Lu et al. proposed n-epidemic, an energy-efficient routing protocol for delay

tolerant networks, which relies on the idea that a relay node should not forward a packet

when it meets an encounter, but rather should wait for more encounters in its neighbourhood

so that its packet when transmitted can reach them, thereby consume less energy in packet

forwarding while guaranteeing that more node will receive the packet. To guarantee that a

relay node cannot send a packet as casually as it was the case in the epidemic routing, a lower

bound is imposed on the above-mentioned number of neighbours, leading to the calculation

of a suitable node s delivery predictability.

In [51], Gao et al. proposed an energy aware routing scheme for OppNets that improves

the routing efficiency of the Spray-and-Wait protocol [46]. In their scheme, an utility metric

that relies on the residual energy and current velocity of a node is designed to determine the

optimal number of copies of the message that should be exchanged when two nodes encounter

each other, helping to avoid the blindness in the Spray phase of the Spray-and-Wait routing

scheme [46].

Similarly, in [52], Patel et al. introduced an energy aware routing scheme for OppNets

that consists of modifying the spray phase of the Spray-and-Wait protocol [46]. Indeed, in

the spray phase, whenever a node meets an encounter, their vibrancy are exchanged. Based

on this information and the amount of remaining energy at the sender node, the number

of copies of the message to be forwarded to the recipient node is determined, which helps
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avoiding the blindness in the spray strategy of Spray-and-Wait protocol [46], resulting to an

alleviated wait phase.

In [53], Chilipirea et al. proposed an energy-aware version of the BUBBLE Rap protocol

[57]. In their scheme, a relay node decides on the next hop to carry the message by using the

same utility function that was introduced in Bubble Rap, but which now incorporates some

energy related parameters. Based on this utility function, the probability for a next node

to carry the message is evaluated to determine whether the next hop has sufficient energy

resources or not to support the message being transferred. Therefore, their scheme prevents

any node from accepting the messages in transit if its battery level is depleted.

In [54], Dhurandher et al. proposed an energy-efficient routing protocol for Oppnets

that uses a genetic algorithm to select the best forwarder of a node based on its personal

information table and some information about the neighbour node groups. Basically, a set of

random chromosomes is initialized and later updated based on some selection and crossover

mechanism, and a fitness function is utilized to find out whether a node can be qualified as

a suitable forwarder.

In [55], Yao et al. investigated the energy consumption wastage caused by the presence

of a large number of isolated nodes in a sparse OppNet topology at the idle listening stage.

An energy-aware routing protocol for sparse OppNets (so-called ERASA) is proposed, which

is based on the asynchronous sleep approach. Through simulations, the proposed ERASA

scheme is shown to achieve a considerable energy saving by imposing the isolated nodes to

enter the low power consumption dormancy state and to become timely awaken when other

nodes enter into their communication range.

In [56], Wennerstromy et al. discussed on ways to characterize the heterogeneous link

quality of connections that can occur in an OppNet from the perspective of routing decision

making. They suggested that the knowledge of multi-contact opportunities can be exploited

to limit the energy consumption when performing the routing process. Using this idea,

an energy efficient routing protocol for OppNets is proposed, in which the multi-contact
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opportunities are leveraged with link quality features to improve the network energy savings

while yielding a reduced number of message relays.

In [1], Dhurandher et al. proposed an energy-aware HBPR scheme [3] by introducing the

following energy-related factors in the utility function used by HBPR for deciding on the

next hop node to forward the message: (1) the perpendicular factor - to consume lesser en-

ergy when a relay node forwards a message to the next hop, the actual distance between the

relay node and the next hop node is checked instead of the perpendicular distance between

the neighbouring nodes and the SD line, (2) transmission factor: this new factor is meant to

impose the number of message copies with a unique ID that a node can forward, and (3) a

new sparse constant factor: this is used to avoid the calculation of the utility metric in case

the number of nodes in the sender’s neighbourhood is lesser than a sparse constant factor.

In this thesis, the HBPR protocol [3] is redesigned by incorporating a mechanism in it

that helps: (1) avoiding the unnecessary transmissions of packets that have already been

delivered to the destination, and (2) forwarding the packets only through those encountered

relay nodes that have enough amount of remaining battery power, yielding the AEHBPR

scheme.

14



Chapter 3

Methodologies

In this chapter, the HBPR protocol [3] is described, followed by the design of our proposed

AEHBPR protocol.

3.1 HBPR Protocol

The HBPR protocol [3] has been designed according to the steps presented in Fig. 3.1. These

steps are described in Subsection 3.1.2. In the following, we describe the data structures

used by HBPR.

Figure 3.1: Flow Chart of the HBPR protocol.
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3.1.1 Data Structures

For the design of the HBPR protocol, the following assumptions were made [3]:

• The nodes in the network are cooperative and have no malicious intent.

• The nodes move according to a customized mobility model(CMM), visiting some loca-

tions more frequently that others.

• The simulation area is subdivided into numbered cells, each representing the location

(i.e. coordinates) of a node at any given time. A cell that a node visits more frequently

than others is considered as its home location.

Based on these assumptions, the history of a node’s mobility pattern over a period of time,

the direction of the node’s movement, the amount of time taken by a node to meet the other

nodes, are the main steps used to decide the message forwarding, using the following data

structures.

3.1.1.1 History Table

Each node keeps tracks of its own movement in a History Table whose records are in the

form of (Time, Location), reflecting the change in the location and timer (timestamp) of

nodes assuming that any node’s timer is set to 0 at the start of the simulation. Generally, it

is considered that a node maintains a record of up to 100 movements, and any 101th entry

automatically removes the first one based on a First-In-First-Out (FIFO) mechanism in

order to preserve the memory space. An example of History Table showing the cell numbers

{23,45,45,40,45} included in the simulation area is shown in Table 3.1.

3.1.1.2 Home Location Table

A cell that a node visits more frequently is considered as its home location. Each node ini-

tially advertises its home location so that all nodes are aware of this information. Whenever

a node opportunistically encounters another one, it keeps track of this encounter’s home
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Time Location

0.45 23
1.2 45
2.6 45
2.9 40
3.3 45

Table 3.1: History Table [3]

location (i.e. Host ID) in a Home Location Table, whose records are in the form (Host ID,

Home Location). This step is referred to as Home location initialization. At every encounter

, the nodes shares their Home Location tables, and in case the same entries are not found,

the home location tables are updated according to the most recent home location entry of

that node from its history table. An example of Home Location Table is depicted in Table

3.2, where {31,43,84} are the cell numbers in the simulation area.

Host ID Home Location

P1 31
P5 43
C2 43
T2 43
C7 84
T4 84

Table 3.2: Home Location Table

3.1.2 How the HBPR Protocol Works

Using the above mentioned data structures, the functionality of HBPR protocol (Fig. 3.1 )

can be described in three phases as follows.

1. Initialization of the Home Location: Initially, a head start is given to the network

by initializing its nodes with the home locations(cell numbers) they are residing in.

Each node floods their home location in the network so that all nodes are aware of
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each other’s location. Each node stores the other node’s home location in its Home

Location Table as shown in 3.2. This step is referred to as Home location initialization.

2. Message Generation and Home Location Update: Some specific nodes are selected

that generate new messages, each of which contains the destination ID. Basically, these

messages are meant to alert some nodes in the network to update their Home Location

Tables due to changes that may have occurred in their locations. This step is referred

to as Message generation and home location update.

3. Next Hop Selection: For a node k to select the next best forwarder, a utility metric

U(k) is calculated which depends on three parameters, which are: stability of the node’s

movements, prediction of the next location of a node (i.e. of the future movement of

the node), and perpendicular distance of the neighboring node from the line of sight of

source and destination (SD line). Any node whose utility value is greater than or equal

to a prescribed threshold is assigned a message copy, which may eventually arrives at

the destination.

• Stability of Node’s Movements:

This reflects a change in the average speeds of a node, which can be either sig-

nificant (meaning that the node’s movement is unstable) or nominal (meaning

that the node’s movement is stable). The timestamp parameter of the History

Table 3.1 is used to calculate the average speed of a node over any two different

position. A list of these averages speeds is recorded. Based on this list, it is pos-

sible to determined whether a change in average speed is nominal or significant.

If the change in average speed is significant, the node is considered as unstable,

otherwise it is considered as stable. Typically, all nodes are initially assigned a

stability value S; and if the change in two consecutive average speeds is less that

10 units per second, the stability value S is unchanged. Otherwise, it is decreased
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using the following equation [3]:

S = S ∗ (1− S) ∗ Si (3.1)

• Prediction of the Next Location of a Node:

Based on the location history contained in the History Table of the node, the

prediction of the next location of the node is calculated by means of a 2-state

Markov predictor model [3]. For a given pattern of visits, a table that records

the frequencies of visit for any location is maintained and the predictor uses this

table to find the next location of a node.

As an example, let’s considering that the past history is

AGHBGTYGHIGHYKLOPWNGHWBKJDNGH

RJBFJGHYKJFNGHYLKJNKSGHWOKSADGH,

the next location will be Y because Y occurs the most as shown in the sequence

below

AGHBGTYGHIGHYKLOPWNGHWBKJDNGH

RJBFJGHYKJFNGHYLKJNKSGHWOKSADGH

• Perpendicular distance of the neighboring nodes from the SD line:

This metric is used to select those nodes that are at closer distance to the SD

line. The utility metric U(i) of node i is calculated as [3]

Ui =
3∑

j=1

W (j) ∗ Vi(j) (3.2)

where Vi(1) is the stability metric, Vi(2) is prediction metric, Vi(3) is the per-

pendicular distance metric for node i, and W(j) is a weight parameter, j = 1, 2, 3.

With this calculation, any node k whose utility value satisfies U(k) ≥ T ,

where T is a prescribed threshold, can be considered as a candidate node for

message forwarding. For all our simulation results (see Chapter 4), we have

considered T = 0.6 because HBPR performs well with that value compared to
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any other threshold value in terms of number of messages delivered while keeping

the overhead ratio as low as possible.

Figure 3.2: An Example scenario of the HBPR Protocol taken from [3].

A network scenario simulating the working of HBPR is illustrated in Fig. 3.2, where

the future predicted locations of all nodes, the SD line, and the perpendicular distance from

the SD line are shown in dotted green circles, red line, and blue line respectively. In this

scenario, the (S,D) pair is (1,10) which is connected by an imaginary SD line. The future

predicted locations of nodes 2 and 3 are shown as well as the perpendicular distances of

nodes 2 and 3 with respect to the SD line using the dark blue line.

3.2 Proposed AEHBPR Protocol

For the design of the proposed AEHBPR protocol, the same assumptions utilized for HBPR

[3] prevail, and new energy-related parameters have been introduced as follows:

A) When a message has been delivered to its destination, there still many copies of it

moving around in the network. This unnecessary transmission consumes a lot of energy

in the sending and receiving of messages by the nodes. Also, these additional copies of

the delivered messages occupy unnecessary spaces in the buffers of nodes and may cause

congestion, thus may degrade the network performance due to increased overhead ratio

that may occur. To remedy to this situation, a one-hop acknowledgment mechanism

is introduced which consists of removing the copies of already delivered messages from
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the buffers of other nodes carrying the same message, and ensuring that no extra copy

of the same message is generated and transmitted in the network.

Typically, when a message reaches its destination, an acknowledgment message

(Ack M) containing (Message ID, Source ID, Destination ID) is sent from the desti-

nation node to the last encounter node that had send the message to the destination.

Both nodes update their acknowledgment tables (Ack Table) with the Ack M infor-

mation as shown in Table 3.3, then remove the message from their buffers to prevent

further relaying of it.

Message ID Source ID Destination ID

Table 3.3: Ack Table containing Ack M

Afterwards, these two nodes flood the Ack Table information to all the nodes in

the network. Any node carrying the already delivered message that come in contact

with the node having the updated Ack Table updates its table by removing a copy of

that message in its buffer. This process continues until all copies of the message have

been removed. This process is referred to as one hop acknowledgment because only a

one-hop acknowledgment message Ack M is sent from the destination to the last relay

node, and the rest of the Ack M flooding is done via a Ack Table information exchange

among the other nodes.

B) A minimum energy threshold (in Joules) is set so that whenever the energy level of an

encountered relay node (which is not the destination node) is checked and found to be

less than that threshold, the message will not be sent to that node. This threshold is

set by the network system administrator. In this thesis, its value has been set through

simulation experiments.

C) If the next hop is the destination node, the message is forwarded directly to it without

computing the utility metric as done in HBPR [3].
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3.2.1 AEHBPR Flowchart and Algorithm

Following the above-mentioned requirements (a), (b), (c), the flowchart and the pseudo-code

of the proposed AEHBPR protocol are described as follows.
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Node
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r Node is 
busy

Yes No Select  Next Message in 
buffer of Current Node

Neighbour Node 
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Message 

Yes

No

Acknowledgement 
Table of Neighbour 
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Remove Message from 
the Buffer. update Ack 
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Neighbor Node is not 
Destination Node

Yes

No

 Neighbor 
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Forward Message to 
Neighbor Node

Yes

End

No

Follow HBPR

Figure 3.3: Flow Chart of AEHBPR

According to Fig. 3.3, the proposed AEHBPR works as follows: whenever a node (called

current node) wishes to send messages to its destination, (i) it selects an available neighbour

node among the existing ones; (ii) upon connection with this neighbor node, the acknowl-

edgement tables are exchanged; (ii) using this table, the current node loops on the messages

in its buffer one by one to check if the selected neighbour node already has any of these

messages; (iii) if the acknowledgement table of the neighbour node has the same message

information than that of the current node, it means that the current selected message has

already been delivered by that neighbor node, indicating that it is an extra copy. In that

case, the current message is removed from the buffer of the current node and the current
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Algorithm 1 for AEHBPR

Step1: Select the next neighbour node(NN)
Step2: If NN is busy then goto Step1
Step3: Repeat All message(M) of current node(CN)

4a: if NN has M then goto Step3
4b: check Ack Table(AT NN) of NN for M

If Ack Table of NN has M then
Remove M from buffer of CN
Update Ack Table(AT CN) of CN
goto Step3 for next M

end if
4c: If Energy Level of NN < Minimum Energy

Threshold(MET) and NN is not
Destination Node(DN) then

goto Step3
4d: If NN is DN then

forward M to NN
else Follow HBPR to send message to NN

Algorithm 2 for the destination Node receiving a Message

Step1: Receive message(M) from the Last sender Node(LSN)
Step2: If Destination Node(DN) of M is current node(CN) then

Send Ack M to LSN
update Ack Table of CN with Ack M
remove M from the buffer of CN

end if

Algorithm 3 for the last sender receiving the acknowledgment

Step1: Receive Message(M) from the Destination Node(DN)
Step2: If M contains Ack M then

update Ack Table of CN with Ack M
remove M from the buffer of CN

end if

node’s acknowledgment table is updated, and the next message is selected from its buffer to

continue the process; (iv) if in step (iii), it is found that a current message is not already

delivered, it is checked if the energy level of the neighbour node is less than the minimum

energy threshold and if the neighbour node is not the destination node. If that is true,

the neighbour node is not selected as message forwarder and the process repeats from step
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(i). In step (iv), if the neighbour node is the destination node, the message is forwarded

to it directly. If not, the HBPR protocol is followed to decide on the selection of the next

neighbour node to forward the message.

3.2.2 AEProphet Protocol Design

AEProphet is the energy-aware version of the ProPHet protocol [6] on which the above-

mentioned energy-aware mechanism has been implemented. The detail of the code for AE-

Prophet is provided in Appendix A. The flowchart of the AEProphet algorithm is given in

Fig. 3.4. It can be described in a similar way than that of AEHBPR (see above steps (i) to

(iv)), with the exception that in the above step (iv), if the neighbour node is the destination

node, the message is forwarded to it directly. If not, the ProPHet protocol is followed to

decide on the selection of the next neighbour node to forward the message.
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Figure 3.4: Flow Chart of AEProphet
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Algorithm 4 for AEProphet

Step1: Select the next neighbour node(NN)
Step2: If NN is busy then goto Step1
Step3: Repeat All message(M) of current node(CN)

4a: if NN has M then goto Step3
4b: check Ack Table(AT NN) of NN for M

If Ack Table of NN has M then
Remove M from buffer of CN
Update Ack Table(AT CN) of CN
goto Step3 for next M

end if
4c: If Energy Level of NN < Minimum Energy

Threshold(MET) and NN is not
Destination Node(DN) then

goto Step3
4d: If NN is DN then

forward M to NN
else Follow ProPHet to send message to NN

Algorithm 5 for the destination Node receiving a Message

Step1: Receive message(M) from the Last sender Node(LSN)
Step2: If Destination Node(DN) of M is current node(CN) then

Send Ack M to LSN
update Ack Table of CN with Ack M
remove M from the buffer of CN

end if

Algorithm 6 for the last sender receiving the acknowledgment

Step1: Receive Message(M) from the Destination Node(DN)
Step2: If M contains Ack M then

update Ack Table of CN with Ack M
remove M from the buffer of CN

end if
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Chapter 4

Performance Evaluation

In this Chapter, we study the performance of our proposed AEHBPR protocol using the ONE

simulator [5] version 1.5.1 RC2, and compare it against the performance of the HBPR and

AEProphet protocols, using the Custom Mobility Model (CMM), and a real mobility traces

dataset taken from [22], under varying number of nodes, message size, message generation

interval.

4.1 The ONE Simulator

The ONE simulator is a Java-based platform on which various delay tolerant network (DTN)

protocols functionalities and simulation features are implemented. These include importing/-

exporting mobility traces (real and synthetic), analysis and visualization interfaces, event

generation, energy consumption of nodes, node movement modelling, message handling,

routing and forwarding, inter-node contacts modelling, to name a few.

In the ONE simulator, the Node is the main component; it is considered as mobile, and

it is equipped with the required hardware. Examples of nodes include car, train, pedestrian,

tram, to name a few. Nodes are managed by groups, each of which is configured with its own

set of parameters. The basic parameters of a node include energy consumption, persistent

storage, movement, routing, interface, to name a few. These parameters can be used to
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implement energy-aware specific algorithms such as the one proposed in this thesis.

In the ONE simulator, the way that nodes move is determined by the mobility model used.

Such models are characterized by factors such as node speed and coordinates, pause-time,

to name a few. Several mobility models have been implemented in the ONE simulator [5].

These include: the Shortest Path Map Based Movement model, the Map-constraint, the

RWP movement model, the Car movement model, the Working Day Movement model, the

Human behavior based movement model [3]. However, more customized models such as

the Custom Mobility Model (CMM) introduced in [3] and used in this thesis can also be

embedded in the ONE simulator.

In the ONE simulator, there are routing modules that describe how the routing of mes-

sages can be performed in a DTN environment using the store-carry-and-forward fashion.

Many benchmark DTN routing techniques so far proposed in the literature have been imple-

mented [5]. Examples of such routing protocols are Spray and Wait, PRoPHET, Epidemic,

MaxProp. Each routing module inherits the basic functionality of the MessageRouter and

ActiveRouter modules [5], namely: buffer management, message transfers, message aborts,

call backs for various messages events, to name a few.

in the ONE simulator [5], the message generation can be performed in two different ways:

(1) via message generators - where messages are generated randomly using a fixed source,

destination, interval or size, or (2) at specific times by specifying the message ID and a fixed

source-destination node pair.

A graphical user interface of the ONE simulator [5] is illustrated in Fig. 4.1. In this

figure, the main window shows the node location, current paths, and transmission range of

nodes. The right side of this window shows the number of nodes in the simulation area. The

simulation is started by using the pause/play button on the top left corner of the window. In

the event log section of the window, the connections that have been created and the messages

that have been transmitted are shown. A statistic report module is available which helps

for collecting the statistics on the performance of the run protocol. Examples of statistics
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include the number of messages delivered, the delivery ratio, the overhead ratio, just to name

a few.

Figure 4.1: Screenshot of the ONE simulator

4.2 Simulation Settings

In our simulations, the nodes are mobile and are divided into four groups (called communi-

ties), each of which has 25 nodes. The whole world size is divided into cells of 100 m ×100

m. The first group of nodes are pedestrians, with a speed varying between 0.5-1.5 m/sec.

The second group is a group of cyclists with a speed varying between 1.5-5 m/sec. The third

group is a set of cars, each with a speed varying between 5 - 10 m/sec, and the fourth is

the group of Trams, each with a speed varying between 7-13 m/sec. The mobile nodes have

a transmission range of 10 meters and a transmission speed of 2 Mbps. The weights that

are assigned to the parameters of the utility function for HBPR are inherited from [3], i.e.
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W (1) = 0.4 for the stability metric, W (2) = 0.4 for the prediction metric and W (3) = 0.2

for the perpendicular metric. When the simulation starts, every node is present at its Home

Location. Afterwards, a node travels to its Home Location with a probability p and to all

other locations with a probability 1− p. Other simulation parameters are provided in Table

4.1. Most of these parameters are inherited from the HBPR [3] design.

Parameters Values

Simulation area 4500 m * 3400 m

Number of nodes 40, 80, 120, 160

Communication Interface Bluetooth

Buffer capacity of Group1 and Group2 nodes 5 Mb

Buffer capacity of Group3 and Group4 nodes 50 Mb

Initial energy of all nodes 5000 Joules

Message size 0K–500K, 500K–1MB, 1MB–1.5MB, 1.5-2MB

Message generation interval 5–15sec,15–25sec,25-35sec,35–45sec

Simulation time 43200 s

Message time-to-live 300 min

Real traces datase from Haggle project [22]

Minimum Energy Threshold 600 Joules

Threshold 0.6

Table 4.1: Simulation Parameters.

4.3 Performance Metrics

The performance metrics used to evaluate the studied protocols are:

• Average remaining energy: This is the total average remaining energy of the nodes at

the end of the simulations.

• Dead nodes: This is the number of nodes whose remaining energy are less than the

minimum energy threshold at the end of the simulations.

• Message delivered: This is the number of messages successfully delivered to the desti-

nation at the end of the simulations.

• Overhead ratio: This is a measure of the bandwidth efficiency, calculated as: (Number

of relayed messages - Number of delivered messages) / Number of delivered messages.
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4.4 Mobility Models

Mobility models are intended to represent the way that the nodes move in the simulation.

In this thesis , three types of movement models are used, namely:

• Custom Mobility Model [3]: In this model, the nodes move according to the human

mobility pattern and are allowed to flood the network with their most visited locations

when the network becomes operational.

• Real Mobility Traces: We have used real mobility traces obtained from [22]. This

dataset was created with 36 nodes of bluetooth sightings by a group of users carrying

small devices (iMotes) for a number of days.

4.5 Simulation Results Using the Custom Mobility Model

This section describes the results obtained when evaluating the studied routing schemes for

OppNets using the Custom Mobility Model (CMM) [3] under various scenarios.

4.5.1 Varying Thresholds

In this scenario, the number of nodes is fixed to 240. The aforementioned threshold T on

the utility function used in HBPR [3] is varied from 0.2 to 0.7 with an increment of 0.1 each

time, and the impact of this variation on the number of delivered messages and overhead

ratio is studied when using the proposed AEHBPR protocol. The goal is to determine the

best value of T for which the maximum possible number of messages delivered is achieved

while maintaining the overhead ratio as low as possible. The results are captured in Fig 4.2

and Fig 4.3.

In Fig. 4.2, it is observed that initially, the number of messages delivered decreases

when the threshold is increased, but then, when the threshold value is greater than 0.3,

it starts to increase progressively till the point 0.6, then recommence to decrease. On the
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Figure 4.2: Number of delivered messages under varying threshold values using AEHBPR
under the CMM Model.

Figure 4.3: Overhead ratio under varying threshold values using AEHBPR under the CMM
Model.

other hand, in Fig. 4.3, it is observed that the overhead ratio increases initially up to point

0.3, then decreases progressively till the point 0.6, and then recommence to increase. From

these observations, it can be concluded that a threshold of T = 0.6 yields a higher possible

number of delivered messages while maintaining the overhead ratio as low as possible. For

this reason, we will use T = 0.6 for all our simulation experiments.

4.5.2 Varying Number of Nodes

In this scenario, the number of nodes is varied and the impact of this variation on the number

of dead nodes, overhead ratio, and number of delivered messages, of the studied protocols is
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investigated. The results are captured in Fig 4.4, Fig 4.5, and Fig 4.6 respectively.

Figure 4.4: Number of dead nodes under varying number of nodes using the CMM model.

Figure 4.5: Overhead ratio under varying number of nodes using the CMM model.

Figure 4.6: Number of delivered messages under varying number of nodes using the CMM
model.
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In Fig. 4.4, it is observed that the number of dead nodes increases when the number of

nodes is increased. In addition, AEHBPR generates about 14.36% (resp. 16.89%) less dead

nodes compared to AEProphet (resp. HBPR) when the number of nodes is less than 120.

However, when the network size is more than 120, the performance of AEHBPR, AEProphet,

and HBPR, are almost similar. In Fig. 4.5, it is observed that the overhead ratio produced by

AEHBPR is comparable to that produced by AEProphet. In fact, AEHBPR generates only

5% less overhead ratio than AEProphet, but yields about 37.44% less overhead ratio than

that generated by HBPR. Finally, in Fig. 4.6, it is observed that AEHBPR generates about

14.19% (resp. 37.67%) more number of delivered messages in comparison to AEProphet

(resp. HBPR).

4.5.3 Varying Message Size

In this scenario, the message size is varied and the impact of this variation on the average

remaining energy, number of dead nodes, number of delivered messages, and overhead ratio

of the studied protocols is investigated. The results are captured in Fig 4.7, Fig 4.8, Fig 4.9,

and Fig 4.10 respectively.

Figure 4.7: Average remaining energy under varying message size using the CMM model.

In Fig. 4.7, it is observed that under varying message size, AEHBPR produces about

4.49% (resp. 5%) more remaining energy than AEProphet (resp. HBPR). Also, Fig. 4.8

shows that AEHBPR generates about 52.17% (resp. 52.82%) less number of dead nodes
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Figure 4.8: Number of dead nodes under varying message size using the CMM model.

Figure 4.9: Number of delivered messages under varying message size using the CMM model.

Figure 4.10: Overhead ratio under varying message size using the CMM model.

than that generated by AEProphet (resp. HBPR). However, when the message size is in the

range 1.5 M-2 M, AEHBPR and AEProphet yield almost the same performance. In Fig. 4.9,

it is observed that when the message size is less than 500K, AEHBPR yields about 14.19%
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(resp. 37.67%) more number of delivered messages than AEProphet (resp. HBPR). In all

other cases, the performance of the three protocols are almost similar. Finally, Fig. 4.10

shows that AEHBPR yields about 26% less overhead ratio than that generated by HBPR;

and there is no significant difference in the performances of AEHBPR and AEProphet.

4.5.4 Varying Message Generation Interval

In this scenario, the message generation interval is varied and the impact of this variation on

the overhead ratio, and number of delivered messages of the studied protocols is investigated.

The results are captured in Fig 4.11, and Fig 4.12 respectively.

Figure 4.11: Overhead ratio under varying message generation interval using the CMM
model.

Figure 4.12: Number of delivered messages under varying message generation interval using
the CMM model.
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In Fig. 4.11, it is observed that AEHBPR yields about 5.2% (resp. 24.29%) less overhead

ratio than that generated by AEProphet (resp. HBPR). For larger message generation

interval, the performances of AEHBPR and AEProphet are almost similar. Similarly, in

Fig. 4.12, it is observed that AEHBPR yields about 9.27% (resp. 13%) more number of

delivered messages than AEProphet (resp. HBPR).

4.6 Simulation Results Using Real Mobility Traces

This section describes the results obtained when evaluating the studied routing schemes for

OppNets using the real traces dataset obtained from [22].

4.6.1 Varying Message Size Under Real Mobility Traces

In this scenario, the message size is varied and the impact of this variation on the number of

dead nodes, overhead ratio of the studied protocols is investigated. The results are captured

in Fig 4.13, and Fig 4.14 respectively.

Figure 4.13: Number of dead nodes under varying message size using real mobility traces.

In Fig. 4.13, the performance of AEHBPR in terms of number of generated dead nodes

is found to be comparable to that of AEProphet when the message size approaches the

range 1M-1.5M. In all other cases, AEHBPR generates about 12.44% (resp. 22.09%) less

number of dead nodes compared to AEProphet (resp. HBPR). In Fig. 4.14, it is observed
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Figure 4.14: Overhead ratio under varying message size using real mobility traces.

that when the message size is increased, the overhead ratio decreases for all protocols. In

fact, AEHBPR yields 36.5% (resp. 47.81%) less overhead ratio in comparison to AEProphet

(resp. HBPR).

4.6.2 Varying Message Generation Interval Under Real Mobility

Traces

In this scenario, the message generation interval is varied and the impact of this variation

on the average remaining energy , overhead ratio, and number of delivered messages, of the

studied protocols is investigated. The results are captured in Fig 4.15, Fig 4.16, and Fig

4.17 respectively.

Figure 4.15: Average remaining energy under varying message generation interval using real
mobility traces.
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Figure 4.16: Overhead ratio under varying message generation interval using real mobility
traces.

Figure 4.17: Delivered messages under varying message generation interval using real mo-
bility traces.

In Fig. 4.15, the performance of AEHBPR in terms of average remaining energy is found

to be comparable to that of AEProphet when the message generation interval is in the range

25 s-35 s. In all other cases, AEHBPR yields about 18.10% (resp. 41.68%) more remaining

energy than AEProphet (resp. HBPR). In Fig. 4.16, it is observed that the overhead

ratio generated by AEHBPR is much lower than that obtained when using AEProphet and

HBPR. In fact, AEHBPR yields 25.5% (resp. 35.94%) less overhead ratio in comparison to

AEProphet (resp. HBPR). Finally, in Fig. 4.17, it is observed that the number of delivered

messages in all three protocols are almost similar, with AEHBPR generating about 5.42%

(resp. 4.6%) more delivered messages than that generated by AEProphet (resp. HBPR)
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although the differences in the number of delivered messages are quite slow.

The above results disclosing the benefits of our proposed AEHBPR protocol over the

AEProphet and HBPR protocols in terms of the studied performance metrics are mainly

attributed to the intrinsic one-hop acknowledgment mechanism implemented in AEHBPR,

which systematically eliminates the unnecessary redundant messages in the nodes? buffers.

Also, the minimum energy threshold factor used in AEHBPR, which helps avoiding the

selection of low energy nodes as next hop message forwarders, also contributes to justify

some of the above simulation results.
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Chapter 5

Conclusion

In this thesis, an energy-efficient version of the HBPR protocol [3] (called AEHBPR) has

been proposed, and compared against HBPR and AEProphet, where AEProphet is the

ProPHet routing protocol for OppNets on which the same energy-aware constraints have been

implemented, which satisfy the following requirements: (1) unnecessary copies of the already

delivered messages from the buffers of other nodes carrying these messages are removed, (2)

No extra copy of these delivered messages is generated and transmitted in the network, and

(3) only the relay nodes that have sufficient energy level are qualified as next hop forwarders.

A one-hop acknowledgment mechanism has been introduced to overcome the unnecessary

transmission of the already delivered messages. In this mechanism, the destination node is

requested to send an acknowledgment to the last intermediate node from which it has received

the message (so-called last sender node). This information is flooded into the network so

that all other nodes are aware that the message has already been delivered to destination,

avoiding its unnecessary retransmission. Our simulations reveal the following:

• Using the CMM model, AEHBPR performs better compared to other protocols in

terms of number of dead nodes, average remaining energy, overhead ratio, and number

of delivered messages, under varying number of nodes.

• Using the CMM model, AEHBPR performs better compared to other protocols in
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terms of average remaining energy, number of dead nodes, number of delivered mes-

sages, and overhead ratio, under varying message size

• Using the CMM model, AEHBPR performs better compared to other protocols in

terms of average remaining energy, overhead ratio, and number of delivered messages,

under varying message generation interval

• Using real mobility traces, AEHBPR performs better compared to other protocols in

terms of average remaining energy, number of dead nodes, overhead ratio, and number

of delivered messages, under varying message size

• Using real mobility traces, AEHBPR performs better compared to other protocols in

terms of average remaining energy, number of dead nodes, overhead ratio, and number

of delivered messages, under varying message generation interval

As future work, we plan to compare AEHBPR against other benchmark energy-aware rout-

ing protocols for OppNets such as energy-aware Spray-and-Wait, genetic algorithm-based

energy-efficient routing, and n-epidemic protocol, to name a few. The AEHBPR protocol

can also be experimented using other realistic mobility traces. It is also desirable to make

AEHBPR secure, for instance, by implementing a cryptography-based technique that pro-

tects the messages before their transmissions and checks the authenticity of the sender of

the message.
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Appendix A

Source Code of AEHBPR

// ============Algorithm 1 f o r AEHBPR===========================

fo r ( Connection con : getConnect ions ( ) ) { // Step 1 : S e l e c t the next neighbour Node (NN)

DTNHost me = getHost ( ) ;

DTNHost other = con . getOtherNode ( getHost ( ) ) ;

EEHBPR othRouter = (EEHBPR) other . getRouter ( ) ;

i f ( othRouter . i sT r an s f e r r i n g ( ) ) { // Step2 : I f NN i s busy then goto Step1

cont inue ;

}

double nn energy = ( double ) othRouter . getHost ( ) . getComBus ( ) . getProperty ( EnergyModel .ENERGY VALUE ID) ;

f o r (Message m : msgCol lect ion ) { // Step3 : Repeat Al l message (M) o f cur rent node (CN)

i f ( othRouter . hasMessage (m. get Id ( ) ) ) { // 3a : i f NN has M then goto Step3

cont inue ;

}

DTNHost dest = m. getTo ( ) ;

S t r ing key = m. get Id()+”<−>”+m. getFrom ( ) . t oS t r i ng()+”<−>”+dest . t oS t r ing ( ) ;

/∗ 3b : check Ack Table o f NN f o r M

I f Ack Table o f NN has M

Remove M from bu f f e r o f CN

Update Ack Table o f CN goto step 3 f o r next M

end i f ∗/

i f ( othRouter . d e l i v e r ed . containsKey ( key ) ) {

i n t cnt = ( in t ) othRouter . d e l i v e r ed . get ( key ) ;

t h i s . d e l i v e r ed . put ( key , ++cnt ) ;

msg to be de l e t ed . add (m) ;

cont inue ;

}

/∗3 c : I f Energy Level o f NN < Minimum Energy

Threshold (MET) and NN i s not

Dest inat ion Node (DN) then

goto step 3

∗/

i f ( nn energy < t h i s . b a t t e r y l e v e l t h r e s h o l d && ! dest . equa l s ( other ) ) {

cont inue ;

}

/∗3d : I f NN i s DN then
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// forward Message

∗/

i f ( dest . equa l s ( other ) ) {

messages . add (new Tuple<Message , Connection>(m, con ) ) ;

}

// Else Follow HBPR to send Message to NN

e l s e i f ( c a l cu l a t eMe t r i c ( dest , other ) > th r e sho ld ) {

messages . add (new Tuple<Message , Connection>(m, con ) ) ;

}

}

}

// ========Algorithm 2 , and 3===================================================================

@Override

pub l i c i n t rece iveMessage (Message m, DTNHost from ) {

//======Algorithm 3 s t a r t s here ============//

i f (m. g e tS i z e ( ) == −1) { // I f message s i z e i s −1 then i t means i t s acknowledged message

St r ing ack m = m. get Id ( ) ;

t h i s . d e l i v e r ed . put ( ack m , 1 ) ; // update ack t

St r ing [ ] par t s = ack m . s p l i t (”<−>”);

S t r ing m Id = part s [ 0 ] ;

t h i s . de leteMessage (m Id , f a l s e ) ; // d e l e t e message from the Buf f e r

re turn 0 ;

}

//=======End Algorithm 3 =================//

in t i = super . rece iveMessage (m, from ) ;

//======Algorithm 2 s t a r t s here ============//

i f (m. getTo ( ) . equa l s ( t h i s . getHost ( ) ) && i == RCV OK ) {

St r ing ack m = m. get Id()+”<−>”+m. getFrom ( ) . t oS t r i ng()+”<−>”+m. getTo ( ) . t oS t r ing ( ) ; //ACK Message

//Create new message with the s i z e −1 which Ind i c a t e s that i t s acknowledged Message

Message ack mes = new Message ( t h i s . getHost ( ) , from , ack m ,−1);

from . rece iveMessage ( ack mes , t h i s . getHost ( ) ) ; // send ack to the l a s t sender

t h i s . d e l i v e r ed . put ( ack m , 1 ) ;

}

//=======End Algorithm 2 ================//

return i ;

}

// ===========================================================================
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Appendix B

Source Code of AEProphet

// ============Algorithm 1 f o r AEProphet===========================

fo r ( Connection con : getConnect ions ( ) ) { // Step 1 : S e l e c t the next neighbour Node (NN)

DTNHost me = getHost ( ) ;

DTNHost other = con . getOtherNode ( getHost ( ) ) ;

ProphetRouter othRouter = ( ProphetRouter ) other . getRouter ( ) ;

i f ( othRouter . i sT r an s f e r r i n g ( ) ) { // Step2 : I f NN i s busy then goto Step1

cont inue ;

}

double nn energy = ( double ) othRouter . getHost ( ) . getComBus ( ) . getProperty ( EnergyModel .ENERGY VALUE ID) ;

f o r (Message m : msgCol lect ion ) { // Step3 : Repeat Al l message (M) o f cur rent node (CN)

i f ( othRouter . hasMessage (m. get Id ( ) ) ) { // 3a : i f NN has M then goto Step3

cont inue ;

}

DTNHost dest = m. getTo ( ) ;

S t r ing key = m. get Id()+”<−>”+m. getFrom ( ) . t oS t r i ng()+”<−>”+dest . t oS t r ing ( ) ;

/∗ 3b : check Ack Table o f NN f o r M

I f Ack Table o f NN has M

Remove M from bu f f e r o f CN

Update Ack Table o f CN goto step 3 f o r next M

end i f ∗/

i f ( othRouter . d e l i v e r ed . containsKey ( key ) ) {

i n t cnt = ( in t ) othRouter . d e l i v e r ed . get ( key ) ;

t h i s . d e l i v e r ed . put ( key , ++cnt ) ;

msg to be de l e t ed . add (m) ;

cont inue ;

}

/∗3 c : I f Energy Level o f NN < Minimum Energy

Threshold (MET) and NN i s not

Dest inat ion Node (DN) then

goto step 3

∗/

i f ( nn energy < t h i s . b a t t e r y l e v e l t h r e s h o l d && ! dest . equa l s ( other ) ) {

cont inue ;

}
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/∗3d : I f NN i s DN then

// forward Message

∗/

i f ( dest . equa l s ( other ) ) {

messages . add (new Tuple<Message , Connection>(m, con ) ) ;

}

// Else Follow ProPHet to send Message to NN

e l s e i f ( othRouter . getPredFor (m. getTo ( ) ) > getPredFor (m. getTo ( ) ) ) {

// the other node has h igher p r obab i l i t y o f d e l i v e r y

messages . add (new Tuple<Message , Connection>(m, con ) ) ;

}

}

}

// ===========================================================================

// ============Algorithm 2 , and 3===========================

// ===========================================================================

@Override

pub l i c i n t rece iveMessage (Message m, DTNHost from ) {

//======Algorithm 3 s t a r t s here ============//

i f (m. g e tS i z e ( ) == −1) { // I f message s i z e i s −1 then i t means i t s acknowledged message

St r ing ack m = m. get Id ( ) ;

t h i s . d e l i v e r ed . put ( ack m , 1 ) ; // update ack t

St r ing [ ] par t s = ack m . s p l i t (”<−>”);

S t r ing m Id = part s [ 0 ] ;

t h i s . de leteMessage (m Id , f a l s e ) ; // d e l e t e message from the Buf f e r

re turn 0 ;

}

//=======End Algorithm 3 =================//

in t i = super . rece iveMessage (m, from ) ;

//======Algorithm 2 s t a r t s here ============//

i f (m. getTo ( ) . equa l s ( t h i s . getHost ( ) ) && i == RCV OK ) {

St r ing ack m = m. get Id()+”<−>”+m. getFrom ( ) . t oS t r i ng()+”<−>”+m. getTo ( ) . t oS t r ing ( ) ; //ACK Message

//Create new message with the s i z e −1 which Ind i c a t e s that i t s acknowledged Message

Message ack mes = new Message ( t h i s . getHost ( ) , from , ack m ,−1);

from . rece iveMessage ( ack mes , t h i s . getHost ( ) ) ; // send ack to the l a s t sender

t h i s . d e l i v e r ed . put ( ack m , 1 ) ;

}

//=======End Algorithm 2 ================//

return i ;

}

// ===========================================================================
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Appendix C

Configuration File

#s e t t i n g s f o r the s imu lat i on

## Scenar io s e t t i n g s

Scenar io . name = AEHbpr 40 testing

Scenar io . s imulateConnect ions = true

Scenar io . update Inte rva l = 0 .1

# 43200 s == 12h

Scenar io . endTime = 43200

#my s p e c i f i c s e t t i n g s

EEHBPR. thre sho ld = 0 .6

#Battery l e v e l th r e sho ld in u n i t s

EEHBPR. b a t t e r y l e v e l t h r e s h o l d = 600

EEHBPR. t ransmis s ionFactor = 6

# energy s e t t i n g s

Group . i n i t i a lEn e r g y = 5000

Group . scanEnergy = 0.1

Group . transmitEnergy = 0 .2

Group . scanResponseEnergy = 0.1

Group . baseEnergy = 0.01

#s e t t i n g to change r egu l a r ba s i s

Group . route r = EEHBPR

Group . nro fHosts = 40

# range o f message source / de s t i n a t i on addre s s e s

Events1 . host s = 0 ,126

Report . g r anu l a r i t y =43200

## Int e r f a c e−s p e c i f i c s e t t i n g s :

# type : which i n t e r f a c e c l a s s the i n t e r f a c e be longs to

# For d i f f e r e n t types , the sub−parameters are i n t e r f a c e−s p e c i f i c

# For S impleBroadcast Inter face , the parameters are :

# transmitSpeed : transmit speed o f the i n t e r f a c e ( bytes per second )

# transmitRange : range o f the i n t e r f a c e ( meters )
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# ”Bluetooth ” i n t e r f a c e f o r a l l nodes

b t I n t e r f a c e . type = SimpleBroadcas t Inte r face

# Transmit speed o f 2 Mbps = 250kBps

b t I n t e r f a c e . transmitSpeed = 250k

b t I n t e r f a c e . transmitRange = 10

# High speed , long range , i n t e r f a c e f o r group 4

h i gh spe ed In t e r f a c e . type = SimpleBroadcas t Inte r face

h i gh spe ed In t e r f a c e . transmitSpeed = 10M

h igh spe ed In t e r f a c e . transmitRange = 1000

# Def ine 6 d i f f e r e n t node groups

Scenar io . nrofHostGroups = 6

## Group−s p e c i f i c s e t t i n g s :

# groupID : Group ’ s i d e n t i f i e r . Used as the p r e f i x o f host names

# nrofHosts : number o f host s in the group

# movementModel : movement model o f the host s ( va l i d c l a s s name from movement package )

# waitTime : minimum and maximum wait t imes ( seconds ) a f t e r reach ing de s t i n a t i on

# speed : minimum and maximum speeds (m/ s ) when moving on a path

# bu f f e r S i z e : s i z e o f the message bu f f e r ( bytes )

# route r : r oute r used to route messages ( va l i d c l a s s name from rout ing package )

# act iveTimes : Time i n t e r v a l s when the nodes in the group are a c t i v e ( s ta r t1 , end1 , s ta r t2 , end2 , . . . )

# msgTtl : TTL (minutes ) o f the messages c reated by t h i s host group , d e f au l t=i n f i n i t e

## Group and movement model s p e c i f i c s e t t i n g s

# po i s : Points Of I n t e r e s t indexes and p r o b a b i l i t i e s ( poiIndex1 , poiProb1 , poiIndex2 , poiProb2 , . . . )

# f o r ShortestPathMapBasedMovement

# okMaps : which map nodes are OK fo r the group (map f i l e indexes ) , d e f au l t=a l l

# f o r a l l MapBasedMovent models

# rou t eF i l e : route ’ s f i l e path − f o r MapRouteMovement

# routeType : route ’ s type − f o r MapRouteMovement

# Common s e t t i n g s f o r a l l groups

Group . movementModel = HumanWalk1

Group . bu f f e r S i z e = 5M

Group . waitTime = 0 , 120

# Al l nodes have the b luetooth i n t e r f a c e

Group . n r o f I n t e r f a c e s = 1

Group . i n t e r f a c e 1 = b t I n t e r f a c e

# Walking speeds

Group . speed = 0 .5 , 1 .5

# Message TTL of 300 minutes (5 hours )

Group . msgTtl = 300

# group1 ( pede s t r i an s ) s p e c i f i c s e t t i n g s

Group1 . groupID = p

# group2 s p e c i f i c s e t t i n g s

Group2 . groupID = c

# car s can dr ive only on roads

Group2 . okMaps = 1

# 10−50 km/h

Group2 . speed = 2 .7 , 13 .9

# another group o f pede s t r i an s
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Group3 . groupID = w

# The Tram groups

Group4 . groupID = t

Group4 . bu f f e r S i z e = 50M

Group4 . movementModel = MapRouteMovement

Group4 . r ou t eF i l e = data/tram3 . wkt

Group4 . routeType = 1

Group4 . waitTime = 10 , 30

Group4 . speed = 7 , 10

Group4 . nro fHosts = 2

Group4 . n r o f I n t e r f a c e s = 2

Group4 . i n t e r f a c e 1 = b t I n t e r f a c e

Group4 . i n t e r f a c e 2 = h igh spe ed In t e r f a c e

Group5 . groupID = t

Group5 . bu f f e r S i z e = 50M

Group5 . movementModel = MapRouteMovement

Group5 . r ou t eF i l e = data/tram4 . wkt

Group5 . routeType = 2

Group5 . waitTime = 10 , 30

Group5 . speed = 7 , 10

Group5 . nro fHosts = 2

Group6 . groupID = t

Group6 . bu f f e r S i z e = 50M

Group6 . movementModel = MapRouteMovement

Group6 . r ou t eF i l e = data/tram10 . wkt

Group6 . routeType = 2

Group6 . waitTime = 10 , 30

Group6 . speed = 7 , 10

Group6 . nro fHosts = 2

## Message c r e a t i on parameters

# How many event gene ra to r s

Events . n ro f = 1

# Class o f the f i r s t event generator

Events1 . c l a s s = MessageEventGenerator

# ( f o l l ow ing s e t t i n g s are s p e c i f i c f o r the MessageEventGenerator c l a s s )

# Creat ion i n t e r v a l in seconds ( one new message every 25 to 35 seconds )

Events1 . i n t e r v a l = 25 ,35

# Message s i z e s (500kB − 1MB)

Events1 . s i z e = 500k , 1M

# Message ID p r e f i x

Events1 . p r e f i x = M

## Movement model s e t t i n g s

# seed f o r movement models ’ pseudo random number generator ( d e f au l t = 0)

MovementModel . rngSeed = 1

# World ’ s s i z e f o r Movement Models without imp l i c i t s i z e ( width , he ight ; meters )

MovementModel . wor ldS ize = 4500 , 3400

# How long time to move host s in the world be f o r e r e a l s imu la t i on

MovementModel . warmup = 1000

## Map based movement −movement model s p e c i f i c s e t t i n g s

MapBasedMovement . nrofMapFi les = 4
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MapBasedMovement . mapFile1 = data/ roads . wkt

MapBasedMovement . mapFile2 = data/main roads . wkt

MapBasedMovement . mapFile3 = data/ pede s t r i an pa th s . wkt

MapBasedMovement . mapFile4 = data/ shops . wkt

## Reports − a l l r epor t names have to be va l i d r epor t c l a s s e s

# how many r epo r t s to load

Report . nro fReports = 2

# length o f the warm up per iod ( s imulated seconds )

Report . warmup = 0

# de f au l t d i r e c t o r y o f r epo r t s ( can be overr idden per Report with output s e t t i n g )

Report . r epor tDi r = repo r t s /

# Report c l a s s e s to load

Report . r epor t1 = MessageStatsReport

Report . r epor t2 = EnergyLevelReport

## Defaul t s e t t i n g s f o r some rou t e r s s e t t i n g s

ProphetRouter . secondsInTimeUnit = 30

SprayAndWaitRouter . nro fCopies = 6

SprayAndWaitRouter . binaryMode = true

## Optimizat ion s e t t i n g s −− these a f f e c t the speed o f the s imula t i on

## see World c l a s s f o r d e t a i l s .

Optimizat ion . c e l l S i z eMu l t = 5

Optimizat ion . randomizeUpdateOrder = true

## GUI s e t t i n g s

# GUI underlay image s e t t i n g s

GUI . UnderlayImage . f i leName = data/ h e l s i n k i und e r l a y . png

# Image o f f s e t in p i x e l s (x , y )

GUI . UnderlayImage . o f f s e t = 64 , 20

# Sca l ing f a c t o r f o r the image

GUI . UnderlayImage . s c a l e = 4.75

# Image r o t a t i on ( rad ians )

GUI . UnderlayImage . r o t a t e = −0.015

# how many events to show in the log panel ( d e f au l t = 30)

GUI . EventLogPanel . nrofEvents = 100

# Regular Express ion log f i l t e r ( s ee Pattern−c l a s s from the Java API f o r RE−matching d e t a i l s )

#GUI . EventLogPanel . RE f i l t e r = .∗p[1−9]<−>p[1−9] $
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