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ABSTRACT

A CONTENT-BASED IMAGE RETRIEVAL SYSTEM FOR
HAT DATABASE

©Danhua Li 2006

Master of Engineering
Department of Electrical and Computer Engineering
Ryerson University

Content-based image retrieval (CBIR) is a technique for indexing and retrieving images based
on the low-level features, middle-level features, and high-level features. Low-level feature is
extracted from contents of the images such as color, texture and shape; middle-level feature is
a region obtained as a result of image segmentation; high-level feature is sematic information
about the meaning of image, its objects and their roles, and categories to which the image
belongs. In this project, three low-level features texture-based retrieval, color-based retrieval
and shape-based retrieval are implemented and compared on hat database. Texture features
are obtained from parameters of a two-component Gaussian mixture model (GMM) in the
wavelet domain. Color features are extracted from a two-component GMM on HLS color
space. Shape features are extracted from the contour by using centroid-contour distance
Fourier descriptor. A comprehensive experimental evaluation of the retrieval performance of
different feature sets is performed. The experimental results indicate that the shape features
based on the centroid-contour distance Fourier descriptor perform much better than the color
and texture features for the hat database used in this project.
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Chapter 1

Introduction

Image retrieval systems have been explored with the rapid growth of imaging on the internet
in the past decade. The amount of information in the form of images is increasing rapidly
with the advent of powerful and inexpensive computers, storage devices, availability of the
world wide web (WWW), digital cameras and mobile telephones equipped with imaging
technology.

Image retrieval is experiencing a transformation.from text-based indexing to content-
based indexing. An image storage and retrieval system typically supports Text-based an-
notations and indexing. These indexes for large image collections are time consuming to
create and maintain manually. Also, text indexing for images only provides hit-or-miss type
searching. If the user does not specify the right keywords, the desired images may be forever

unreachable.

1.0.1 Text-based Image Retrieval System

Traditional image retrieval systems are Text-based. In Text-based systems, keywords are
created for each and every image in the database. The images are then searched using these
keyword indexes similar to the retrieval of text documents. Although this technology has
matured over the years and produces reasonable results in some cases yet there are some
drawbacks of Text-based image retrieval systems. Some of the drawbacks of Text-based

systems are enumerated below.



1) Accurate text description of an image requires well-trained personnel.

2) Users are restricted to use proper keywords to search the images. This is very crucial
because different persons have different understanding of the same image. The choice of
keywords to describe the same image might be different for different users and may vary
from formal words to slangs. This can also vary when users come from different areas and
backgrounds.

3) A lot of tedious work is required to setup and maintain retrieval system because of
manual creation of keyword indexes.

4) The performance of Text-based retrieval system is limited by the accuracy of text,
understanding of the image, efficiency of the system setup, and maintenance of the database
index. As the WWW is expanding at a tremendous speed, it is hard to imagine dealing with
the huge collection of images only in a manual way of creating and storing keyword indexes.
Content-based indexing and retrieval offers an efficient and more effective alternative to the

traditional Text-based image retrieval systems.

1.0.2 Content-based Image Retrieval System

Contént-based image retrieval systems use automatic feature extraction from physical char-
acteristics of the images such as texture, color, and shape information. With the power-
ful personal computers, it is easy to acquire the image features in a reasonable time, and
maintain the system at an acceptable cost. Content-based image retrieval system avoids the
different understandings of images and dramatically improves accuracy and efficiency. There
are two major steps in content-based image retrieval systems:

1) Feature extraction

2) Similarity measurement and search

Feature extraction is to extract features from every image based on low-level charac-
teristics, such as texture, color, and shape, to get perceptually similar query. Similarity
measurement and search is to compare the features of the images in the database with that

of the query image to find the similar images. In this project color, texture and shape



3
features are extracted from the images. These features are used to index and retrieve hat

database. The accuracy of the system is determined in the form of precision-recall plots for
the different combination of features.

For color feature extraction, images are first transformed from RGB color space to HSL
color space and from spatial domain to wavelet domain. To obtain texture features, a two-
component Gaussian mixture model (GMM) is employed and the parameters of the model
are used as features. Shape features are extracted by using centroid-contour distance Fourier
descriptor.

Similarity measurement in CBIR systems is essentially based on distance measurement
between the feature vectors that have been previously extracted from images and that of the

query image.

1.1 Related Work
1.1.1 Texture Based Image Retrieval

In one of the earliest work on texture image retrieval, Haralick et al. introduced the idea of
the cooccurrence matrix for the representation of texture [1]. Their technique is based on the
gray level spatial dependence of texture. The co-occurrence matrix is first constructed based
on the orientation and distances between the images and then texture features are obtained
from the statistics of this matrix. The work of Tamura et al. was motivated by the psy-
chological studies in human visual perception of texture [2]. They proposed computational
approximations to the six visual texture properties namely coarseness, contrast, directional-
ity, linelikeness, regularity, and roughness. Their features for the texture representation are
more meaningful because of their connection to the human visual perception.

In early 90’s, many researchers used wavelet transform in texture based image retrieval.
In [3], Smith et al. used mean and variance of wavelet coefficients as texture features.
Flickner et. al. from IBM (International Business Machines) Research developed the QBIC
(query by image content) system to explore content-based retrieval methods [4]. QBIC

supports different types of queries such as by example images, user-constructed sketches
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and drawings, selected color and texture patterns, camera and object motion, and other

graphical information. The system uses color, texture, shape and motion features. Principal
component analysis (PCA) was used to reduce the dimensionality of the high dimensional
features such as 20-dimensional moment-based shape feature. Y. Rui, T. S. Huang, S.
Mehrotra proposed two sets of features for texture representation in MARS (multimedia
analysis and retrieval system )[5]. For the first set of features, they applied 3-level wavelet
decomposition to get 10 sub-bands. The standard deviation of the wavelet coefficients in
each subband is then used as texture feature. For the second set of texture features, they
computed 4 co-occurrence matrices corresponding to 0, 45, 90 and 135 degree angles. They
then calculated two statistical features from each of the matrix and called them contrast and
inverse difference moment.

Bin Zhang et. al. developed an adaptive system for texture retrieval which automatically
selects the best features for a particular query [6]. They used 4 sets of transform based
features for their system. The features are calculated by transforming the images using DCT,
wavelet, Gabor transforms and computing gray level co-ocurrence matrices. Their results
showed that adaptive scheme performs better compared to the systems that use only one fixed
representation of texture. Nevel [7] performed texture synthesis via matching the first and
second order of a wavelet frame decomposition. Yuan [8][9] et al. used two-component GMM
for the distribution of wavelet coefficients in high frequency subbands and estimated the
model by applying EM algorithm. They used Kullback divergence to measure the similarity
between the images. Liu and Wada proposed a texture characterization method which is
robust to geometric distortions such as translation, rotation and scale [10]. They introduced
log-polar transform of autocorrelation image to eliminate the effect of geometric distortions.
Texture features are then computed from the statistics of wavelet packet decomposed images.
Kokare et. al. designed a new set of two-dimensional dual-tree rotated complex wavelet
filter and used it in combination with dual-tree-complex wavelet transform. They calculated

texture features in 12 different directions [11].



1.1.2 Color Based Image Retrieval

There are many existing techniques for the color based image retrieval. Brunelli {12] used
histograms of low level image features, such as color and luminance and defined a histogram
capacity curve to deal with the density distribution of histograms in the corresponding spaces.
He used this histogram capacity curve to quantify the effectiveness of image descriptors
and histogram dissimilarities in Image Retrieval applications. Color histogram is the most
commonly used color feature representation [13]. An alternative approach is color moments,
which overcomes the quantization effects of color histogram [14]. Smith et al. proposed
color sets transform RGB color space to HSV color space[15]. Androutsos[16] et.al proposed
vector angular-based distance measurement for color Image Retrieval.

Yang et. al. first transformed the images to LHS color coordinate system from RGB colors,
space [17]. They used luminance component for textural analysis while hue and saturation
components were used for chromatic analysis. For the color representation, a histogram of
10 x 10 chromatic bins was constructed where bins of the histogram correspond to different
colors in the LHS space. Ju Han and Kai-Kuang Ma proposed the idea of a new color his-
togram representation, called fuzzy color histogram (FCH) [18]. This approach takes into
consideration the color similarity of each pixel’s color associated to all the histogram bins
through fuzzy-set membership function. This technique overcomes the drawback of conven-
tional color histogram representation because conventional histogram does not consider the
color similarity across different bins and the color dissimilarity in the same bin. Lu and
Burkhardt proposed a new feature for color image retrieval which is based on DCT-domain’
vector quantisation (VQ) index histograms (DCTVQIH) [19]. The images are first trans-
formed to YCbCr Color Space from RGB Color Space. After randomly selecting a certain
number of images from the database to be the training images, they generated 12 codebooks.
Each image in the database is then encoded using these codebooks. They constructed 12

histograms (4 for each color) from the 12 DCT-VQ index sequences.



1.1.3 Shape Based Image Retrieval

Shape is also an important feature for perceptual object recognition and classification in
images. Shape description techniques can be divided into two categories; region-based and
contour-based techniques. Region-based shape descriptors represent all the pixel information
across the region. Contour-based shape descriptors represent region boundaries. In this
project, we concentrate on contour-based descriptors.

Several contour-based techniques including chain codes, curvature scale space descriptor,
and Fourier descriptors have been proposed and used in various applications such as object
recognition, shape coding and handwriting recognition. Mokhtarian [20] et al. applied the
curvature scale space descriptor for retrieval of shapes. Zhang[21] et al. showed that using
centroid distance outperforms other shape signatures in shape based retrieval.

P. Parent [23] used curvature as descriptor which is estimated at each point by taking the
angular difference between slopes of two line segments to the data points before and after each
point. Tangent information is sufficient for the recovery of the trace of a curve in an image.
The curvature of the contour defines a shape completely. Curvature measures orientational
change at each point along a contour. Choo et. al. applied chain code as Shape descriptor
[24]. Dengsheng Zhang and Guojun Lu proposed a generic Fourier descriptor (GFD) to
overcome the drawbacks of existing shape representation techniques [25]. GFD is derived by
applying a 2D Fourier transform on a polar raster sampled shape image. They claimed that
this new shape descriptor is épplication independent and robust. Baofeng Guo and Jianmin
Jiang introduced a new shape descriptor in the wavelet compressed domain. They used
morphological operators to refine the significant map of the image and remove the isolated
points [26].

Torres et. al. introduced a robust approach to compute contour saliences that is defined
as the influence areas of its higher curvature points [27]. They exploited the relation between
a contour and its skeleton and modified the original definition to include the location and
the va.lue of saliences along the contour. They also proposed a new similarity measure to

compare contour saliences. In [28], Badawy and Kamel introduced a shape-based Image
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Retrieval technique based on concavity trees. They propose new algorithms for the contour-

based concavity tree extraction and concavity-tree matching. Their results indicated that
concavity trees boost the retrieval performance of two feature sets by at least 15 percent

when tested on a database of 625 silhouette images.

1.2 Motivation

Content based image retrieval systems are natural extension of the keyword search engines.
These search engines are available for looking into the huge text files available on the WWW.
Similar strategies are required for searching through the large amount of information available
in the form of digital images. Automatic indexing and retrieval of these images based on
their content is essential for efficient usage of image databases. This is the main motivation
of this thesis.

The hat database used in the experimental analysis of the purposed features contains a
variety of hats. These hats are pre-classified according to their usage and function. Therefore
hats of different colors and textures might fall into the same category because of their common
function. Hence color and texture are not the appropriate features for the indexing of the
hat database. This is the motivation for selecting shape based features for indexing and

retrieval of the hat database.

1.3 Project Outline

The remaining part of this thesis is organized as follows:

Chapter 2 starts with a detailed description of the wavelet transform, then characterize
the texture feature from a statistical perspective. Mathematical framework of GMM and
expectation-maximization (EM) algorithm are also introduced in this chapter. Chapter 3
presents color based image retrieval. Color spaces are introduced and the advantages and
disadvantages of using RGB and HSL color space are also described.

The Chapter 4 concerns the shape feature extraction. Polar coordinates and Fourier

descriptor (FD) are introduced in this chapter. A modified Fourier transform based on polar
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coordinates is proposed. In Chapter 5, how the original data was acquired is illustrated.

This chapter also describes the database construction from the original data by edge de-
tection. The efficiency of the features and their different combinations by simulations is
investigated. The superiority of the proposed shape matching and retrieval over other per-
ceptual attributes/features such as texture, color and their combinations for this database
is demonstrated. The effectiveness color, texture, and shape features for the identification
and classification of the hat database is compared. In conclusion, shape features based on
centroid-contour distance Fourier descriptor gives the best results for hat database compared

with other features.



Chapter 2

Texture Based Image Retrieval

2.1 Introduction

Texture attribute of an image represents the variations in the level of brightness or special
frequencies of image pixels. It reflects the structural arrangement of surfaces and their re-
lationship to the surrounding environment. descriptors for the texture can be classified into
two categories; statistical based and transform based. The first approach explores the gray
level spatial dependence of texture and then extracts meaningful statistics as texture repre-
sentation. The transform-based approach such as Fourier descriptors (FD) first transforms
the image into new domain and then finds the shape features based on the characteristics of
the new domain.

Discrete wavelet transform (DWT) decomposes an image into different frequency sub-
bands. DWT can be used in the transform analysis of images to extract features from the
image contents (such as shape, sketch and texture). Mean and variance of the coefficients
in each subband were used as texture features in the earlier research works. The following

sections introduce DWT, GMM and EM algorithm to extract the texture features from the

images.
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2.2 Wavelet Transform
Wavelet transform replaces the sinusoidal waves in Fourier transform by a family generated
by translations and dilations of a window called a wavelet. It takes two arguments; time
and scale. The wavelet transform thus has a time frequency resolution which depends on

the scale. One dimensional continuous wavelet transform is defined as:

1o, 7) = [FO)eiR(0)d (21)

Where ” % ” denotes complex conjugation. This equation shows how a function f(t)
is decomposed into a set of wavelet coefficients (7). The variables s and 7 called scale and
translation respectively are the new dimensions after the wavelet transformation. The inverse

wavelet transform is defined as:

1@ = [ [1(s,7)pur(t)dsdr (2:2)

The wavelets are generated from a single basic wavelet ¢, -(t), the mother wavelet, by scaling

and translation:

ar(t) = —j—gw(‘ =) (2.3)

Where the factor-\}-—s is used for energy normalization across different scales.

Image can be decomposed by using 2-D wavelet transform. 2-D wavelet transform decom-
poses the image into 4 subbands at each wavelet scale or level. The wavelet coefficients carry
intensity variation information of image along horizontal, vertical and diagonal directions in
high frequency subbands, and a scaled down low resolution approximation of the original
imgige in the low frequency subband. 2D-DWT is implemented by using digital filters and
downsamplers.

Figure 2.1 shows a graphical view of 3-level wavelet decomposition of an image. The LL is

the low resolution approximate subband, while the HL, LH and HH represent the horizontal,

vertical and diagonal subbands.

-
-
.- .
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Figure 2.1: Wavelet decomposition

2.3 Gaussian Mixture Model (GMM)

2-D DWT represents an image with both spatial and frequency characteristics. In practice,
the probability density function (PDF) of the wavelet coefficients can be described by a peak
(centered at 0) and heavy-tailed non-Gaussian density. The density estimation of wavelet
coefficients such as mean, and variance, are used as texture features.

There are two classes of density estimation; nén—parametric and parametric. Non-
parametric methods do not assume a probability density function of the data where the
samples are taken from. They need more data to represent the probability density. His-
togram, kernel density estimator, nearest neighbor method and adaptive kernel estimators
are non-parametric approaches. Parametric methods assume that the data has been gener-
ated from certain probability distributions and then estimate the moments of those proba-
bility distributions.

GMM is a popular method in the parametric estimation class. Assuming that the data
is from a mixture of Gaussian distributions; the means and covariances of the Gaussian
Components are to be estimated. Modeling a texture class with a GMM rather than a single
Gaussian gives a great deal of added flexibility to the model. It is possible to approximate
any arbitrary shape of distribution by a mixture of Gaussians if we have infinite number of

components in the mixture. However, the computation of parameters for a_large number of
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Gaussians in the mixture model makes the model practically infeasible.

Features are extracted from the wavelet coefficients by modeling their distributions as a
mixture of Gaussian distributions. Mixture of Gaussians is commonly used model for peaky
distributions because they are very hard to approximate by a single distribution. Wavelet
transform of the most signals are sparse, resulting a large number of small coefficients and a
small number of large coefficients. A typical wavelet coefficient density or histogram is much
more peaky at zero and heavy-tailed than a Gaussian. Wavelet coefficients are modeled as
a mixture density with hidden state variable.

For a two component Gaussian mixture model for the distribution of wavelet coefficients,
the mixing proportion of each distribution m, 2 and variance of each distribution are going
to be estimated.

P= m1P1 + TaP2 (24)
m+m=1 (2.5)

where p; and p, are both Gaussian components, m; and 7, are the mixing proportions and

P ié the total probability.

2.4 EM Algorithm

In order to apply GMM classification procedure, the parameters of the model by using a
maximum likelihood estimator need to be estimated. The EM algorithm provides a general
approach to the problem of maximum likelihood parameter estimation in statistical models
with hidden variables. The EM algorithm for the estimation of mean values and covariance
matrices of GMM is based on iterated linear regression analysis. EM algorithm is an algo-
rithm for finding maximum likelihood estimates of parameters in probabilistic models, where
the model depends on unobserved latent variables.

EM alternates between performing an expectation (E-step), which estimates the distri-
butions of the hidden variables given the data and the current value of the parameters; and

a maxirnization (M-step), which modifies the parameters in order to maximize the joint dis-
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tribution of the data and the hidden variables. E-step computes the expectations as given

in the following equations [29]:

plai|m, 0) = ﬂ%am exp (= (& — pm)?/02) (2.6)
< Zim >= = (il 6) (2.7)

Z_Iju p(xiljv 0)7!']'
Where m indicates the component of the mixture model from which the data point z;

was generated. 6 is the parameter vector of the Gaussian distribution with mean () and
variance (02) as its components. M is the total number of components in the GMM, j is
one of M components. Z; represents the hidden variables and indicates which component
has generated a particular data value. Since the values of Z; for each z; are unknown, these
variables are called hidden variables. z;, is the m-th component of vector Z; and < . > is
the expectation operator.

M-step maximizes the expected complete log-likelihood with respect to the parameters
of the model i.e. pm, Tm and op,; m = {1,.., M} by an iterative procedure and get the
parameters. Differentiating the expected log-likelihood function and maximizing with respect
to the parameters, the following update equations [29] are obtained:

YN <zim >

= 2.8
m Z1N < Zim > ( )
N 2
s XV < zim > (Ti — pm)
= 2.9
N .
o = Z_-<—N"'-'l‘—>- (2.10)

Where N is the total number of data points. Maximum likelihood estimation of a finite

mixture of Gaussians can be estimated trivially if the mixing distributions are known.

2.5 Texture Image Retrieval Implementation on Hat
Database

In order to isolate texture and color information, the image is mapped from the RGB color

space to the HSL color space. The luminance channel contains the gray scale component,

PROPERTY OF ,
RYERSON UNIVERSITY LIBRARY
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and consequently the texture information. The H channel contains the color information.

The wavelet feature vector from the L channel using two levels of DB2 wavelet decom-
position is extracted. The two levels of horizontal, vertical or diagonal detail coefficients are
analyzed. Gaussian mixture model is applied to each of the detailed wavelet subbands to
extract mean, variance and mixing probabilities of the two Gaussian components. There are
6 detail subbands for 2 level wavelet decomposition of the images and hence the dimension
of the texture feature vector is 36.

A measurement of similarity between two images is obtained by computing the distance
between their 36-dimensional feature vectors. Euclidean distance between the feature vectors

to determine the texture similarity is used. Smaller the distance greater is the similarity.

2 06068 2 u.

K| I r I r =
>y D & b B8
| r r B J¢
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r E r r Ji
o 5 @ = b i
r B R ) r

Figure 2.2: Sample image retrieval result by applying texture feature

Figure 2.2 shows the sample retrieval result obtained by using the texture feature. From
this sample retrieval result, it can be observed that most of the retrieved hats are made of

fibre similar to the query image in texture but are different in styles and color. Therefore it
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is no possible to obtain better retrieval efficiency by using just the texture feature for this

‘

hat database. The detailed experimental results can be found in chapter 5.

2.6 Chapter Summary

This chapter provides a brief overview of the wavelet transform and explains the EM algo-
rithm which is used to estimate the parameters of the GMM. In order to extract the texture
feature, the images from RGB color space are transformed to HSL color space. The lumi-
nance (L) channel is then used for the extraction of texture feature vector. The intensity
images formed by the luminance (L) channel are decomposed by applying 2D DWT. DB2
wavelet kernel is used and the decomposition is performed to 2 levels giving 6 detail coeffi-
cient subbands and 1 approximate coefficient subband. A two component GMM is applied to
each of the detail subband and parameters of GMM are determined using the EM algorithm.
The feature vector is composed of mean, variance and mixing probability of each Gaussian
component. Although the texture is a very important characteristic of the images, yet it is
observed that the retrieval efficiency is very low by using just the texture feature on the hat
database. This is due to the fact that hats in the database are very similar in texture and
most of them are smooth textured. The hats are more distinctive in color and shape. Hence

color and shape features are extracted also which will be explained in the next chapters.
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Color Based Image Retrieval

3.1 Introduction

Color perception is response of the human visual system to different wavelengths of light.
GMM in HSL color space is applied to extract the color features. The color information is
usually represented by points in 3-dimensional color space. Color space representing colo'rs
along human perceptual dimensions is crucial in grouping colors based on color perceptual
similarity. There are many color spaces created for different applications such as RGB, HSV,
HSL, CMY, CMYK, and indexed color space. The retrieval performance of color features is'
related to the used color space. R

The discussion is limited to RGB and HSL color spaces because RGB and HSL are the
most popular ones for image analysis and indexing. The discussion starts with RGB color
space as RGB color space is the most commonly used color space in computer graphics,
primarily because it is directly supported by the most color displays and scanners. Images
acquired from scanners and digital cameras usually use RGB color space. Then HSL color
space is introduced and described the advantages of using HSL color space in image retrieval.

The transformation of RGB color space to HSL color space will also be discussed.

16



3.2 “REB*Golor'Spsice e

RGB stands for red, green and blue. RGB color space is a color system based on trichromatic
theory. According to the trichromatic theory, three fundamental lights, red, green and blue
can produce any visible color. The idea is based on the structure of human eye that contains
three color sensitive sensors. RGB is a convenient color model for computer graphics and is

the most widely used color system in monitors, televisions, scanners and digital cameras.
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Figure 3.1: RGB color space

RGB color space is often illustrated by a unit cube. Each color is assigned to one of
the three orthogonal coordinate axes in 3D space representing red, green and blue. Along
each axis of the color cube the colors range from no contribution of that component to a
fully saturated color. Any color within the cube is specified by three numbers. The diagonal
line of the cube from black (0,0,0) to white (1,1,1) represents all the greys, that is, all three
components red, green, and blue are the same.

However, RGB color space is not a good choice for extracting color features from the
images. First of all, RGB color spaces are device dependent and additive, which indicates
different device gives different color when displaying. Second, RGB cube is smaller and

represents fewer colors than those humans can see. Moreover, all the three channels represent
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color information, changing the color and keeping the brightness constant affects the ratio

of the three channels. Similarly when the brightness changes the ratio of the three channels
remains the same but the values of three channels are changed. Therefore in RGB color

space, color information is dependent on luminance which is not desirable for robust color

features.

3.3 HSL Color Space

HSL color space describes color in a much nature way than RGB color space. HSL stands
for hue, saturation, and luminance. Instead of using three channels for red, green and blue
individually, HSL defines continuing change of colors. Hue measures the central tendency
of wavelength; Luminance measures the brightness of the color and saturation measures the
intensity of the color.

HSL space is usually depicted as a double cone or double hex cone. In HSL color space the
two apexes of the HLS double hexcone correspond to black and white. The angular parameter
corresponds to hue, distance from the axis corresponds to saturation, and distance along the
luminance axis corresponds to brightness. A visualization of the HSL color space is shown
in Figure 3.2.

A hue value of 0 represents red color, green is at a value corresponding to 120, and blue
is at a value corresponding to 240. Horizontal planes through the cones as shown in 3.2
are hexagons. The primaries and secondaries (red, yellow, green, cyan, blue, and magc::x'rta)
occur at the vertices of the hexagons. The saturation component in HSL color space describes
color intensity. A saturation value of 0 (in the middle of a hexagon) means that the color is
"colorless” (gray) and a saturation value at the maximum (at the outer edge of a hexagon)
means that the color is at maximum ”colorfulness” for that hue angle and brightness.

The luminance component in HSL color space describes brightness or luminance. A
luminance value of 0 represents black. A maximum value for lightness means that the
color is white, regardless of the current values of the hue and saturation components. The

brightest and the most intense in HSL color space occurs at a lightness value of exactly
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Figure 3.2: HSL color space

half the maximum. HSL color space separates the luminance and the chrominance. In
this project, the color feature is extracted from hue channel and the texture feature from

luminance channel in the wavelet domain of HSL color space.

3.4 RGB Color Space to HSL Color Space Conversion

The popular RGB color space is efficient for image display and acquisition. RGB color space
was used in the earlier color-based segmentation algorithm implementations. However, RGB
color space is not suitable for color feature indexing and discrimination as explained in the
above sections. In HSL color space, color image processing is performed independently on
color channels. It is easier to compensate for artifacts and color distortions. The capacity
of luminance and chromatic components of a color is extremely useful in processing images

under different illumination situations such as shading, highlights and strong contrast.
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The color images acquired from digital cameras and scanners are usually in RGB color

space. HSL color describes colors in a way that is more natural to an artist because it is
based on the human visual perception. All the images are first converted from the RGB
color space to HSL color space by applying the following transformation. Let A/AX be the
maximum of the (R, G, B) values, and MIN equal to the minimum of those values. The

formula for conversion from RGB to HSL can be written as:

G-B

H = 00x 10— 2omd0,  if MAX =R (3.1)
H = 60x M—A%% +120,  if MAX =G (3:2)

~ 60 x TvYA_ﬁ:—GmW +240, if MAX =B (3.3)

L= %(MAX + MIN) (3.6)

In this thesis, hue channel is used to extract the color features. The distribution of hue
channel values is modeled with a two component GMM. EM algorithm is applied to acquire

the parameters of the two component GMM.

3.5 Color Image Retrieval Implementation

All the images are first mapped from the RGB color space to the HSL color space. The
color information is contained in hue (H) channel. The luminance (L) channel contains the
gray scale component, and consequently the texture information. The mean value of the
Hue channel is calculated and used as a feature. The parameters of Gaussian mixture model
including mean values of two Gaussian components, variances and mixing probabilities are
also extracted to be the components of the feature vector. The total length of the color

feature vector is 7.
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A measurement of similarity between two images is obtained by computing the distance

between their 7-dimensional feature vectors. The distance measure between the two feature
vectors is based on Euclidean distance with correction on mean value when the difference
is greater than pi. The value of pi has been taken correct to 2 decimal places as 3.14 for
implementation purposes.

Let X and Y be the color feature vectors of two images. When |X — Y| is less than pi,

the distance is given by:

DLl (E o (3.7)

When | X — Y| is greater than pi, the distance is given by:
D(X,Y) = (Q_(1X - Y| - pi)*)"/* (3.8)

Figure 3.3 shows the sample experimental result by using the 7-dimensional color features

vector. The detailed results are presented in chapter 5.
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Figure 3.3: Sample image retrieval result by applying color feature



3.6 Chapter Summary =

In this chapter, the procedure of color feature extraction was presented. A discussion on the
RGB and HSL color spaces was presented and the advantages of using the HSL color space
over the RGB color space were enumerated. The color features are obtained from the hue
(H) channel after the transformation of the images from the RGB to HSL color space. The
transformation procedure from RGB to HSL color spaces was explained and the relevant
equations were given. The mean of the H channel forms one component of the color feature
vector. The other components of the color feature vector are parameters of the GMM. The
values of the H channel are modeled by two component GMM and model parameters (mean,
variance and mixing probability of each component) are extracted by EM algorithm. The
dimension of the color feature vector is 7. The similarity measure based on the Euclidean
distance was defined in the last section. The retrieval result obtained by using only the color
feature vector for a sample query was also given in the last section. In the next chapter, the

extraction of the shape feature vector will be discussed.



Chapter 4

Shape Based Image Retrieval

Ideally, shape descriptor should be invariant to translation, scale and rotation. It is alsd
required that the shape descriptor should also be robust to noise. For application to the
hat database investigated in this project, both rotational and scale invariance is required.
This is due to the fact that all the images are centered before hand that makes translation
invariance not critical. However, it is noticed that scale is not an important characteristic
of hat images because the images are normalized in the preprocessing. ‘

The boundary of an image can be represented digitally by N points, (z(k),y(k)), for
k={0,1,2,...,N—1}, where N is the length of the boundary. These boundary points can
be represented in terms of complex numbers by considering the image as a complex plane.
The X-axis represents the real axis while Y-axis is taken as the imaginary axis. Complex
coordinate function z(k) = z(k) + jy(k), for k = {0,1,2,..., N —1}, expresses the boundary
points as a one dimensional signal. The discrete Fourier transform (DFT) of z(k) is defined
as:

1 K-1 —j2ruk
= > ke ™R (4.1)
0

foru=0,1,2,, K —1. The complex coefficients a(u) are called Fourier descriptors (FD) [32].

a(u) =

Global shape is captured by the first few low frequency terms in FD descriptors, while
higher frequency FDs capture finer details of the shape. Fourier descriptors overcome the
noise sensitivity in the shape signature representations and it is easy to normalize and pre-

serve information.

23
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The following figure shows the reconstruction of an image from different number of Fourier

coefficients [33]. It can be observed that by increasing the number of coefficients for recon-
struction, the finer details of the shape become visible in the reconstructed images. The

global shape of the object can be captured by only a few low frequency Fourier descriptors.
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Figure 4.1: Reconstruction of image from Fourier coefficients

4.1 Complex Coordinates Fourier Descriptor

L3

A complex coordinates function is the complex number generated from the boundary coor-

dinates:

2(k) = [z(k) — =] + (k) — 3] (4.2)

L)

where (z(k),y(k)), k = {0,1,2,..., N — 1} are the coordinates of the pixel on the boundary
and (z.,.) are the coordinates of the center point. Complex Fourier descriptors allow scal-

ability in describing a curve. With a low frequencies subset of descriptors, the reconstructed
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curve approximates the outline of a shape. By increasing the number of components in the

description, high frequencies are also included, and sharp curves or details can be recon-

»

structed.

4.2 Centroid-Contour Distance Fourier Descriptor

In polar coordinates the distance of a point on the boundary to the centroid can represent the
shape of the image. In this way, it also changes two-dimensional image into one-dimensional
signal. 7, @ plot is a boundary descriptor in polar coordinates relative to the centroid.
In polar coordinated, each point on the boundary is determined by the distance from the
centroid and the angle from a certain reference. Each point (z(k),y(k)) is converted to polar

coordinates r(f by using the following equations:

") = o+ Y
N y(k)
(k) = arctanx(—k)-

Where 6= [0 ,..., 2] is the angle of the vector (from centroid to the boundary point) with
positive X-axis measured in the counter clockwise direction. r is the distance of the point
from the centroid. The problem with this approach is that both r and 8 are rotation variant.
Another problem with this approach is that 7 might have multi-values unless the shape is

very simple. The usual way to deal with multi-values is to discard all other values except

the outermost value.

In this project centroid-contour distance (CCD) and FD are combined to improve the
retrieval efficiency. 1-D discrete Fourier transform of CCD, r(k) = \/z(k)® + y(k)?, is given
by: '

K

where u = {0,1,2,...,K — 1}. The benefits of the centroid-contour distance Fourier de-

K-1 j2muk
o) = — G (4.3)

scriptor are invariance to the start point of the boundary and rotational invariance but it
does not have scale invariance. Rotation of the object in cartesian space results in circular

shift in polar space; and the circular shift does not change the spectra distribution on poLar
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space. Because shift or translation in spatial domain results in phase change in spectral

domain, the spectra becomes shift or translation invariant by ignoring the phase. The scale
invariance is achieved by scaling all the images in the database to the smallest size image in
the database. The polar Fourier spectra is more concentrated around the origin of the polar
space. This is particularly well-suited for shape representation, because for eflicient shape
representation, the number of spectra features selected to describe the shape should not be

large.

4.3 Shape Image Retrieval Implementation Rt

Shape feature is extracted from the edge image of the hats. The edge maps of the image
are obtained by applying the Canny edge detector which will be explained in chapter 5
section 5.4. The images are centered and then transferred to the polar coordinates. Fourjer
descriptors of 5, 10, 30, 45, 90, 180, 360 points are applied respectively. The lengths of
corresponding feature vectors are 5, 10, 30, 45, 90, 180, 360 respectively. Similarity between
two images is measured by computing the Euclidean distance between their respective multi-
dimensional feature vectors. Figure 4.2 shows the sample retrieval result by using only the

shape feature vector. More detailed results can be found in the next chapter. ’

4.4 Chapter Summary

In this chapter, the procedure to extract the shape feature vector for the indexing and re-
trieval of the hat image database was discussed. The images are processed using the Canny
edge detector to obtain the edge maps. The coordinates of the boundary point are repre-
sented in polar coordinates to obtain a one dimensional centroid-contour distance function
from the two dimensional edge map. A one dimensional Fourier transform is applied to the
centroid-contour distance. The FD of CCD is rotational invariant and also invariant to the

start point. However, it is not scale invariant. Scale invariance is achieved by preprocessing
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Figure 4.2: Sample image retrieval result by applying shape feature

all the images and scale them to a standard size. Low frequency Fourier descriptors are
used as features for the shape. The retrieval result obtained by using only the shape feature
vector for a sample query was also presented in the last section. In the next chapter, a
detailed experimental analysis of the retrieval results using texture, color and shape features

and their various combinations will be performed.




Chapter 5

Experimental Results

5.1 System Overview

The image retrieval system consists of five major components: user interface, image database,
feature database, feature extraction and search engine. These components are explained

below:

User interface: The user interface is the graphical interface for users to input their selec-
tions, and for the computer to display the results. Users can browse the images by file
name from the database and can present a query image to the system for retrieval. The
query image is displayed on the screen. The users can press the Retrieval button to
search the images similar to the query image. The 20 most similar images are displayed

to the user.

Image database: The image database is composed of 86 color hat images with a variety
of color, texture, and shape, which are classified into 10 categories according to their

functions. The images are stored in RGB color format.

Feature database: The color, texture and shape features for each of the image in the
database are extracted off line and saved in the feature database. When user presses
the Retrieval button, the feature distance of the query image and all the other images

in feature database are calculated and ranked, and the similar images are identified.

28
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Feature extraction: Feature extraction is the process of extracting feature vectors from

the image to represent image. There are three kinds of feature used in this project:
color, texture, and shape. The feature extraction for the images in the database is

extracted off line.

Search engine: Search engine is a program where the retrieval is preformed. It takes t‘I‘le
feature of the query image, calculates the distance between the feature vectors in the
database and the feature vector of the query image. It then ranks the images according
to the distances between their corresponding feature vectors. The smallest the distanc.e,

the largest is the similarity value.

The following block diagram shows the system architecture and the associations between

different system components.

Feature .
Database

1 Results t

. Image SeACh |y USET | qump User
Database Engine Interface 5

Feature Query
Extraction

Figure 5.1: Block diagram of image retrieval system
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Among the five system components described above, the feature extraction plays the

most important role in image retrieval system. The following section describes our feature

extraction procedure in an algorithmic format.

5.2 Feature Extraction

In this project, color, texture and shape features are used for the indexing and retrieval of
hat image database. The extractions of all three feature sets have been explained in the
preceding chapters. In this section, the feature extraction process is summarized and the
algorithm is explained with the help of a block diagram. The following is the block diagram
of the feature extraction process.

The algorithm consists of the following steps:

e The input RGB image is converted to HSL color space for feature extraction. The
conversion formulae from RGB to HSL color space are given in Equations 3.1-3.6 in

chapter 3, section 3.4.

e The hue channel is then used for the color feature extraction. The hue channel is fed to
the GMM block where the parameters of a two component GMM model are extracted
which form the color feature vector. The parameters of the GMM are calculated in an
iterative manner using the update equations 2.8-2.10 given in chapter 2, section 2.4.
The model parameters are initialized before starting the iterative EM algorithm. The
mixing probabilities are intialized to be equal to 0.5 for the each of the componéfit.
The EM algorithm is run a few times with different initial values of variances and

means of the two components to avoid local minima.

e The luminance channel is fed to a DWT block where a 2-dimensional 2 level db2 discrete
wavelet decomposition is performed. The wavelet coefficients are then supplied to the

GMM block to extract the parameters of a two component GMM model to represent

the texture of the images.
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Input Image
Hue (H) Channel Color Space Luminance (L) Channel
Conversion ~
RGB to HSL
Canny Edge Wavelet
Detection Transform
(DWT)
l l ,
Fourier
GMM Descriptor GMM
(FD) '
Color Shape Texture
Features Features Features
Combined Feature Vector R

Figure 5.2: Block diagram of feature extraction

e For the extraction of the shape feature vector, the gray scale image is obtained from
the luminance (L) channel. The grey scale image is then supplied to the Canny edge
detection block to find the image edge map. The edge map is then represented as

a complex 1-D signal and 1-D Fourier transform is taken from the centroid-contour

distance of the edge image.

e The bottom block combines the color feature, texture feature, and the shape feature

sets into one feature vector.
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Index Name of category number of images
1 Cold colored baseball hat 9
2 Hard hat 9
3 Hard hat with cord 16
4 Kids’ hat 5
5 Kids’ hat with ear protection
6 Knitted hat 13
7 Skates ice hat with line patterns 9
8 Skates hat 5
9 Warm colored baseball hat 7
10 Western cowboy hat 6

Table 5.1: Classification of the hat database
5.3 Database Composition

The database consists of 86 hat images. These images are classified into 10 categories
namely cold colored baseball hat, hard hat, hard hat with cord, kids’ hat, kids’ hat with
ear protection, knitted hat, skates ice hat with line patterns, skates hat, warm colored
baseball hat and western cowboy hat. Table 5.1 shows all the 10 categories of hat with the

L]

corresponding number of image in each category. >

5.4 Edge Detection

The original images are of different size and ratio of dimensions. In order to obtain the com-
parable shape features of hat, the images are centralized and their sizes are normalized. In
order to calculate contour-based shape descriptor the edge of the region needs to be located.
Edges characterize boundaries in images and are areas with strong intensity contrasts or
jump in intensity from one pixel to the next. By using image edges for shape description,
the amount of data for processing reduces significantly. Moreover, edge detection also filters
out useless information while preserving the important structural properties in an image.

Edge detection algorithms fall into two major categories; gradient and Laplacian. The gra-
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Figure 5.3: Sample image of a hat

dient method detects the edges by using the maximum and minimum values of the first
derivative of pixel values in the image. The Laplacian method uses zero crossings in the
second derivative of the pixel values in the image. An edge has the one-dimensional shape
of a ramp and calculating the derivative of the image can highlight its location[30].

In this project, Canny edge detection is used. The Canny edge detector first smoothes
the image to maximize the signal to noise ratio by Gaussian convolution. It achieves good
localization to accurately mark edges with 2-D first derivative operator. Edges give rise
to ridges in the gradient magnitude image. The algorithm then minimize the number of
responses. to a single edge by tracking along these regions and suppressing any pixel that
is non-maximum. The gradient array is reduced by hysteresis. Hysteresis is used to track
along the remaining pixels that have not been suppressed. Hysteresis uses two thresholds
and if the magnitude is below the first threshold, it is made a non-edge by setting it to zero.
If the magnitude is above the higher threshold, it is made an edge. And if the magnitude is

in between the 2 thresholds, then it is set to zero unless there is a path from this pixel to
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a pixel with a gradient above higher threshold. The image is converted to a binary image.

Figure 5.4 shows the edge map of hat image in figure 5.3.

Figure 5.4: Edge map of the hat shown in figure 5.3

5.5 Feature Similarity Measurement

A metric distance between the feature vectors of the query and the test image is commonly

used for similarity measurement. The Minkowski-form distance is defined as:
D(X,Y) = (XX ~Y[P)/ (5.1)

where X and Y are vectors of dimension N. The above equation is the general form of
the distance metric. If p = 1, then the distance is known as the City-block or Manhattan
distance:

D(X,Y) = (T|X - Y]) (5.2)

1)

When p = 2, the distance metric is called Euclidean and is defined as:
DX, Y)= (> |1X - Y}/ (5.3)

The distance between the query feature and every other feature vector in the feature database*
is calculated. Images are then ranked according to their distances from the query feature

vector. The images corresponding to the lowest 20 distances are displayed for the users of the
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search engine. From these top 20 matches, the number of image belonging to the same class

as that of the query image are found. This gives us the retrieval efficiency of the system. »

5.6 Precision-Recall Plot ‘

The performance measures to evaluate the effectiveness of the image retrieval system are
precision and recall. The precision of the retrieval system is the ratio of relevant documents :
that belong to the correct species to the total retrieved documents (k). The recall is the ratio
of all relevant documents in the k retrieved images to the total number of relevant documents
in the image database. There is always a precision-recall tradeofl. If the information retrieval
system returns the entire set of relevant documents, then recall will be 100%, but precision
will be very low. If the system returns just one document from the correct class, then
precision will be 100%, but recall will be very low. Precision-recall Plot is the the standard
measure of performance for information retrieval systems. In this project, the most relevant
documents are the ones from the same species as that of the query. The tradeolf can be

visualized by plotting precision versus recall as K is increased from one to some maximum

value.

5.7 Retrieval Results by using Texture and Color Fea-
tures and their Combination

Seven color features and 36 texture feature are used for the comparative study. Different
combinations of the features are used for evaluation of their relative effectiveness. It is
noticed that the results are the lowest for color features among the three. Figure 5.5 shows
the retrieval results for the color features. The combination of texture and color, and texture
only are similar, both are higher than color feature result. Figures 5.6 and 5.7 show the results
for texture and combination of texture and color features respectively. It can be seen from
these plots that for the same precision level, the recall rate is much higher for texture features

compared to the color features. For example, for the precision level of 0.18, the recall for
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color features is 0.37 while for the texture features is 0.44.
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Figure 5.5: Precision-recall plot for color features

5.8 Shape-based Feature Retrieval Results

Shape feature is calculated by using centroid-contour descriptor with N point Fourier trans-
form. Starting with even 5 point FD, it is observed that the retrieval results are much better
than those of color, texture and their combinations. In order to optimize the retrieval results,
the results obtained from 5, 10, 15, 30, 45, 90, 180 and 360 point FD are examined. The
results are shown in the following precision-recall plots. It can be seen from the following
figures that the precision-recall curve goes up as by increasing the number of point from
5 to 10. However by increasing the number of points beyond 10, the precision-recall curve
decreases gradually. It is observed from the precision-recall plots shown in figures 5.8, 5.9,

5.10, 5.11, 5.12, 5.13 and 5.14 that the retrieval efficiency is the highest when 10 point FD
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Figure 5.6: Precision-recall plot for texture features

is used.

5.9 Discussion on Results

It is observed from the precision-recall plots that the shape features in the form of FD perform
much better than the color or texture features. The retrieval efficiency of the color features
is the lowest. The retrieval efficiency of the texture features is slightly better than the color
features but much lower than the shape based features. The combination of texture and
color features perform slightly better than the texture only features. This indicates that the
color features have negligible contribution towards the performance of the retrieval system.
However, these results are not general in nature. The selection of features for the indexing
and retrieval of images largely depends on the nature of the database and the purpose of the

search engine.
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Figure 5.7: Precision-recall plot for the combination of texture and color features

Generally hat classification is performed by the function of the hats. The hats of different
colors might fall in the same category. For example in the hard hat category there are 16
hats all with cords and having similar shape but they are of two different colors blue and
pink. Therefore, color cannot be used to distinguish this category from other categoriés.

Therefore shape feature is the most suitable feature in this case.

5.10 Chapter Summary

In this chapter, detailed experimental results were presented with the help of precision-recall
plots. Texture, color and shape features are their various combinations were tried to get
better retrieval efficiency. A brief overview of the Canny edge detection algorithm was also
given in this chapter. It is observed that the shape features in the form of FD are the most

suitable set of features for the hat image database among the features used in this project.



39

Nl
0.8
Sl
W 0.6 \
& 0.4+
a.
0.2 [
0
3 8§ 2 83 L 5 5 §
(@] (@] (@] (@] o o o o o
Recall

Figure 5.8: Precision-recall plot for 5 FD features

A discussion on the experimental results was presented in the last section of the chapter. In
the next chapter, some conclusions based on the various techniques and experimental results

performed in this project will be drawn.
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Figure 5.10: Precision-recall plot for 30 FD features
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Figure 5.11: Precision-recall plot for 45 FD features
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Figure 5.12: Precision-recall plot for 90 FD features
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Figure 5.13: Precision-recall plot for 180 FD features
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Chapter 6

Conclusions and Future Work

6.1 Conclusions s

There are many different image retrieval approaches based on texture, color and shape.
In general, there is no single approach which can be described as superior to other for all
databases. For this particular hat database used in this project, it is observed that the shape
is the most distinct perceptual attributc for all the hats. This can been seen from the results
presented in the preceding chapters, centroid-contour distance Fourier descriptor performs
far more better than texture based and color based techniques on this specific database.

It is also noted that although shape features used in the project perform reasonably
well for the hat image retrieval yet it is also dependent on the pre-classification of the hat
database. The hat database is classified into 10 categories according to their usage. This‘
type of classification divides the database into different classes that contain a variety of
hats. The within class variation in color and texture of hats makes it harder to design
an image retrieval system. Moreover, it is pertinent to mention here that the concept of '
similarity between the images is highly subjective and user dependent. Different users might‘
be looking and searching the database with a different purpose and perspective. To satisfy

the needs of different users, it is required to incorporate their input into the system in some

way.
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6.2 Future Work “

It is very hard to design a system that can be used by a variety of users for different :
purposes. In order to capture the users’ ideas of image similarity, Relevance Feedback (RF)
can be implemented in the retrieval system. Several researchers have implemented the idea
of RF to improve the retrieval results. The basic idea is to get the feedback from the user
by displaying images in the first round. The users are then provided with a user interface to
mark the images as relevant or irrelevant. This input can then be used in a variety of ways
to improve the results in the next round of searches. The process can be repeated until there

is no more improvement in results or the user is satisfied with the results. Some of the ways

in which the user feedback can be used are:
e Selection of features based on user input

e Changing the weights corresponding to the features and putting higher weights to the

more relevant features.
e Computing and using new set of features
e Modifying the query

In this project, RF has not been used. This work may be extended to include the idea
of RF to improve the efficiency of the system. Another possible extension of the work is to

experiment with different types of similarity measures such as Kullback Divergence.
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