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Abstract 

 

The machining of composite materials is difficult because of their non-homogenous 

structure and their constituents commonly possess a high resistance to cutting. Abrasive waterjet 

machining (AWJM) is more attractive for composite substrates than conventional machining 

techniques because of its ability to rapidly machine a wide variety of materials with low 

reactionary forces on the workpiece, and without creating a heat-affected zone. However, AWJM 

is prone to producing variable surface roughness and delamination. This dissertation aimed to 

model these surface roughness and delamination mechanisms. 

The thesis presents 2D and 3D roughness models capable of predicting the surface 

roughness during abrasive waterjet (AWJ) trimming of composite substrates. The models were 

able to predict the measured surface roughness with an average error of 10% and 16%, for the 

2D and 3D models, respectively.  

The thesis also presents experimental and numerical results characterizing the delamination 

when AWJ piercing and cutting a carbon-fiber/epoxy laminate. Fluid-structure interaction (FSI) 

models created to simulate the piercing process showed that interlaminar delamination was due 

to the hydraulic shock (‘water hammer’) associated with liquid jet impact. As expected, 

increased pressure and nozzle size resulted in ply debonding, and was experimentally verified 

using 3D x-ray micro-tomography. The composite anisotropy was found to produce an 

asymmetric shock loading along the liquid-solid interface, which contributed to the asymmetric 

delamination. 

The FSI model showed that delamination when cutting carbon-fiber/epoxy depended 

primarily on the normal interlaminar stress, with relatively large damage zones occurring ahead 

of the cutting front. This trend was also observed in x-ray micro-tomographs of an AWJ cut. The 

amount of delamination across different process parameters was also measured using a moisture 

uptake methodology, and showed that increase traverse speed, increased nozzle size, and 
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decreased abrasive flow rate, increased delamination. Prediction and characterization of surface 

roughness and delamination when AWJM will allow further improvement of cut-surface finish 

and structural integrity of composite materials, respectively. 
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Chapter 1 Introduction 

 

This is a manuscript-based dissertation is based on the following publications: 

 

1)  J. Schwartzentruber, J. K. Spelt, and M. Papini, "Prediction of surface roughness in 
abrasive waterjet trimming of fiber reinforced polymer composites," International Journal 
of Machine Tools and Manufacture, vol. 122, pp. 1-17, 2017. (Schwartzentruber conducted 
the trimming experiments, analyzed the results, developed the MATLAB component of the 
2D and 3D surface roguhness models, and led the writing of the manuscript. The rigid-
plastic MATHCAD model was developed by Papini). 

2)  J. Schwartzentruber, J. K. Spelt, and M. Papini, "Modelling of delamination due to 
hydraulic shock when piercing anisotropic carbon-fiber laminates using an abrasive 
waterjet," submitted to International Journal of Machine Tools and Manufacture. 
(Schwartzentruber conducted the piercing experiments, analyzed the x-ray micro-
tomography results, developed the finite element models, and led the writing of the 
manuscript. The x-ray tomography of the specimens were done by Mr. Shiang Law, from 
the University of Toronto). 

3) J. Schwartzentruber, J. K. Spelt, and M. Papini, "Characterizing and modelling delamination 
of carbon-fiber epoxy laminates during abrasive waterjet cutting," submitted to Composites 
Part A: Applied Science and Manufacturing. (Schwartzentruber conducted the cutting 
experiments, analyzed the x-ray micro-tomography and moisture uptake results, designed 
and fabricated the pressure transducer, developed the finite element model, and led the 
writing of the manuscript. The x-ray tomography was conducted by Shiang Law, from the 
University of Toronto. The moisture uptake results were generated by the MAGNA PPD 
Lab (Concord, ON, CA), under the guidance of John Ingram and Keith Ward). 
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1.1. Background and motivation 

 

The applications of composite materials in the automotive, aerospace, structural and bio-

medical industry have steadily risen due to their superior specific strength and stiffness 

properties. However, the distinct multiphase structure of composite materials makes them 

difficult to machine. For example, Mackey found that machining composite materials with 

conventional cutting tools cause drastic wear on the cutting tools and damages the material in the 

form of chipping, cracking and delamination [1]. A study using CO2 laser cutting of a polymer 

matrix showed that the cut quality was extremely poor, producing large dimensional errors, 

exhibiting excessive burr formation, and resulting in heat affected zones (HAZ) that led to severe 

thermal damage [2].  

Abrasive waterjet machining (AWJM) uses the mechanism of single particle impact 

erosion to rapidly remove material from a target substrate by accelerating particles using an 

ultra-high pressure (UHP) water jet. AWJM of composite materials is an attractive method due 

to its many advantages over traditional methods such as no heat-affected zones (HAZ), no 

tooling wear, rapid etch rates and the ability to cut virtually any composite material. Although 

AWJM technology has many benefits over competing technologies when it comes to machining 

composites, it is prone to producing delamination and variable surface finishes when cutting and 

piercing these materials. It is thus of great interest to develop principles, models, and practices to 

reduce damage and increase cut quality when AWJM of composite materials. 

 

1.2. Literature review 

 

This section presents a brief literature review of previous studies regarding AWJM 

composite materials and investigations into its modelling. The objective of this section is to 

illustrate the areas where further research is required. More extensive literature reviews on 

specific topics are provided at the beginning of Chapters 2-4. 
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1.2.1. Waterjet technology 

 

Waterjet technology is an umbrella term that refers to three types of jets: pure waterjets, 

abrasive waterjet (AWJ) and slurry suspension jet (ASJ). These technologies follow the same 

basic principles but employ different abrasive and mixing mechanisms. 

 

Pure waterjets achieve high-speed flow by pumping water through an orifice at very high 

pressures [3]. The first waterjet design was patented by Leslie Tirrell [4] in 1940. Due to the 

technological limitations of that era, the application of Tirrells’ design was limited to surface 

finishing. Not until the 1970s did pumping methods evolve enough to produce commercially 

viable 400-MPa pumping systems [3]. However, these waterjets were limited to cutting soft 

materials due to the relatively small erosion power they generated. The natural evolution of the 

waterjet system was to entrain abrasives into the waterjet flow. This method would drastically 

increase the erosion power of the cutting jet. AWJs were commercialized in the mid-1980s, but 

due to the lack of precision controllers and mechanisms, their use was limited to rough cutting 

hard-to-machine materials [3].  

 

Both AWJs and ASJs have been developed (Fig. 1.1). These systems are distinguished by 

whether the abrasive is entrained into the flowing water as a dry powder in an air stream or 

whether it is entrained as a liquid slurry (e.g. Miller [5], Haghbin et al. [6]). The work presented 

in this thesis focuses on UHP (ultra-high pressure) AWJ/micro-abrasive waterjet machining 

(µAWJM) using an abrasive-air injection system. The power of an AWJ is dependent on the 

flow rate and velocity of the exiting fluid, which are primarily dictated by the size of the orifice 

and pump pressure. Orifice sizes typically can range from 0.1-1.2 mm and operate a pump 

pressures between 150 – 600 MPa. 
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Fig. 1.1 Comparison between AWJ and ASJ nozzles 

 

Since the 1980s, AWJM technology has become more developed, versatile and accepted 

as a viable manufacturing technology. AWJM applications now include milling, turning, drilling 

and thin wafer machining [7]. This versatility has made AWJM a useful manufacturing process 

in many fabrication industries. 

 

1.2.2. Solid particle erosion 

 

Solid particle erosion is the fundamental principle governing material removal in AWJ 

technology. Finnie [8] and Bitter [9, 10] identified many of the fundamental material removal 

mechanisms. Solid particle erosion is a wear mechanism where the material is 

deformed/removed due to repetitive contact between impinging particles and a target. As the 

number of contacts (the dose) rises, so does the amount of erosion. AWJM systems exploit this 

by accelerating the erosion phenomena to rapidly remove material.  

 

 Erosion is affected by many different parameters. One important parameter is the 

dependence of erosion on the particle impingement angle. It has been determined that brittle 

materials show peak erosion at high impact angles (normal to the target surface), while ductile 

materials erode more at shallower impact angles (oblique angles ~ 30˚) [9, 11-14].  Erosion of 

brittle materials is most predominant at impact angles perpendicular to the target and is 

commonly known as deformation wear. The kinetic energy of the particles upon impact is 
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converted into elastic deformation energy which generates fractures. The material removal 

mechanism in a brittle material is thus due to crack propagation and chipping. 

 

Upon impact of a spherical particle on a target material (either brittle or ductile), the 

highest stress concentration occurs at the center of the contact area. If the stress maximum does 

not reach the yield strength of the material, only elastic deformation occurs and the impact is 

perfectly elastic. Repetitive elastic impacts should cause no damage besides fatigue damage. For 

ductile materials, if the stress concentration exceeds the material yield strength, then a plastic 

region forms and hardens the material, thus increasing the elastic limit of the material due to 

strain hardening. If plastic deformation continues, the limit will eventually become as large as 

the material strength. Once the material strength is reached, the impact surface will become 

relatively hard and brittle and unable to deform plastically. At this point, the surface layer is 

destroyed and fragments are removed. In comparison to brittle materials where plastic yielding is 

minimal yet present, the erosion occurs from chipping due to crack propagation and usually 

begins from defects in the microstructure.   

 

Momber and Kovacevic [7] state that solid particle erosion is generally characterized by 

the erosion number, En, which is equivalent to the quotient of erosion-debris mass flow rate 

( 𝑚𝑚) to the abrasive particle mass (𝑚𝑝) as shown the equation (1.1). 

 

𝐸𝑛 =
𝑚𝑚

𝑚𝑃
    (1.1) 

 

 Thus the volume of material removal (𝑉𝑚) per solid particle impact can be expressed as  

 

𝑉𝑀 =
𝐸𝑛∙𝑚𝑃

𝜌𝑀
    (1.2) 

where 𝜌𝑀 is the target material density [7]. Bitter [9] solved for this material removal volume 

during deformation wear (𝑉𝑀𝑑𝑒𝑓) as: 

 

𝑉𝑀𝑑𝑒𝑓 =
𝑚𝑃∙(𝑣𝑃∙sin 𝜑−𝑣𝑒𝑙)2

2∙𝜀𝑀𝑑𝑒𝑓
     (1.3) 
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where 𝑣𝑝is the abrasive particle velocity, 𝜑 is the impact angle and 𝑣𝑒𝑙 is the velocity of collision 

at which the elastic limit is reached. The term 𝜀𝑀𝑑𝑒𝑓 is also known as the deformation wear 

factor, i.e., the amount of energy needed to remove a unit volume of material from the body 

surface by deformation wear. Equation (1.3) is only valid if deformation wear occurs [9]. It is 

worth mentioning that not all energy during plastic deformation is absorbed into lattice 

distortion. Heat generation occurs during the impact process and liberates some of the energy 

[10]. 

 

 Finnie [8] developed a model to predict material removal of a single rigid particle 

impacting a ductile (plastic) target, which was later extended by Hutchings [15], resolving the 

kinematics for spherical and square particles under normal and oblique impact. The accuracy of 

the work regarding spherical particle impact was subsequently improved by Hutchings et al. [16] 

and Rickerby and Macmillian [17] when predicting energy loss, crater volume and collision 

kinematics. The square particle impact model of Hutchings [15] was later generalized by Papini 

and Spelt [18, 19] to account for rhomboids of variable angularity and target material dynamic 

hardness. It was shown that the model was capable of predicting the rebound trajectories of 

idealized rhomboid particles as they ploughed through an aluminum target [20].  

 

 With respect to single particle impact erosion on composite materials, Patnaik et al. [21] 

developed a theoretical, multi-particle impact model to predict the erosion rate on a glass-

polyester cross-ply composite. The theoretical erosion wear rate (𝐸𝑟𝑡ℎ) was defined as, 

 

       𝐸𝑟𝑡ℎ =
𝜌𝑐𝜂𝑉2𝑆𝑖𝑛2𝛼

2𝐻𝑣
    (1.4) 

 

where 𝜌𝑐 is the density of the composite, 𝜂 is the experimentally determined erosion efficiency, 

𝑉 is the impact velocity, and 𝐻𝑣 is the hardness of the material. 
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Brittle erosion models are generally well developed because of extensive research 

performed on indentation fracture mechanics. Most empirical brittle erosion models are in the 

following general form [7] 

 

𝑉𝑀 = 𝐶1 ∙ (
𝑑𝑃

2
)

𝐶2

∙ 𝑣𝑃
𝐶3 ∙ 𝐻𝑀

𝐶4 ∙ 𝐾𝐼𝑐
𝐶5 ∙ 𝐸𝑡

𝐶6  (1.5) 

 

where 𝑑𝑝 is the geometric mean particle diameter, 𝐻𝑀 is the target material hardness, 𝐾𝐼𝑐 is the 

fracture toughness, 𝐸𝑡 is the material’s Young’s modulus, and 𝐶1 - 𝐶6 are constants solved via 

experimental fitting. The exponents 𝑐2 − 𝑐6 vary depending on the model being used. The 

validity of equation (1.5) has be confirmed through the research of Wiederhorn and Lawn [22] 

who developed a quasi-static lateral crack model for sharp particles impacting glass, Evans et al. 

[23] who developed a numerical model for impact damage in brittle materials, Marshall et al. 

[24] when modelling lateral cracks during sharp indentation of ceramics, and Buijs [25] when 

developing an indentation model for glass.  

 

1.2.3. AWJ Cutting of Fiber Polymer Matrix Composites 

 

1.2.3.1 Observations when AWJ cutting of Fiber Reinforced Polymers 

 

AWJM produces three distinct regions on cut surfaces of fiber reinforced polymer (FRP) 

composites: an initial damage region (IDR), a smooth cutting region (SCR) and a rough cutting 

region (RCR) [26]. These regions are shown schematically in Fig. 1.2. The IDR is characterized 

by the rounded jet entrance commonly associated with AWJM due to the secondary slurry 

erosion of the escaping slurry mixture. The SCR is the region where striations are yet to appear 

since the abrasive particles maintain a high energy. The RCR begins when striations occur, and 

increases in waviness and roughness become more apparent as the jet increases in depth. Ramulu 

and Arola [27] have also observed these cutting regions, but have classified them as the initial 

impact zone, cutting wear zone and deformation wear zone. 
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Fig. 1.2 Damage regions associated with AWJ machining of FRP composites (kerf side view) 
[26].  

 

Scanning electron micrographs (SEM) of an AWJ a graphite/epoxy composite (IM-

6/3501-6) cut using an AWJ for fiber orientations of 0º, 45º, and 90º are shown in Fig. 1.3 [26]. 

The results suggest that the primary mode of material removal of the fibers was fracturing by 

either shear fracture or micro-bending near the jet exit; while micro-cutting of the fibers and 

matrix were predominant in the SCR. The micrographs revealed the absence of matrix between 

the cut fiber ends. This result indicates that the weaker matrix material was eroded more readily 

by the waterjet. The cutting of the 45º unidirectional composite produced more pronounced 

striations than that of the 0º and 90º composites [28]. The larger degree of striations was 

commonly accompanied by a high degree of delamination. The 45º and 90 º kerf surfaces 

contained larger cavities due to fiber pull out, whereas the 0º composite did not exhibit striations, 

but contained voids due to fiber roll out. The divergence between angled composites and 0º 

composites with respect to striations is expected under identical machining parameters since a 

majority of the erosion causing separation is the matrix material for the 0º orientation. Since 

polymer matrix materials are much weaker than their fiber counterpart, they erode more readily 

causing cleaner separation.  
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Fig. 1.3 AWJ machined surface of unidirectional graphite/epoxy composite with different fiber 
orientations. Fiber Volume fraction=0.65, thickness = 5 mm, pressure =240 MPa, Standoff = 1.0 
mm, traverse speed = 1.6 mm/s, nozzle diameter = 1.0 mm [28]. 

 

It has been observed that a high degree of pull-out irregularities occur in the IDR. Sheikh-

Ahmad [29] attributed these irregularities to the abrasive particles at the periphery of the jet, and 

stated that since particulate density is low at the jet periphery, and the particles have a high 

energy, thus contributing to the non-uniform damage. This explanation is inconsistent with the 

work of Ramulu and Arola [27], who observed that abrasive grit size and stand-off distance 

(SOD) have the most influence on the surface roughness at low cutting depth, and that grit size 

and traverse speed were most influential in the deformation wear zone, while pressure and 

abrasive flow rate (AFR) had the least influence of surface roughness at any depth. Liu has 

shown that the rounded target edges at the jet entrances were due to secondary slurry erosion 

[30].  

A number of investigators have discussed the makeup of the abrasive waterjet itself, 

which can be helpful in explaining some of these effects. For example, Simpson [31] has shown 

that the distribution of abrasive concentrations within the jet is saddle-like, i.e., higher at the 

outer zone of the jet. Simpson [31] also determined that increasing SOD increases the 

concentration of the particulates towards the jet periphery, while increasing pressure and AFR 

results in more abrasives being present in the central jet region [31]. Himmelreich and Riess [32] 

have determined the water-only jet and AWJ velocity profiles along the radial axis of the jet. 

Their results showed that the water-only jet produces an axial velocity jet plume similar to the 

Hagen-Poiseuille flow profile, while the abrasive’s axial velocity was relatively constant along 

the diameter of the jet, and not increasing as Sheikh-Ahmad [29] would suggest. Srinivasu and 
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Axinte [33] have also shown that the Gaussian velocity profile the water-only jet plume 

contributes to reduced erosion rates at the edges of the jet. The decrease in water axial velocity 

near jet edges has also been shown by the CFD analyses of Liu et al. [34].  

Based on this previous research, a more reasonable explanation than that proposed by 

Sheikh-Ahmad for the increase in fiber pullout near the IDR could be attributed to flow 

directionality. The secondary slurry erosion caused by the jet results in curved particle trajectory 

which allows the abrasives to attack the edge from a direction other than perpendicular. These 

changes in particle trajectory are most common in the IDR and the bottom of the RCR. The 

particle trajectory during the SCR is nearly vertical (i.e., incoming and outcoming jets are 

parallel to each other), resulting in a smoother surface finish.  

Sheikh-Ahmad [26] reported the effect that various machining parameters have on cut 

quality. The responses are summarized in Table 1.1. 

 

 Table 1.1 Effect of various AWJ machining parameters on AWJ cut responses. 

  Response Trend 

Parameter Value Entrance 

Surface 

Roughness 

Exit Surface 

Roughness 

Kerf 

Entrance 

width 

Kerf Exit with Kerf Taper 

SOD Higher - - Increased Insignificant - 

 Lower - - Decreased Insignificant - 

Pressure Higher - - - - Decreased 

 Lower - - - - Increased 

Traverse Speed Higher Increased Increased Increased Increased Increased 

 Lower Decreased Decreased Decreased Decreased Decreased 

Grit Size Higher Decreased Decreased - - Increased 

 Lower Increased Increased - - Decreased 

 

Substantial research in AWJ cutting of FRP has focused on qualitatively and 

quantitatively examining the kerf morphologies with respect to various machining parameters. 

However, the AWJ nozzle diameters used in previously published research have all been greater 

than 762 µm when machining composite materials. Minimal work has assessed the trends of 

µAWJM composite substrates, which utilizes nozzles capable of producing micro-features. Due 
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to this research gap, studies on µAWJM (i.e., nozzles capable of producing feature sizes less than 

500 µm) of composite substrates will be examined in this dissertation.  

 

1.2.3.2 Modelling AWJ cutting of Fiber Reinforced Polymers 

 

Previous work on predicting surface roughness and taper when performing AWJM has 

mostly been semi-empirical at best. Azmir et al. [35] performed an analysis of variance 

(ANOVA) statistical analysis on the AWJM of an aramid (Kevlar 129) reinforced phenolic 

composite, focusing on SOD, AFR, traverse speed and pressure as the factors and the cut surface 

roughness and taper as the responses. They concluded that the most significant factors 

contributing to surface roughness and taper were traverse speed and pressure, with a trend 

indicating that decreasing traverse speed and increasing pressure would both independently 

decrease surface roughness and taper [35]. In addition to the parametric analysis, they applied a 

linear regression to predict the roughness and taper values [35]. The empirical models were 

capable of predicting the surface roughness and taper with a coefficient of determination of 

0.828 and 0.736, respectively.  

Besides the fact that their model does not explain the underlying physics of the problem, 

another critique of their experiment would be with regard to their surface roughness 

measurement methodology. Azmir et al. [35] took surface roughness measurements at the 

midline of the cut surfaces, however their material was a laminate consisting of 0⁰ and 90⁰ 

orientations. The surface roughness will likely vary depending on the ply being examined, where 

0⁰ fiber oriented plies will most likely have a varying surface roughness topology contributed to 

fiber roll out, and 90⁰ have a roughness profile due to fiber pull out. Obtaining a roughness 

profile of the same ply among samples will yield similar results, however the precision of taking 

the measurement would require very stringent alignment during the profile measurements and 

near perfect reproducibility during the manufacturing of the composite samples.  

Azmir and Ahsan [36] published another very similar statistical analysis to the cutting of 

the Kevlar composite but based it on the cutting of glass/epoxy composites. The glass/epoxy 

samples were chopped fiber and woven ply laminates. In addition to the previous factors 

(pressure, SOD, AFR, and traverse rate), Azmir and Ahsan also introduced the factors of cutting 
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direction (the various cutting orientations were 0⁰, 22.5⁰, and 45⁰) and abrasive type (garnet and 

aluminum oxide), and analyzed their effects on surface roughness. They concluded that the most 

significant control factor on surface roughness during AWJ machining was the type of abrasive 

used, where the harder alumina abrasive fractured more than the garnet on contact, thus reducing 

the surface roughness [36]. The optimal cutting conditions for reducing surface roughness were 

the ones that produced the highest jet kinetic energy on impact (i.e. highest hydraulic pressure, 

smallest SOD, lowest traverse rate and largest AFR) [36]. Their analysis of cutting orientation 

proved that it was an insignificant factor. The insignificance of the cutting orientation makes 

sense in this investigation since the fiber orientations were random and woven, with no distinct 

direction, unlike unidirectional composites. In 2009, Azmir and Ahsan [37] expanded on the 

abrasive water jet cutting of glass/epoxy laminates focusing on surface roughness and kerf taper. 

They delivered very similar results to their previous experiment. 

Wang [2] performed a comprehensive analysis of AWJ cutting of polymer matrix 

composites. His design of experiments consisted of a 4 level 3 factor set, with variation of the 

pressure, traverse speed, and abrasive flow rate. He also examined the effects of jet inclination 

angle with respect to various pressures and traverse speeds. Due to external influences, the jet 

angle experiments were not consistent with respect to the 4 level 3 factor experiments in terms of 

abrasive flow rate, and this added discrepancies between the results. Wang’s [2] investigation 

also assessed the effect jet angle had on the depth of cut, the smooth cutting region depth, the 

kerf width, the kerf taper angle, and the surface roughness. His results showed that the depth of 

cut increased when the trajectory of the jet became more perpendicular. In Wang’s [38] 

subsequent analysis, the maximum depth of cut was observed at an 80º jet angle. The smooth 

cutting region was relatively unaffected by the jet angle. The kerf width only varied by 

approximately 100 µm between the 50º and 90º orientations, leading to the conclusion that the jet 

angle was independent of kerf width. Surface roughness showed a considerable improvement 

(approximately 50% reduction) when the jet angle was increased from 50º to 70º [2]. Based on 

the observations, Wang developed predictive empirical models for top kerf width, kerf taper 

angle, surface roughness and depth of smooth cutting region using a statistical regression. The 

results of the regression models had all coefficients of determination greater than 0.8.  
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Wang’s investigation in the cutting of polymer composites was extensive but did not 

assess the material removal rate (MRR) associated with the erosion of the target. It is known that 

ductile materials erode more efficiently at angles of impingement of ~ 30º, and thus examining 

the depth of cut only does not completely justify the effectiveness of a jet. Shortly after, Wang 

and Guo [38] developed a semi-empirical model for depth of cut when AWJM composite 

substrates using a jet energy approach. Their results were in good agreement with experimental 

values and capable of predicting the depth of cut at varying operating conditions.  

Shukla and Tambe [39] modelled the surface roughness and kerf widths when AWJ 

cutting Kevlar composites using neural networks. However, the inputs of the neural network 

were based on experimental results, from which the model would perform an optimized 

statistical analysis. The results of the model were in good approximation of the experimental 

values. 

In summary, the literature regarding the modelling of various surface kerf morphologies 

during AWJ cutting of composite materials has been heavily regression based. Surface roughness 

models are mostly based on experimental trials. Due to the variability to AWJM apparatuses and 

environmental conditions, the applicability of these semi-empirical models is limited. The work 

in this dissertation will address the need for a theory-based surface roughness model during 

AWJM, which has not been accomplished before. 

 

1.2.4. Delamination during AWJM 

 

1.2.4.1 Delamination Observations when AWJM 

 

Delamination of plies within laminates commonly occurs when cutting composite materials. 

Sheikh-Ahmad [29] states that low pressure and fast traverse speeds increase the amount of 

delamination present in the composite structure [26]. It is also noted that in these cases, large 

striations are seen in the material at the jet exit due to losses in erosive potential. Colligan et al. 

[40] determined that there exists a critical traverse rate and abrasive flow rate for a given set of 

machining parameters that promotes ply separation. Koenig et al. [41] had comparable results 
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when machining 3 mm aramid-glass, fiber reinforced polymer (FRP) at a jet pressure of 350 

MPa and a SOD of 2 mm.  

Hashish [42] performed multiple experiments on cutting, turning, milling and drilling 

composite materials. He determined that by reducing the jet diameter and supporting the material 

at the bottom, delamination could be reduced. 

Observations of delamination during AWJM have thus far been limited to qualitative 

analysis using scanning electron microscopes. The research in this dissertation will fill this gap, 

by developing a methodology that will quantitatively assess delamination after AWJM using 

moisture uptake testing and the use of x-ray microtomography.  

 

1.2.4.2 Modelling Delamination during AWJM 

 

Ho-Cheng [43] described the delamination during drilling by waterjet piercing using a 

fracture mechanics approach with plate theory. He proposed a model that related delamination 

damage to waterjet pressure and laminate properties, and observed that delamination occurs near 

the exit of a through-pierce as a result of the reducing strength of the uncut thickness, as drilling 

depth increases [43]. As a result of the reduced strength, bending of the plies occurs before the 

laminate is completely through-pierced, causing delamination. As an interlaminar crack is made, 

water rushes into the opening creating a hydrodynamic pressurization. Koenig et al. [41] have 

attributed this as a possible cause for damage around the holes when water jet drilling. In 

summary, Ho-Cheng [44] described the delamination as two events: the first event is the 

interlaminar separation caused by the thrust of the jet, and the second event is the propagation of 

delamination damage by hydrodynamic pressurization. These relations only apply to laminated 

composites. Shanmugam et al. [45] also supports the two event delamination process.  

Ho-Cheng’s [44] model uses linear elastic fracture mechanics (LEFM), since composite 

materials show high moduli of elasticity and a lower degree of plasticity. The model utilizes the 

Energy Release Rate (𝐺) in order to quantify the delamination as shown in equation (1.6) [43]. 

     𝐺𝑑𝐴 = 𝐹𝑑𝑥 − 𝑑𝑈𝑒        (1.6) 
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The right hand side term, 𝐹𝑑𝑥 − 𝑑𝑈𝑒 , is the rate of change of the potential energy in an elastic 

body, commonly notated as Π, where 𝐹 is the force the jet exerts, 𝑥 is the displacement, 𝑈𝑒 is the 

stored strain energy in the material body and 𝑑𝐴 is the change in the area of delamination. The 

incremental area of delamination 𝑑𝐴 can be further expressed as 

𝑑𝐴 =  𝜋(𝐷 + 2𝑎) 𝑑𝑎    (1.7) 

These terms are graphically represented in Fig. 1.4. 

 

Fig. 1.4 LEFM delamination model schematic. H is thickness of the laminate, a is the radial size 
of the assumed existing crack, and h is the uncut depth [44]. 

 

Ho-Cheng [44] correlated the displacement, force and strain energy using Kirchhoff’s 

classic plate theory for a circular plate with a concentrated load and clamped ends. The critical 

waterjet pressure at the onset of delamination for an existing interlaminar crack was given by 

𝑃∗ = √
8𝐸𝐺𝐼𝐶

3𝑅4(1−𝜇2)
∙  ℎ

2

3    (1.8) 

where 𝐺𝐼𝐶 is the critical energy release rate, 𝐸 is the modulus of elasticity, ℎ is the uncut depth 

under the waterjet, 𝑅 is half the jet diameter, and 𝜇 is the laminate’s Poission’s ratio. The model 

was capable of predicting the maximum delamination pressure within ~17% error, but makes 

several assumptions that the author admits to which ultimately diminishes its accuracy. Ho-

Cheng [44] assumed the material was isotropic to simplify the relationship; however, it is well 

known that composite materials can be highly anisotropic. 
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Shanmugam et al. [45] performed delamination experiments on a graphite epoxy 

composites focusing on the mechanism that causes delamination, and developed a semi-

empirical predictive model for delamination. The results from the experiments can be seen in 

Fig. 1.5. 

 

a b c  

Fig. 1.5 Cuts made by UHP water jets. a) waterjet only, b) 3 g/s abrasive jet with no delay of 
abrasive entrainment, and c) 3 g/s abrasive jet with 3-second entrainment delay. Pressure = 210 
MPa [45]. 

 

The results show that the waterjet only, and delayed entrainment jet produced 

delaminated cuts. The waterjet only was unable to pierce through the material, while the delayed 

abrasive entrainment jet wedged abrasive grains between delaminated plies. Shanmugam et al. 

[45] attribute the poor performance of the waterjet only to its material removal mechanism by 

shock wave impact. They modeled this failure by impact as a mode I fracture. The fractures 

developed are then propagated by the hydrodynamic pressurization of the inbound waterjet. The 

delamination model proposed by Shanmugam et al. [45] is a function of the AWJ operating 

parameters and material properties, and can be expressed in its general form as 

 

𝐶 = 𝑓(𝑉𝑡, 𝑑𝑗 , 𝑃, 𝑆, 𝑚̇𝑠, 𝐸11, 𝐸22, 𝜈1, 𝜈2, 𝜇1, 𝜇2, 𝑀𝑃1, 𝑀𝑃2)   (1.9) 

 

where 𝐶 is the maximum crack length, 𝑉𝑡 is the traverse speed, 𝑃 is the water pressure, 𝑆 is the 

standoff distance, 𝑚̇𝑠 is the slurry mass flow rate, 𝐸11 and 𝐸22 is the longitudinal and transverse 

Young’s modulus, 𝜈 is the volume fraction of the fiber and matrix, 𝜇 is the shear modulus, and 
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𝑀𝑃 are the Poisson’s ratio, of the material, where the subscripts 1 and 2 refer to the laminate and 

laminate bonding, respectively. Similar to the model generated by Ho-Cheng [43], Shanmugam 

et al. [45] base their model on LEFM, and the energy release rate. Unlike Ho-Chengs’ model 

[44], the model proposed by Shanmugam at al. [45] takes into account anisotropy. The research 

in the present dissertation focuses more on determining the location of delamination along the 

depth of a laminate composite during AWJ cutting.  

 

1.2.5. Summary 

 

While a significant amount of experimental studies of AWJM of composites have been 

performed, there are relatively few predictive models of surface roughness and delamination. 

Most models are empirical or semi-empirical, relying on non-fundamental operating parameters, 

e.g. pump pressure, making them suitable for only a limited set of process conditions, and 

specific to the AWJ apparatus and target material being used. The research in this dissertation 

will focus on predictive modelling of surface roughness and delamination occurring during 

AWJM cutting and piercing operations, based on knowledge of fundamental operating 

parameters such as particle velocity, particle shape, stagnation pressure, material properties, etc.  

1.3. Objectives 

 

The overall objective of this thesis is to develop and verify models to predict the surface 

roughness and delamination that occur when performing AWJM, as a function of the process 

parameters. To do so, the following secondary objectives will be accomplished: 

 Qualitatively and quantitatively assess the kerf surface roughness quality when 

cutting the composite substrates as a function of AWJM/µAWJM process parameters. 

This will assist in understanding the cut surface topology, and define the range of 

operating parameters throughout testing (Chapter 2).  

 Develop a surface roughness model based on the AWJ operating conditions using the 

rigid-plastic model of Papini and Spelt [46] (Chapter 2). 
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 Determine the differences in material response between piercing and cutting laminate 

composites. Piercing with abrasive waterjet causes a water hammer effect that can 

generated increased delamination. This will serve to separate the two delamination 

mechanisms (Chapter 3 and 4). 

 Conduct moisture uptake tests to determine the extent of delamination with respect to 

the abrasive waterjet (AWJ) process parameters. The results of this analysis will 

quantify the extent of delamination during AWJ cutting, and assist in validating the 

delamination model (Chapter 3) 

 Conduct CFD/FEM of the fluid flow at various operating parameters in order to 

extract force and pressure information needed as inputs for predictive models of cut 

topography. This will be compared with experimental jet force results to determine 

the location of crack initiation when AWJ cutting (Chapter 3). 

 Develop models to predict CFRP laminate delamination as a function of the AWJ 

process parameters (Chapter 3 and 4) 

 

 

 

 

 

 

 

 

 

 



19 
 

Chapter 2 Prediction of surface roughness in abrasive waterjet trimming of 

fiber reinforced polymer composites 
 

This chapter is based on the following published paper: 

J. Schwartzentruber, J. K. Spelt, and M. Papini, "Prediction of surface roughness in abrasive waterjet 
trimming of fiber reinforced polymer composites," International Journal of Machine Tools and 

Manufacture, vol. 122, pp. 1-17, 2017 

2.1.  Introduction 

 

AWJM uses an ultra-high pressure water jet to entrain a mixture of abrasive particles and air. 

AWJM is ideal for processing composite materials containing hard reinforcing particles or fibers 

because it produces no heat affected zone, minimal tool wear, and results in negligible residual 

stresses and workpiece reaction forces [3]. However, the erosion mechanisms associated with 

AWJ material removal result in variable surface finish and roughness, depending on the 

operating conditions [47-50]. Surface roughness resulting from AWJM and µAWJM is one of 

the major quantifying attributes of part quality [51-53]. For example, Liu et al. [54] showed that 

surface roughness is a major factor in the fatigue life of aircraft aluminum alloy dog-bone 

specimens produced using AWJM. Annoni et al. [55] showed that surface roughness is very 

important to the fatigue performance of piezoelectric ceramics processed using AWJM. 

Therefore, the modelling of surface roughness as a function of AWJM process parameters has 

direct application in predicting such component performance, and leads to a greater 

understanding of the means by which it can be minimized.  

Several authors have developed process models for predicting surface roughness when using 

abrasive jets to machine brittle materials such as glass. For example, Jafar et al. [56] developed a 

numerical model for air abrasive jet machining (AJM) of micro-channels in borosilicate glass as 

a function of particle size, velocity, dose, impact angle and target material properties. The model 

simulated brittle erosion using two damage mechanisms: crater removal due to lateral crack 

formation and edge chipping. Roughness predictions were within a 29% of measured values. In 

another study by Jafar et al. [57] a similar model was used to predict roughness on borosilicate 

glass resulting from low-pressure abrasive slurry jet micro-machining (ASJM). These models 
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cannot be used to predict roughness resulting from AJM of ductile materials, since the erosion 

mechanisms are cutting and ploughing rather than chipping. 

 Vikram and Babu [58] developed a surface roughness topography model for AWJ cuts in 

black granite (a brittle substrate) by superimposing irregularities produced by single abrasive 

particle impacts in order to generate an instantaneous surface topology. The irregularities were 

based on the predicted volume of material removed, the number of impacts and the cross-

sectional area of the abrasive particle. The instantaneous surface topography was then 

superimposed based on the amount of overlap of the jet (based on its depth of jet penetration and 

traverse speed) to generate the final effective topography. However, their model was only 

applied to brittle materials, and their surface roughness predictions neglected the effect of taper, 

required determination of empirical constants to resolve jet properties, and focused on the overall 

macro-mechanisms of AWJ material removal. Vikram and Babu’s model predicted roughnesses 

on granite that were within 23% of those measured.     

A number of empirical studies exist characterizing the roughness resulting from AWJM of 

ductile materials. The majority of these use regression analyses to fit a set of experimental 

observations to an empirical model. Examples of these include Jankovic et al. [59] for AWJM of 

6060 aluminum alloy, Zohoor and Nourain [60] for hardox steel, Unde et al. [61] for carbon-

fiber reinforced plastics, Ramulu and Arola [62] for carbon-fiber/epoxy laminates, Azmir et al. 

[35] for aramid fiber reinforced polymer (FRP) composites, and Azmir and Ahsan [37] for glass-

fiber/epoxy laminates. Another empirical approach uses expert learning systems in an attempt to 

predict roughness trends based on experimental data. For example, Caydas and Hascalik [53] 

varied traverse speed, pressure, standoff distance (SOD), abrasive grit size and abrasive flow rate 

when machining 7075-T6 aluminum, and used artificial neural networks (ANN) to predict the 

resulting roughness trends. Shukla and Tambe [39] used a similar ANN approach to predict 

surface roughness of AWJM on Kevlar composites. Kok et al. [63] use genetic expression 

programming (GEP) to develop surface roughness models based on experimental results for 

AWJM of 7075 aluminum alloy. Cojbasic et al. [64] showed that the extreme learning machine 

(ELM) neural net methodology was more accurate than traditional ANN and GEP, when 

developing relations among AWJM operating conditions for surface roughness predictions.  
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In summary, surface roughness is a key attribute in quantifying the quality of components cut 

using AWJM, but previous efforts to develop models for its prediction have been mostly 

empirical. The few analytical models that exist have focused on brittle materials and ignored 

changes in geometry brought about tapered kerfs. The present model is based on the fundamental 

principles of particle impact erosion on ductile materials, and predicts the surface roughness on 

the taper left after edge trimming of fiber-reinforced composite materials using µAWJ as a 

function of the process parameters, abrasive and substrate properties. The results of the model 

were compared with surface roughness measurements for two C-fiber composite materials 

machined under a wide range of conditions. 

 

2.2. Experiments 

 

2.2.1. Abrasive Waterjet Machining Experiments 

 

AWJ edge-trimming cuts were performed on composite substrates in order to evaluate the 

predictive capabilities of the developed model. Two composite substrates were used in the 

experiments: a continuous carbon fiber (60% by wt.)/epoxy, uni-directional ply, laminate 

[0/90/0]s, and a randomly oriented chopped carbon fiber (50% by wt.)/vinyl sheet molding 

compound (SMC), with a nominal fiber length of 25 mm. The material properties of the 

composite substrates shown in Table 2.1 were provided by the manufacturer (MAGNA Interiors, 

Concord, ON, Canada). 

 

 

 

 

 

 



22 
 

 

Table 2.1 Composite material properties. 

Property Carbon fiber epoxy (CF-epoxy) – 

single ply unidirectional 

Carbon fiber SMC (CF-

SMC) 

Matrix Epoxy Vinyl ester 
Reinforcement Continuous carbon fiber Chopped carbon fiber 
Fiber weight % 60 50 
Fiber orientation Uni-directional Random 
Thickness, t, (mm) 1.2 ± 0.017 2.5 ± 0.028 
Specific gravity 
(g/cm3) 

1.53 (ASTM D792) 1.41 (ASTM D792) 

Tensile strength 
(MPa) 

1277 (ASTM D3039) 217 (ASTM D638) 

Tensile modulus 
(GPa) 

122 (ASTM D3039) 28 (ASTM D638) 

 

An OMAX 2626 Jet Machining Center (OMAX Corp. Kent, WA, USA), fitted with 

programmable nozzle movement allowing positional accuracy of ± 80 µm over a 30 cm length, 

was used to perform the edge-trimming experiments on the two composites. The AWJM 

apparatus was fitted with a micro-nozzle having a 128 µm diamond orifice and a 254 µm mixing 

tube diameter, producing a ~335 m footprint on a flat target surface at a SOD of 1 mm [65]. All 

experiments were conducted in air; i.e. with a jet and workpiece not submerged in water. The 

abrasive used in the experiments was 75 µm garnet (Barton HPX®, Glen Falls, NY, USA) with a 

Mohs hardness of 7.5-8.5, a density of 𝜌𝑝 = 4000 kg/m3 [66]. Fig. 2.1 shows the distribution of 

the abrasive particle projected area diameters, based on sieve analysis data provided by the 

supplier. 

 



23 
 

  

Fig. 2.1 Abrasive particle size distribution (projected area diameter). Inset micrograph of particle 
shape. 

 

During AWJM cutting, particles can ricochet from one side of the cut to the other (Fig. 2.2a 

and Fig. 2.3). Trimming cuts were made to eliminate the effects of secondary particle strikes, and 

focus solely on the effects of the incident particles. The nozzle path was adjusted to perform 

trimming operations over a 10 cm length in which the cut edge of a slot was trimmed by a 

second pass of the nozzle that had been shifted half the jet width (~162.5 µm; positioning 

accuracy of AWJ apparatus was 12.5 µm/step) (Fig. 2.3). It has been shown in the literature that 

surface roughness commonly increases with increasing depth of AWJM cuts due to drag forces 

on the particles and an increased local particle impact angle due to the bending of the jet at the 

cutting front [58]. In general, decreasing the traverse speed results in an increase in cut quality 

and a reduction in the variation of roughness and waviness along the kerf (z direction in Fig. 2.3) 

[67].  

Previous investigators [53] [29, 68, 69] have found that three cutting regions exist along an 

AWJ kerf: an initial damage region along the entrance of the kerf, a smooth cutting region near 

the top of the cut, and a rough cutting region near the bottom of the kerf. However, with proper 

selection of the operating conditions, the cut quality can be improved such that the smooth 

cutting region can be effectively extended through the entire thickness of the cut [2], with little 

variation of the surface roughness with depth. Therefore, in its current state, the proposed model 
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is only capable of predicting the surface roughness during steady-state cutting for such cases, i.e. 

when there is a constant roughness along the depth of the kerf.  

The traverse speed was chosen to ensure that the trimming cuts were within this steady state 

cutting regime (i.e. surface roughness was constant along the depth of the kerf in the z-direction 

of Fig. 2.3). The trimming cuts used in the experiments ensured that the surface was cut at a 

steady state, since the drag on the incoming jet was unaffected by the confines of a slot and 

secondary particle strikes from sidewall to sidewall were eliminated when the slot was wide 

enough, as illustrated in Fig. 2.2. The influence of cutting front curvature, i.e. perpendicular to 

the direction of traverse associated with AWJM was not considered in the current model. Ahmed 

et al. [70] have shown that even for a zero trim width (i.e., a through cut), virtually all the 

particles strike the sidewalls at very shallow angles, indicating very few particles ricochet onto 

the sidewalls from the curved cutting front. Moreover, the curvature of the cutting front at the 

leading edge of the jet was not considered to influence the erosion of the sidewalls and was thus 

not included in the current model. 

The measurements of the arithmetic average roughness (Ra) in the z-direction along the kerf 

of each trim are shown in Fig. 2.2b as a function of the trim width defined in Fig. 2.2a. When the 

trim width is zero (a through-cut slot), Ra is relatively high due to the second strike of particles as 

illustrated in the figure. As the trim width increased, the number of secondary particle strikes 

impacting the trimmed kerf decreased, reaching a minimum at about 150 µm when there are 

relatively few second strikes. After this point, the roughness begins to increase as the jet position 

was moved from trimming and back into the through cutting regime. Therefore, subsequent 

experiments were conducted with a trim width equal to half the jet footprint (162 µm) to 

minimize particle second strikes and simplify the roughness modelling along the kerf. 
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a.  

b.  

Fig. 2.2 a. Schematic representation of trimming at four different trim widths (note that in the 
back view of part a, the jet is traversing into the page). b. The effect of trimming width on kerf 
roughness. Material: CF-SMC, pressure: 225 MPa, SOD: 1 mm, 𝑚̇𝑎 = 0.2 g/s, abrasive: 75 micro 
garnet. Error bars show the variation in surface roughness among three specimens. 
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 The specimens were clamped along their edges to a rigid steel grate with 40 mm 

openings. 

 

Fig. 2.3 Schematic of AWJM edge trimming and the location of the profilometer scan used to 
measure Ra on the kerf of the trimmed edge. 

 

The experiments were performed according to a two-factor (abrasive velocity, average 

specific surface dose, 𝐷𝑠,𝑎𝑣𝑒), three-level design of experiments, shown in Table 2.2. Abrasive 

velocity and flux are fundamental parameters governing AWJ erosion since they quantify the 

number of erodent particles striking the surface and their kinetic energy. They are in turn 

functions of the operating parameters for the specific AWJ machine being used; e.g. pressure, 

nozzle size, abrasive flow rate, standoff distance and traverse speed. The abrasive velocity was 

estimated using the model developed by Narayanan et al. [71], which has been shown to predict 

axial particle velocities within 5%. The abrasive velocities were chosen within the limitations of 

the pump and the cutting requirements of the composite materials.  



27 
 

The average specific surface dose, i.e. the mass of particles that would be delivered per 

unit area of the substrate surface in a single traverse is given by 

𝐷𝑠,𝑎𝑣𝑒 =
𝑚̇𝑎∙𝐿𝑡

𝑈∙𝐴
=

𝑚̇𝑎

𝑈∙𝐷𝑓
    (2.1) 

where 𝑚̇𝑎 is the abrasive mass flow rate (held constant at ~0.5 g/s ± 0.05 g/s), 𝑈 is the nozzle 

traverse speed (m/s), and the area of the target exposed to the abrasive stream is 𝐴 = 𝐿𝑡 ∙ 𝐷𝑓, 

where Lt is the length of the nozzle traverse and Df  is the diameter of the abrasive waterjet 

footprint. The footprint diameter was determined using the work of Haghbin et al. [72], and was 

held relatively constant (𝐷𝑓 ≈ 335 µm), at a stand-off distance of 1 mm throughout all 

experiments. The average specific dose (kg/m2) of particles striking the kerf of the edge trim is 

then given by  

𝐷𝑝 = 𝐷𝑠,𝑎𝑣𝑒 ∙ 𝑠𝑖𝑛 (𝛽)    (2.2) 

where 𝛽 is the measured taper angle shown in Fig. 2.3. 

All experiments were performed under typical AWJM operation conditions [72-74] at a 

jet angle of 90˚, and an input water temperature of 12˚C. The conditions are shown in Table 2.2.  
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Table 2.2 Experimental conditions, measured taper angles (Fig. 2.3)  1 standard deviation and 
resulting average specific dose on the kerf area (Dp). 

ID Abrasive 

Velocity 

(m/s) 

𝑫𝒔,𝒂𝒗𝒆 (kg/m2) Pressure 

(MPa) 

𝑼 (cm/s) Target 

Material 

𝜷 (˚) 𝑫𝒑 (kg/m2) 

1 550 36.2 212 4.12 CF-epoxy 12 ± 0.5 7.29 
2 550 80.4 212 1.85 “ 8 ± 0.5 11.85 
3 550 442.2 212 0.33 “ 6 ± 1.3 48.70 
4 600 36.2 250 4.12 “ 8 ± 0.3 5.18 
5 600 80.4 250 1.85 “ 7 ± 1.3 9.70 
6 600 442.2 250 0.33 “ 4 ± 0.6 27.30 
7 650 36.1 292 4.12 “ 4 ± 1.4 2.49 
8 650 80.4 292 1.85 “ 5 ± 0.2 7.05 
9 650 442.2 292 0.33 “ 3 ± 0.1 22.46 
10 550 110.5 212 1.35 CF-SMC 11 ± 0.2 20.87 
11 550 201.0 212 0.74 “ 7 ± 0.3 23.47 
12 550 602.9 212 0.24 “ 3 ± 0.2 31.36 
13 600 110.5 250 1.35 “ 10 ± 0.6 19.51 
14 600 201.0 250 0.74 “ 9 ± 0.2 30.38 
15 600 602.9 250 0.25 “ 4 ± 0.3 40.75 
16 650 110.5 292 1.35 “ 8 ± 0.1 15.55 
17 650 201.0 292 0.74 “ 6 ± 0.1 20.27 
18 650 602.9 292 0.25 “ 5 ± 0.3 50.38 

 

2.2.2. Dynamic Hardness Measurement 

 

The rigid-plastic model used in modelling the craters left by individual particle impacts 

(described in Section 2.3.2) required the input of dynamic hardness pd, a measure of the 

resistance of the target material to dynamic indentation. It is defined as the average force per unit 

projected area resisting the impact, and can be approximated as [75-78]  

𝑝𝑑 =
0.5∙𝑚∙𝑉𝑝

2

𝑉
      (2.3) 

where m and Vp  are the impacting spherical particle mass and velocity, respectively, and V is the 

volume of the resulting spherical crater [77]  

𝑉 = (
𝜋

6
) (𝑅𝑝 − √𝑅𝑝

2 − 𝑟2) (3𝑟2 + (𝑅𝑝 − √𝑅𝑝
2 − 𝑟2)

2

)   (2.4) 
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where 𝑅𝑝 is the nominal particle radius and r is the crater radius. 

The dynamic hardness of the two target materials was inferred from the measured volume 

of craters left by the impact of 79.2 ± 12.6 µm steel shot (Vulkan-INOX, Germany) whose size 

distribution is shown in Fig. 2.4. The crater circular diameters were measured using Clemex PE 

Vision 5.0 image analysis software (Clemex Technologies Inc. Longueuil, QC, Canada), based 

on micrographs of the steel shot obtained using a Leica DM2500 M microscope (Leica 

Microsystems, Buffalo Grove, IL, USA) with magnification capabilities of 25x – 1000x using a 

reflected light source. In order to produce widely-spaced single impact craters, the particle jet 

was directed through a dual-disk anemometer (DDA) [79] spinning at ~23,000 RPM. The steel 

shot waterjet was produced using the same setup described in Section 2.2.1 at a pressure of 134 

MPa, stand-off distance of 12.4 mm, and a steel shot flow rate of 3.8 g/min. Twenty crater radius 

measurements were made for each of the CF-epoxy and CF-SMC materials. 

 

 

Fig. 2.4 Size distribution of steel shot used to measure target dynamic hardness. The inset shows 
micrograph of particles. 

 

The average mass of each steel shot particle was calculated as 2.05 µg based on the average 

particle diameter of 79.2 µm, and the average particle velocity was 436 m/s using the model 

developed by Narayanan et al. [71].  
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2.2.3. Surface Roughness and Taper Angle Measurements 

 

The surface roughness measured vertically along the walls of the kerfs (Fig. 2.5) was 

obtained using an optical profilometer having a lateral resolution of 426 nm and depth resolution 

of 16 nm (ST400, Nanovea Inc., CA, USA). The arithmetic mean roughness (Ra) was used to 

assess the surface topography in accordance with ISO 4287. Due to the relatively thin cross-

sections, the evaluation length (1.2 and 2.5 mm for CF-epoxy and CF-SMC, respectively) 

spanned the entire kerf, with a cut-off wavelength equivalent to 20% of the evaluation length 

(240 and 500 µm for CF-epoxy and CF-SMC, respectively). The roughness profile was evaluated 

using Mountain 6 software (Digital Surf, France). The taper angle (Fig. 2.5) was a measured 

characteristic of the cut under the given machine parameters (Table 2.2) since there is currently 

no analytical model that can accurately predict it.  

 

Fig. 2.5 Typical measured taper profile showing measured angle for specimen ID 1 in Table 2.2. 
Coordinates defined as in Fig. 2.3. 
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2.3. Modelling 

 

Two and three dimensional models were developed to predict the sidewall surface roughness 

(Fig. 2.3) of an AWJ trimming cut as a function of the AWJ operating conditions of pressure, 

traverse speed, abrasive flow rate, abrasive properties and composite material properties. 

 

2.3.1. 2D Model Overview 

 

The model superimposed two dimensional (2D) craters resulting from individual particle 

impacts along the side of the kerf in order to produce a 2D profile of the sidewall. This approach 

is consistent with Zhou et al. [80] who hypothesized that the surface generated by an AWJ in the 

smooth cutting region is formed by the superposition of micro-dimples created by individual 

abrasive impacts. Fig. 2.6 shows the program structure as implemented in MATLAB R2014 

(Mathworks, MA, USA) and Mathcad 14 (PTC, MA, USA) mathematical software.  

In the first step (block A in Fig. 2.6), individual 2D craters were generated using the rigid-

plastic impact model of Papini and Spelt [18, 19] which assumes the impact of rigid rhomboid 

particles on a fully-plastic ductile target. This model, described in Section 2.3.2, takes as inputs 

the abrasive particle size, angularity and orientation (Section 2.3.2.2), abrasive density, impact 

angle (Section 2.3.2.4) and the target dynamic hardness, and outputs the coordinates of an impact 

crater profile. As described in Section 2.3.2.3, the impact angle includes the effect of the taper 

angle and the random component of radial velocity in the jet (Section 2.3.2.1). The program 

repeatedly generated single-particle craters until there were sufficient craters to span the kerf 

length (Fig. 2.3) when positioned consecutively adjacent to each other with no overlap (block B 

in Fig. 2.6). The kerf length was approximated as the thickness of the target material, which was 

justified by the relatively small kerf angles. This was then repeated, each time generating a 

profile of contiguous, non-overlapping craters that were then superimposed on the previous 

profile about the midline to create a multi-particle impact profile (block C in Fig. 2.6; described 

in Section 2.3.4). Successive profiles were superimposed until the model reached a constant 

steady-state surface roughness.  
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Fig. 2.6 Structure of surface roughness model. 
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2.3.2. Rigid-Plastic Model to Obtain Individual Particle Craters (Block A) 

 

A detailed description of the model used in block A of Fig. 2.6 can be found in the work 

of Papini and Spelt [18, 19]. Briefly, it assumes a non-deforming rhomboid (Fig. 2.7) ‘rigid’ 

particle impacting a fully-plastic target material which resists the indentation with an 

instantaneous contact force equal to the product of the constant dynamic hardness, pd, and the 

instantaneous contact area. The resulting equations of motion describing the particles as they 

plough or cut through the target must be integrated numerically because the contact area, and 

thus the magnitude and direction of the contact force, changes throughout the impact as the 

particles translate and rotate. The inputs are the particle velocity (Vi), size (h), angularity (A), 

orientation (𝜃), impact angle (𝛼), and the density and dynamic hardness, pd, of the target (Fig. 

2.7). The output is the coordinates of a crater resulting from a single particle impact. 

 

2.3.2.1 Particle Velocity 

 

The impact particle velocity was approximated using the model developed by Narayanan 

et al. [71]. The model was used with the inputs shown in Table 2.3. 
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Table 2.3 AWJ velocity model inputs. 

Parameter Value 

Orifice diameter (µm) 127 
Mixing tube length (mm) 27.9 
Mixing tube diameter (µm) 254 
Abrasive feed pipe length (m) 0.50 
Abrasive feed port diameter (mm) 1.52 
Water density (kg/m3) 1000 
Water viscosity (kg/m s) 0.00100 
Air density (kg/m3) 1.17 
Air viscosity (kg/m s) 1.8x10-5 
Pressure (MPa) As shown in Table 2.2 
Abrasive flow rate (g/s) 0.50 
Abrasive density (kg/m3) 4000 
Mixing chamber diameter (mm) 6.32 
Mixing chamber length (mm) 5.99 
Ambient pressure (kPa) 101 
Ambient temperature (K) 300 
Discharge coefficient 0.65 
Mean abrasive diameter (µm) 70 

 

The standoff distance of 1 mm ensured that particle deceleration was negligible since the 

core of the jet extended to the target surface [81]. The radial component of the particle velocity 

was estimated based on the work of Balz et al. [82] who showed that the radial particle velocity 

in AWJ ranges from 0-4% of the axial velocity.  

 

2.3.2.2 Particle Size, Angularity and Orientation 

 

 Similar to the particle embedment studies of Getu et al. [77], the dimensions (D, d) and 

angularity (A1, A2) of the idealized rhomboids used to model the actual particles (Fig. 2.7) were 

based on the particle size (Fig. 2.1) and aspect ratio (AR) taken from the measured distributions. 

Specification of the particle thickness was not required since the model was two-dimensional 

with particle mass, moment of inertia, and the volume of the crater expressed on a per-unit-

thickness basis.   
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Fig. 2.7 Schematic of a model particle as it plows a crater in a ductile substrate according to the 
rigid-plastic model [18, 19]. Vi - impact velocity, h - idealized rhomboid length, A1 and A2 - 
particle angularity, 𝜃 - particle orientation, 𝛼 - impact angle, D - particle length, d - particle 
width. 

 

The AR values were measured using photographs of the abrasive particles taken with the 

same microscope setup described in Section 2.2.2. The abrasive had a mean aspect ratio of 

AR=1.63 with a standard deviation of ± 0.403, which implies  

𝐴1 = 𝑡𝑎𝑛−1(𝐴𝑅) = 58° ∓ 22°   (2.5) 

𝐴2 = 90° − 𝐴1     (2.6) 

The values of A1, and as a result, A2, were randomly assigned to particles within the 

bounds of the standard deviation in equation (2.5). The orientation of the particle upon impact 

was randomly varied from 0˚- 360˚ which meant that a given particle could either impact with an 

angularity corresponding to A1 or A2, depending on which vertex was closest to the target.  

 

2.3.2.3 Impact Angle 

 

The impact angle was the vector sum of the taper angle (𝛽) (Fig. 2.5 and Fig. 2.8) and 

resultant particle impact velocity vector angle, as shown in Fig. 2.8. Measurements of the kerf 

taper angles (Table 2.2) on the trimmed edges revealed that the kerf could be modelled 
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approximately as a straight line [83], and that its slope (𝛽) depended strongly on the traverse 

speed, with a higher traverse speed leading to a shallower slope. This is consistent with the 

observations of Shanmugam and Masood [84] for AWJM in layered composites, Azmir et al. 

[85] for fiber reinforced plastics, Shanmugam et al. [86] for alumina ceramics, Hascalik et al. 

[87] for titanium alloy, and Hlavac et al. [88] for steels. The taper angle varied with the operating 

parameters, mainly the traverse speed since it affected the dose on the trimmed edge, and 

primarily controlled the particle impact angle in the analytical model.  

As mentioned in Section 2.3.2.1, the radial particle velocities were randomly assigned 

between 0 and 4% of their axial velocity, based on the results of Balz et al. [82].  

 

 

  

Fig. 2.8 Impact of an idealized rhomboid striking the kerf of the trimmed edge. The direction of 
nozzle traverse is normal to the plane of the figure.  

 

 

 



37 
 

2.3.3. Multiple Particle Impact Profile (Block B) 

 

Typical single-particle impact craters obtained from the rigid-plastic model were generally 

quite long and shallow in both target materials, as illustrated in Fig. 2.9 for the CF-epoxy. The 

model predicted the ploughing of such craters as the particle translated and rotated in contact 

with the ductile target [18, 19]. 

 

 

Fig. 2.9 Predicted single-particle impact crater on CF-epoxy substrate for a particle with 
A1=56.4˚, A2=33.6˚, ρp=4000 kg/m3, 𝛼=0.97˚, 𝜃=7.6˚, Vi=650 m/s. Note the large difference in 
depth and length scales. 

 

Fig. 2.10 illustrates the concatenation of single-impact model craters over the length of 

the kerf for the conditions of ID 8 in Table 2.2. For simplicity of notation, the same xz-

coordinates are used as in Fig. 2.3 and Fig. 2.8, even though they strictly should be rotated 

through the small angle 𝛽 in the counter-clockwise direction so that z is directed along the 

surface of the kerf.  
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Fig. 2.10 Roughness profile of 17 contiguous single-particle impact craters for the CF-epoxy 
substrate for the conditions of ID 8 in Table 2.2.  

 

2.3.4. Method to Superimpose Multiple Profiles (Block C) 

 

Two approaches to superimposing successive profiles were investigated. In the first, simple 

additive superposition of the profiles was used, under the assumption that the depth of any point 

on the profile at any given iteration would be proportional to the simple sum of the erosive 

energy incident at that point. However, as shown in Fig. 2.11, this resulted in Ra predictions that 

rapidly increased to values that were far higher than measured, and which never reached steady 

state. Such a scheme overestimates the erosion of the valleys, because, for the mostly low angle, 

glancing kerf impacts that occur during edge trimming, the peaks tend to protect the valleys, but 

this shielding effect is not simulated in the simple additive superposition model. To avoid this, an 

alternate technique for superimposing profiles was utilized which allowed peaks to be eroded, 

but valleys to be preserved unless directly exposed to an impact. The technique is analogous to 

that used by Jafar et al. [56] in the simulation of the smoothing of glass surfaces due to the edge 

chipping of peaks when impacted by particles at oblique incidence. 
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Fig. 2.11 Comparison of current method vs. additive superposition relative to iteration number 
for specimen ID 6 in Table 2.2. 

 

Multiple profiles were superimposed as illustrated in Fig. 2.12 using the second approach. 

Successive roughness profiles were aligned about the elevation of their mean lines, ML, which 

for equally spaced profile data points was given by   

𝑀𝐿 =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
              (2.7) 

where x is the depth of the data point at point i along the kerf and n is the number of data points. 
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Fig. 2.12 Method to superimpose profiles. Solid horizontal lines represent means of the profiles. 

 

The algorithm then marched along the z-axis comparing the x coordinates of the current 

(superimposed) and new (from a set of single impacts) profiles, preserving the one that was 

deeper; i.e.   

𝑥𝑚,𝑧
𝑗

= 𝑥𝑠,𝑧
𝑗

      𝑖𝑓  𝑥𝑠,𝑧
𝑗

< 𝑥𝑚,𝑧
𝑗−1            (2.8) 

𝑥𝑚,𝑧
𝑗

= 𝑥𝑚,𝑧
𝑗−1

         𝑖𝑓  𝑥𝑚,𝑧 
𝑗−1

<  𝑥𝑠,𝑧
𝑗   

where j is the iteration number, and  𝑥𝑚,𝑧 and 𝑥𝑠,𝑧 are the depths of point z for the multi-particle 

impact profile (block C in Fig. 2.6) and single particle impact profile (block B in Fig. 2.6), 

respectively. After the profiles were superimposed in this manner, the model generated a new 

unique single particle impact profile (Fig. 2.10), which was then again superimposed on the 

previous multi-impact profile. The model iterated in this manner until it reached a steady state 

surface roughness; i.e. where the difference in surface roughness between consecutive iterations 
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was less than 0.001 µm. As can be seen in Fig. 2.11, the predicted roughness using this method 

was much closer to the measured value, and reached a steady-state profile after about 10 

interations. 

 

2.3.5. 3D Model 

 

A three-dimensional (3D) roughness model was developed as an extension of the 2D model, 

except that the target now was a plane, and the craters were assumed to be conical. This allowed 

for craters to be randomly placed on a plane, as opposed to being concatenated on a line. The 

individual conical craters (Block D in Fig. 2.13) had a depth and width equal to the maximum 

depth and width predicted by the 2D single impact model (Section 2.3.3). The conical craters 

were superimposed on the plane at random impact locations (Block E in Fig. 2.13). The volume 

of the conical crater that penetrated into the virtual substrate created a permanent deformation of 

the substrate mesh (analogous to preserving the deepest point as was done for the 2D model), 

resulting in a roughened surface topology (Block F in Fig. 2.13). The dimensions of the virtual 

plane was 335 µm x 1200 µm (Block E in Fig. 2.13) and had a mesh resolution of 1 µm. The 

model continued to superimpose 3D craters until it reached a steady-state solution after 

approximately 50,000 iterations. The surface roughness of the 3D model was assessed using the 

approach of Jafar et al. [57], where 2D profiles were extracted along randomly placed lines on 

the 3D surface to yield 2D roughness profiles (Block G in Fig. 2.13). The Ra value for a given 

condition was reported as the average of 5 such randomly extracted profiles.   
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Fig. 2.13 3D surface model topology generation process. Block D shows an example of a 
generated 3D conical crater. Block E shows the superposition of the 3D conical crater on a 
segment of virtual kerf plane. Block F shows the surface topography of the virtual segment after 
50000 iterations. Block G is the 2D profile extracted from a randomly generated line along the 
kerf. 
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2.4. Results and Discussion 

 

Fig. 2.14 shows the kerf of both carbon-fiber composite substrates after trimming using the 

µAWJM. There was a relatively uniform surface texture, without striations and with minimal 

fiber pull-out, indicating a steady state cutting regime. The lack of delamination/fiber pullout 

was attributed to the use of the µAWJ nozzle, which greatly reduced the bending deformation of 

the work piece due to the small jet size. 

 

a.  

b.  

Fig. 2.14 Kerfs of composites trimmed with a µAWJ: a. CF-epoxy (ID 1 from Table 2.2) b. CF-
SMC (ID 16 from Table 2.2). Jet traversed from left to right. 
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2.4.1. Measured Dynamic Hardness  

 

Table 2.4 shows that the dynamic hardness of CF-epoxy was slightly higher than that of CF-

SMC. Dynamic hardness is often approximated as three times the tensile yield strength for 

homogeneous, isotropic materials [89]. The orthotropic properties of the CF-epoxy and CF-

SMC, caused by fiber reinforcement, made this approximation invalid, as seen by comparison 

with the tensile yield strengths of epoxy and vinyl ester resins; 80 MPa [90] and 82 MPa [91], 

respectively. This is consistent with the nano-indentation data of Qian et al. [92] on epoxy 

composites with carbon nano-tube silica fibers, and with the dynamic micro-indentation 

experiments on dental resin composites of Hirayama et al. [93].  

 

Table 2.4 Dynamic hardness measurements on the target materials. Average particle and crater 
properties and standard deviations based on 20 measurements.  

Material Radius of 

crater 

(µm) 

Radius of 

particle 

(µm) 

Volume of 

crater (µm3) 

Particle 

velocity 

(m/s) 

Dynamic 

hardness 

(MPa) 

 

CF- 
epoxy 

38.2 ± 5.9 38.2 ± 6.3 79700 436 2450 

CF-SMC 38.9 ± 7.5 38.2 ± 6.3 94300 436 2070 
 

2.4.2. Comparison of Predicted and Measured Roughness for 2D model 

 

The 2D roughness model required the superposition of approximately 15-25 roughness 

profiles to reach a steady-state value of Ra. and took 100-200 s to compute using an i7-4790k 

CPU, operating at 4.70 GHz, with 32 GB of RAM. As an example, Fig. 2.15 compares the 

measured and predicted steady-state surface roughness profiles on the CF-SMC substrate under 

the conditions of ID 10 in Table 2.2. 
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a.  

b.  

Fig. 2.15 Surface roughness profiles for CF-SMC ID 10 in Table 2.2: a. measured (Ra= 2.41 
µm), and b. predicted (Ra= 2.76 µm).  

 

 The measured profiles (for both CF-epoxy and CF-SMC) exhibited a higher frequency of 

profile feature fluctuation than did the model profile, which tended to have larger peaks and 

troughs. This difference in profile morphology can be explained by the kerf surface 

microstructure and model simplifications. The craters generated by the rigid-plastic model (Fig. 

2.9) were modelled by curve fitting a set of points that defined the shape of a single particle 

impact crater [18, 19]. As a result, the superimposed multiple impact profiles were made up of a 

series of relatively smooth curves which neglected the microtopography created by fiber pullout 

and protruding fibers [29]. Additionally, the idealized rhomboids neglected the small-scale 

roughness features of the actual particles, which would have generated additional scratches not 

resolvable in the current model. The high resolution of the profilometer revealed these small-

scale, high-frequency features of the machined kerf. Nevertheless, a Fourier analysis (FFT) of 

five representative predicted profiles showed that the dominant frequencies of the model 

remained constant regardless of the number of iterations, thus confirming that a steady state 

solution was achieved. Fig. 2.16 compares the FFT of the experimental (Fig. 2.15a) and 
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predicted (Fig. 2.15b) surface roughness profiles for ID 10 in Table 2.2. Although the 

wavelength of the predicted model for the spectral component of maximum amplitude was 

slightly higher than that measured, the predicted and measured amplitudes were similar (~3 µm). 

Moreover, the amplitudes and trends of the spectra were similar at the dominant wavelength < 20 

µm, with negligible amplitudes below 10 µm. As seen in the inset graphs of Fig. 2.16, the FFT 

for the model roughness profile showed a sharper decrease in the amplitude spectrum after the 

maximum confirming the previous observation that the experimentally measured profile 

contained higher frequencies resulting from small-scale features. As expected, the FFT of the 

predicted profile (Fig. 2.16b) did not exhibit significant high wavelength amplitudes since the 

model generated craters on a flat line, and thus produced negligible waviness.  

 

a.  

b.  

Fig. 2.16 Fourier transform of: a. experimental, and b. model surface roughness profiles 
corresponding to ID 10 in Table 2.2. The inset shows magnified component of Fourier transform 
for smaller wavelength. 
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Fig. 2.17 compares the predicted and measured maximum amplitudes extracted from the FFT 

analyses of all samples of Table 2.2 and the frequencies at which they occurred. The agreement 

between the maximum amplitudes in the model and measured spectra (Fig. 2.17) is reasonably 

good with an average difference of 14%. Figure 2.17 shows that the predicted and measured 

maximum amplitudes for ID 10 were significantly higher than the other specimens. This was 

simply because that particular condition led to a relatively low erosive potential (i.e. lowest 

abrasive velocity, highest traverse speed, and lowest dose), which, when coupled with the higher 

thickness of the CF-SMC, resulted in a kerf with a very high taper, and thus high roughness. 

 

  

Fig. 2.17 Measured and predicted: a. maximum amplitude for all specimens shown in Table 2.2. 
Error bars correspond to maximum and minimum values of three measurements for each 
experimental specimen. 

 

Profile skewness (Rsk) is a measure of asymmetry in the distribution of the heights of the 

surface profile points, while kurtosis (Rku) can be used to compare the distribution of heights of 

the profile points to a normal (Gaussian) distribution for which Rku = 3 [94]. Fig. 2.18a shows 

that the skewness values of the experimental results (Table 2.2) were close to zero, consistent 

with the work of Kovacevic et al. [95] and Kunaporn et al. [96] that found little asymmetry in the 

shapes of peaks and valleys in an AWJ surface profile; i.e. the sharpness of peaks and valleys 
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was similar. The model Rsk results were relatively close to the measured values, although they 

were usually slightly negative, indicating a model profile that had sharper valleys and more 

rounded peaks. This is consistent with the profiles of Fig. 2.15 and was a consequence of 

protruding fibers/lips and the relatively smooth curves used to generate the model profiles, as 

discussed in Section 2.4.2.  

Fig. 2.18b shows that the kurtosis values of the of the experimental and model results 

were generally quite similar and were less than 3, indicating that in both cases the distribution of 

profile points was broader than would be expected of a Gaussian distribution. The slightly 

smaller values of Rku for the measured profiles are consistent with the presence of a greater 

fraction of small-scale roughness features as mentioned above in the context of the Rsk. 

a.   

b.  
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Fig. 2.18 a. Skewness, and b. kurtosis of the experimental and model profiles in Table 2.2. Error 
bars represent the difference between the minimum and maximum values of three measurements 
for each experimental sample. 

Additionally, the rigid-plastic model did not account for the possibility of crater lip 

formation commonly associated with the oblique impact of ductile materials. However, these 

effects were minimized with the current materials, due to the high concentration of fibers in the 

relatively ductile matrix, resulting in effectively harder materials that produced smaller lips. This 

will be further discussed in Section 2.4.3.  

Fig. 2.19 compares the predicted and measured Ra values for the two target materials. 

The measured values offered a repeatability of 8% between tests on different days. The 2D 

surface roughness model agreed well with the experimental data, with a maximum error of 20% 

and an average error of 10%.  

 

 

Fig. 2.19 Experimental data, 2D model and 3D model roughness results for the experiments of 
Table 2.2. The error bars for the experimental results and the 3D model results correspond to the 
maximum and minimum surface roughness measurements on the same specimen (based on three 
and five measurements per specimen for the experimental and 3D model results, respectively).  
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2.4.3. Effect of AWJ Parameters on Roughness 

 

Based on the measured values in Table 2.2, Fig. 2.20 shows that the taper increased 

approximately linearly with increasing traverse speed, and hence decreasing dose on the kerf 

area. This is consistent with the observations of Shanmugam and Masood [84] when cutting 

layered composites, Azmir et al. [85] when AWJM aramid fiber reinforced plastics, Shanmugam 

et al. [86] when AWJM alumina ceramics and Zhoor and Nourain [60] when AWJM steel. 

  

Fig. 2.20 Measured taper angle (𝛽) as a function of the nozzle traverse speed for the two 
materials (P=211.5 MPa, SOD=1 mm, 𝑚̇𝑝=0.5 g/s).  

 

Fig. 2.21 shows the relation between Ra and taper for CF-epoxy and CF-SMC, with an 

average difference between the experimental and 2D model results of 9% and 11%, respectively. 

The results show that increases in the taper angle as small as 5˚ led to percentage increases in 

roughness as high as 27%. The model confirms this trend, with higher taper angles resulting in a 

higher component of velocity perpendicular to the surface, leading to deeper impact craters that 

tended to increase the roughness. Since taper angle and traverse speed are directly related (Fig. 

2.20), this implies that surface roughness increases with increasing traverse speed, and is 

consistent with the work of Azmir and Ahsan [37], Azmir et al. [85], Ramulu and Arola [62], 
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Unde et al. [61], Wang [2] when AWJ cutting polymer composites, and many other investigators 

when AWJ cutting metals and metal composites.  

a.  

b.  

 

Fig. 2.21 Ra vs. taper angle for a. CF-epoxy and b. CF-SMC, corresponding to the experimental 
conditions in Table 2.2. The horizontal and vertical error bars represent the maximum and 
minimum within the specimen measurements for the taper angle, and surface roughness, 
respectively. The dashed lines are the linear trend lines for the experimental and model data.  
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 Fig. 2.22 shows that roughness decreased with increasing particle velocity, which was 

primarily controlled by the pump pressure. This is consistent with the observations of previous 

researchers such as Azmir and Ahsan [37] for glass woven composites, Wang [2] for fiber-

reinforced polymer laminates [2], Azmir et al. [85] for aramid fiber reinforced plastics, Unde et 

al. [61] for carbon fiber reinforced plastics, and Ramulu and Arola [62] for graphite/epoxy 

laminates. This trend of decreased surface roughness with increased particle velocity appears to 

contradict the hypothesis used to explain the results of Fig. 2.21; i.e. that higher normal particle 

velocities result in increased crater depth, and thus increased surface roughness. However, this 

apparent contraction is resolved once it is realized that there is an interdependent relationship 

between particle velocity and taper, with higher velocities also leading to a reduced taper, which, 

as shown in Fig. 2.21, decreases the roughness. Based on the experimental data in Table 2.2 and 

Table 2.4, the taper can be approximated using an empirical model as a function of traverse 

speed (𝑈), particle velocity (𝑉𝑝) and dynamic hardness (𝑝𝑑) as 

𝛽 = −5.17 + 39.54 ∙ 𝑈 + 0.00168 ∙ 𝑉𝑝 + 0.00348 ∙ 𝑝𝑑 − 0.01976 ∙ 𝑈 ∙ 𝑉𝑝 − 0.01092 ∙ 𝑈 ∙ 𝑝𝑑  (2.9) 

with 𝑅2= 0.89 between experimental and empirical model results, and a correlation of 𝑅2= 0.95 

and 𝑅2= 0.90 for CF-epoxy and CF-SMC, respectively, when considering Vp and U. Since 

increasing the abrasive particle velocity in the model for a given constant taper was found to 

increase the surface roughness due to the generation of larger craters, it is likely that the reduced 

roughness in Fig. 2.22 mostly resulted from the decreased taper brought on by the higher 

velocity and specific doses, rather than the impact velocity itself. Equation (2.9) shows that 

increases in dynamic hardness will result in a decreased taper angle. However, this trend is 

bounded by a threshold traverse speed (𝑈), 𝑈𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.1825 cm/s (i.e. 

0.1825=0.00348/0.01092), which is an impractically small traverse speed for the given materials.  
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Fig. 2.22 Predicted (2D model) and measured Ra as a function of predicted average particle 
velocity. Experimental values correspond to ID numbers: 1, 4, 7, 10, 13 and 16 in Table 2.2. 
Error bars show the standard deviation within each value based on three measurements.  

 

The interdependent relationship between abrasive velocity, specific dose (equation (2.2)) 

and taper angle is shown by the surface plots in Fig. 2.23. Although there are some fluctuations 

due to inconsistent abrasive flowrate and pump pressure, the general trends show an increase in 

kerf taper (and hence impact angle) with decreases in dose and abrasive velocity.  
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a.    

b.  

Fig. 2.23 Contour plots relating kerf projected dose, particle velocity and taper angle for a. CF-
epoxy, and b. CF-SMC. 

 

Fig. 2.24 shows that surface roughness decreased with increasing material dynamic 

hardness. This is expected since a larger dynamic hardness resists indentation more, resulting in 
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smaller craters. Although not directly presented, the same trend can be inferred by analysis of the 

roughness data presented by Akkurt et al., for AWJM cuts at a traverse speed of 20 mm/min in 

pure aluminum, Al 6061, Brass 353, AISI 1030 and 304 SS [97], assuming that the dynamic 

hardness and yield strength are directly related. Zeng [67] developed a semi-empirical model for 

determining a material’s AWJ machinability value; i.e. its propensity to erode. If Zeng’s [67] 

machinability index is calculated for the materials in Akkurt et al. [97], the results indicate that 

the surface roughness decreases with decreasing machinability index. This supports the trend of 

increasing surface roughness with decreasing dynamic hardness (Fig. 2.24), the latter being 

inversely proportional to the extent of particle erosion. This implies that dynamic hardness can 

also be used to assess a material’s AWJ machinability.  

 

 

Fig. 2.24 Ra as a function of target dynamic hardness (based on the average Ra for all test cases 
for CF-epoxy and CF-SMC, respectively). Predicted results are from 2D roughness model. 
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2.4.4. Sensitivity Analysis 

 

A sensitivity analysis was conducted using the 2D surface roughness model in order to 

determine the relative influence of the model inputs (block A, Fig. 2.6). In other words, each 

parameter in Table 2.5 was individually varied, keeping the remaining variables constant at the 

baseline level 2.  

 

Table 2.5 Model input parameters for sensitivity analysis. 

Parameter Level 1 Level 2 Level 3 

Particle velocity (m/s) 200 400 800 
Particle size (µm) 50 100 200 
Angularity (˚) 22.5 45 77.5 
Particle density (kg/m3) 1000 2000 4000 
Impact angle (˚) 22.5 45 77.5 
Dynamic hardness (MPa) 1000 2000 4000 

 

 

Fig. 2.25 Sensitivity analysis for the surface roughness input factors with input parameters 
corresponding to Table 2.5. 
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Fig. 2.25 shows that particle size and particle velocity had the most significant effect on 

surface roughness, followed by particle density, impact angle and angularity. The results of the 

sensitivity analysis show that particle velocity (viz. pressure) has a larger effect on surface 

roughness than impact angle (viz. taper), which has been unresolvable from experimental testing 

due to the interdependent relationship between pressure and traverse speed on AWJ cuts/trims. 

The result of the sensitivity analysis also shows that surface roughness is more dependent on the 

kinematics of the particle such as size and momentum, than the incident conditions. It was 

expected that particle angularity would have the least significant effect considering the symmetry 

of the idealized rhomboid particle and that the orientation of the particle was randomized. Lastly, 

dynamic hardness is shown to have the third largest difference on surface roughness, after size 

and velocity.  

 

2.4.5. 3D Model Results 

 

Fig. 2.26 compares a profilometer surface scan of specimen ID 1 in Table 2.2 to its replicated 

surface using the 3D model, and one of the randomly extracted 2D profiles. A steady-state 

solution of the 3D model required approximately 50,000 iterations for a virtual plane size of 335 

µm x 1200 µm, and required approximately 8 hours to complete using the computer 

specifications described in Section 2.4.2. The surface roughness predictions of the 3D model had 

an average error of 16%, which typically overestimated the experimental measurements when 

tested for all conditions shown in Table 2.2.  
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a.  b. 

b.  

Fig. 2.26 3D surface topography and 2D extracted profiles for ID No. 1 in Table 2.2 for: a. 
experimental measurement, and b. 3D model results. 

 

Qualitatively, the 3D surface roughness model and the experimental surfaces were similar, 

consisting of small indentations and peaks; however, idealized perfectly circular craters are 

visible in the 3D surface roughness model. When comparing the extracted 2D profiles of the 3D 

model surface (Fig. 2.26), experimental (Fig. 2.15a), and 2D model profiles (Fig. 2.15b), the 3D 

model more closely resembles that of the experimental profiles. This can be attributed to the 

differences in superposition, where the 3D model surface generation process more closely 

represents the stochastic impacts associated with the single particle erosion action occurring 

during AWJM, unlike the 2D model, which concatenated crater profiles along a line. 

Additionally, the low-frequency and wider craters observed in the experimental profile can be 

attributed to alternative mechanisms of material removal, such as fiber roll-out/pull-out, which 

were included in the model. Despite the advantages of the 3D model, i.e. the ability to randomly 
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place craters on a plane, the 2D model roughness predictions were closer to the measured. The 

assumed conical craters apparently did not sufficiently capture the irregularities in crater shape 

that arose due to the varying particle trajectories as they ploughed and cut the substrate.  

 

2.4.6. Limitations 

 

The current model is limited in its ability to treat highly ductile/fibrous composite substrates 

that are prone to produce large lips during single particle erosion. For example, a third composite 

was modeled: polypropylene with 30% by wt. randomly oriented long glass fiber (PPLGF) (Fig. 

2.28). Compared to CF-epoxy and CF-SMC, the PPLGF composite had a relatively high 

thermoplastic resin content, with fiber and matrix properties resulting in increased ductility and 

reduced hardness. As shown in Fig. 2.27, specimens for two typical test cases showed that the 

model consistently underestimated the measured roughness, because the rigid-plastic model used 

to predict the craters could not account for the extensive protruding lips and fibrous nature of the 

composite (Fig. 2.28). The effect of such protruding material was negligible in the CF-epoxy and 

CF-SMC samples.  
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Fig. 2.27 Experimental vs. model results for two test cases of the PPLG composite machined 
using 75 µm garnet at 𝑚̇𝑎= 0.5 with  A1=32˚ ± 22˚, A2=58˚ ± 22˚. Test 1:  P= 242 MPa, Vp= 589 
m/s, U= 0.0042 m/s, 𝛽 = 2.08. Test 2: P= 195 MPa, Vp= 524 m/s, U= 0.0033 m/s, 𝛽=1.83 ˚.   

 

 

Fig. 2.28 Comparison of oblique scanning electron micrographs of the µAWJ cut surfaces for the 
three composite substrates.  

 

 A second limitation of the model is the required knowledge of the kerf taper in order to solve 

for the local particle impact angle. In the present case, this was obtained from an empirical 

relation based on experimental measurements under different process conditions. The model did 

also not take into consideration the damage of the water, which could affect the surface topology. 

  

 



61 
 

2.5. Summary 

 

Two and three-dimensional models were developed for predicting the tapered kerf surface 

roughness when trimming two types of composites. Both models superimposed crater profiles 

inferred from a rigid-plastic single impact model. The predicted surface roughness values were 

compared to measured profiles from trimming operations performed over a wide variety of 

operating conditions. The 2D and 3D models were found to predict the steady-state surface 

roughness with average errors of 10% and 16%, respectively.  

Increases in particle velocity were found to decrease the surface roughness because the 

associated increase in jet energy reduced the kerf taper, resulting in more oblique impacts that 

tended to erode the profile peaks. Similarly, increases in taper were associated with increases in 

surface roughness due to the increase of the local particle impact angle. Decreases in material 

dynamic hardness resulted in larger individual impact craters, and ultimately a higher roughness. 

An empirical taper model was developed to relate particle velocity, traverse speed and substrate 

dynamic hardness, and it was found that increases in particle velocity and particle specific dose 

resulted in an increased taper, whilst an increase in dynamic hardness resulted in a decreased 

taper. A sensitivity analysis revealed that surface roughness was affected by the particle size and 

velocity, more than the particle impact angle, and by the target dynamic hardness. 

The model and experimental trends correlated well with the existing literature. Because the 

model is based on fundamental erosion principles, it is likely to find application for other classes 

of materials that operate in the ductile erosion regime, and for other AWJM operations. It is also 

possible that the model can be used for other manufacturing processes involving particle erosion 

such as air-based abrasive jet micromachining, and abrasive slurry jet micromachining. 

Surface roughness is an important metric when quantifying AWJ cut quality in composite 

substrates, however delamination is also commonly generated during piercing and cutting 

AWJM processes. Chapter 3 will model the delamination processes that result from the hydraulic 

shock generated during liquid jet impact during the AWJ piercing process.  
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Chapter 3 Modelling of Delamination due to Hydraulic Shock when Piercing 

Anisotropic Carbon-Fiber Laminates using an Abrasive Waterjet 
 

This chapter is based on the following published paper: 

J. Schwartzentruber, J.K. Spelt, M. Papini. “Modelling of delamination due to hydraulic shock 
when piercing anisotropic carbon-fiber laminates using an abrasive waterjet”, International Journal 

of Machine Tools and Manufacture, vol. 132, pp. 81-95, 2018 

 

3.1. Introduction 

 

AWJ delamination damage in composite materials is a two-step process: i. damage initiation, 

and ii. crack propagation via hydrodynamic pressurization [44, 45]. Shanmugam et al. [45], 

Wang [2], and Hashish [98] have partially attributed the fracture initiation in composite materials 

to hydraulic shock during AWJ piercing operations. Although previous studies have been mostly 

qualitative, with little work regarding the underlying mechanisms, it is generally agreed that 

crack initiation and propagation is most likely to occur at the resin-rich interface between 

laminate plies [29]. Ho-Cheng [44] has modelled delamination due to hydrodynamic 

pressurization during the AWJ drilling process using a LEFM approach, but models of initiation 

do not yet exist.   

During AWJM, a high-velocity liquid jet forms a vacuum in the mixing chamber, thus 

entraining abrasive particles into the fluid jet. However, at startup the jet making the initial 

impact in most water-jet systems does not yet contain particles, and so it has little or no cutting 

action. The initial impact of this pure water jet in operations such as piercing generates high 

transient pressures [99, 100] that can lead to substrate damage [73, 101-105]. The most 

commonly used approximation of the impact hydraulic pressure, 𝑝𝑖 is [100]   

𝑝𝑖 =  𝜌𝑐𝑣     (3.1) 

where 𝜌 and 𝑣 are the fluid density and velocity, respectively, and 𝑐 is the speed -of -sound in  

the fluid.  
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Hydraulic shock [99, 100, 106-109] and the hydrodynamics of a pure liquid jet impact [103, 

110-117] on isotropic targets have been studied in detail, and found to result in a symmetric 

pressure distribution on the target. However, since admittance, i.e. deformation of the target due 

to the hydraulic shock loading, affects the magnitude of the impact pressure [107-109], the 

anisotropic response of the composite under shock loading is expected to result in an 

asymmetrical displacement field and thus pressure distribution. Very few studies exist of the 

interaction of high-pressure AWJs with anisotropic composite laminates. Zhang and Li [103] 

described AWJ impact based on previous literature, but they provided no experimental or 

modelling evidence for their conclusions.  

 Fig. 3.1 describes the AWJ impact process on a composite. Upon impact, the fluid is arrested 

almost instantaneously [117], and a release wave that propagates radially at the acoustic wave 

speed is formed [108]. At the point of initial contact, the periphery of the jet expands faster than 

the release wave [108], thus forming a shock front inside the jet. The water between the substrate 

and shock front is continually compressed [100, 107, 108] as subsequent ‘layers’ of arriving fluid 

are decelerated through the front [99]. The compressed fluid begins to be released as the shock 

front detaches from the substrate as a contact angle 𝛽, which grows until a critical value 𝛽𝑐 is 

reached (Fig. 3.1), and the expanding shock front surpasses the jet contact periphery. At this 

point, lateral jetting [108] of the compressed liquid occurs, accompanied by a reduction in 

pressure [107-109]. Once abrasive particles are entrained into the jet, material removal begins, 

and the pressure reduces to its quasi-steady state stagnation value [103, 110].  

 
 

 

Fig. 3.1 Schematic impact process of AWJ piercing on laminates. 
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The rapid energy transfer between the waterjet and laminate resulting from the hydraulic 

shock generates localized deformation and longitudinal, shear, Rayleigh, and Stoneleigh stress 

waves that travel at different velocities depending on their direction [118, 119] within the 

anisotropic laminate [120, 121]. For example, carbon-fiber epoxies have acoustic velocities of 

10.8 and 3.04 km/s in the longitudinal and transverse directions, respectively [122]. 

Consequently, the wave patterns in such anisotropic materials are very complex, comprising of 

multi-modal wave frequencies travelling in various directions at different velocities [120]. Upon 

impact, the elastic waves emanate with a compression front, followed by a tensile relief wave 

[120] which results in the initiation of damage [121]. Brunton [123] observed that the shape of 

impact damage in PMMA was velocity dependent and that the damage zone transitioned from 

ring fracture to an annular depression of plastic deformation at impact velocities greater than 450 

m/s. As abrasive is subsequently entrained in the jet and material is removed, and the initiated 

cracks are exposed and subjected to hydrodynamic pressurization leading to crack propagation 

[44, 45].  

The small spatial and temporal scales of jet impact have motivated the use of hydrocodes and 

numerical simulations to study the strains and stresses involved. All previous numerical work 

focused on the impact on isotropic materials. For example, Bourne performed two-dimensional 

simulations of water jets impacting poly-methyl methacrylate (PMMA) [114] and water [124] 

using the EDEN hydrocode. Hsu et al. [110] generated a three-dimensional fluid-structure 

interaction (FSI) model of a water jet impacting PMMA using ABAQUS. Both authors reported 

hydraulic impact pressures that were in good agreement with the Cook [100] one-dimensional 

impact model (Eq. 1) and determined the equivalent stresses induced in the material. However, 

the investigators employed explicit formulations which do not account for waterjet drag effects 

such as ablation as the jet travels through ambient air [115]. Furthermore, in the model of Hsu et 

al. [110], the liquid slug was modelled using a hemispherical front, but in reality the jet front is 

slightly flattened due to aerodynamic ablation [112, 125], following a 1/7th power law shape 

[126]. Since it has been shown that the coherence, shape, and size of the jet plays a significant 

role in the shock loading [127], such formulations may yield inaccurate results. 

Out-of-plane interlaminar stresses 𝜎𝑧, 𝜏𝑥𝑧, and 𝜏𝑦𝑧 (relative to the coordinate system in Fig. 

3.2) are responsible for the interlaminar crack generation [128]. Delamination of interlaminar 
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interfaces under impact is a complex phenomenon and has been attributed to several mechanisms 

such as the spatial distribution, amplitude and duration of stress waves, and the delamination 

strength of the interlayers [129]. Gorham and Field [121] found that large shear stresses along 

the resin-rich interfacial layer of composites arise from the normal incidence of the high-

intensity compressive pulse associated with liquid impact. Johnson [130] has shown that a 

compressive pulse develops hoop stresses parallel to the propagating wave front and tensile 

stresses normal to the wave tail, which act along the interface to promote ply separation [121]. 

Wilkinson and Reynolds [131] have shown that impact energy is radiated in the form of shear 

waves propagating along an interface which can promote debonding [121]. Interlaminar spall 

fractures have been observed in glass-fiber composites after liquid jet impact [121].  

In summary, the majority of liquid jet impact studies have been highly theoretical/analytical 

with little work using higher order numerical modelling approaches. They focus on the high-

pressure phenomena within the liquid jet, rather than the material response to it. Of the studies 

that conducted numerical modelling, most are two-dimensional, and none consider prediction of 

the initiation of damage in anisotropic materials. For anisotropic materials, the dependence of 

contact angle on the anisotropic deflection of the substrate requires the development a three-

dimensional FSI model. The present research paper investigated the interaction of AWJs and 

subsequent initiation of delamination in a carbon-fiber/epoxy (CF-epoxy) symmetric laminate 

using a three-dimensional FSI model that implements cohesive zone modelling (CZM). The 

model was restricted to the prediction of damage initiation due to the initial jet impact on the 

uneroded target, and did not consider crack propagation due to hydrodynamic pressurization or 

the bending of the bottom plies as the jet approached the break-through of the laminate. The 

numerical results are compared to delamination measurements made on pierced specimens using 

micro-tomography.  

 

3.2. Experiments 

 

AWJ piercing experiments were performed on a CF-epoxy laminate with the aim of 

identifying the mechanisms of delamination as a function of operating pressure and nozzle size. 
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Delamination was measured using 3D x-ray micro-tomography and compared with the FSI 

model predictions. 

 

3.2.1. Piercing experiments 

 

A continuous carbon fiber (60% by wt.)/epoxy, laminate made of 6 uni-directional plies in 

the stacking sequence shown in Fig. 3.2 was used in the experiments and having the properties 

given in Table 3.1. The mode II critical fracture energy (𝐺𝐼𝐼𝑐) was not provided by the 

manufacturer, and thus approximated based on fracture data of Fernlund et al. [132] for a similar 

toughened epoxy, where 𝐺𝐼𝑐 = 215 J/m2 and 𝐺𝐼𝐼𝑐 = 580 J/m2. It was assumed that difference 

between 𝐺𝐼𝐼𝑐 of the composite provided by the manufacturer, and that of Fernlund et al. [132] 

was equal to the difference between their 𝐺𝐼𝑐 values (i.e. 𝐺𝐼𝐼𝑐 = 580 – (215-137) = 502 J/m2 for 

the present epoxy). Also following [13], the fracture envelope (i.e. the criterion for mixed-mode 

fracture) was assumed to follow the relation 𝐺𝐼

𝐺𝐼𝑐
+

𝐺𝐼𝐼

𝐺𝐼𝐼𝑐
= 1 for toughened epoxy resins [133, 

134]. The 0˚ fiber orientation angles were aligned with the x-axis Fig. 3.2. 

 

Table 3.1 Composite material properties as provided by the manufacturer. Moduli and Poission’s 
ratio correspond to properties of a single ply. Tensile strength and tensile modulus corresponded 
to properties of the composite stack.  

Property Value 

Matrix Epoxy 
Reinforcement Continuous carbon fiber 
Fiber weight fraction (𝑊𝑓) 0.6 
Fiber orientation Uni-directional 
Total thickness (t) (mm) 1.2 ± 0.017 
Specific Gravity 1.53 (ASTM D792 [135]) 
Tensile Strength (MPa) 1277 (ASTM D3039 [136]) 
Tensile Modulus (GPa) 122 (ASTM D3039 [136]) 
𝐸11 (GPa) 117 
𝐸22 = 𝐸33 (GPa) 8 
𝐺12 = 𝐺13 (GPa) 5.1 
𝐺23 (GPa) 3.74 
𝑣12 = 𝑣13 0.31 
𝑣23 0.44 
𝐺𝐼𝑐 = 𝐺𝑐,𝑛 (J/m2) 137 
𝐺𝐼𝐼𝑐 = 𝐺𝑐,𝑡 ( J/m2) 502 
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An OMAX 2626 Jet Machining Center (OMAX Corp. Kent, WA, USA) was used to 

perform the experiments. The AWJ pierces were performed with the jet in air (i.e. unsubmerged), 

at a stand-off distance (SOD) of 1 mm. 

Table 3.2 shows the operating pressures and nozzle sizes used in the piercing 

experiments. The AWJ power, 𝑃𝑜 (W), of Table 3.2 was calculated using [3] 

𝑃𝑜 = 𝑃 ×
𝑄

60
      (3.2) 

where 𝑃 (MPa) is the pump pressure, and 𝑄 (L/min) is the mass flow rate. The mass flow rate 

was approximated using Bernoulli’s equation [3]  

𝑄 =  𝐶𝑑𝐴𝑜√2𝑃/𝜌     (3.3) 

where 𝐶𝑑 is the discharge coefficient of the orifice, and 𝐴𝑜 is the orifice area. The discharge 

coefficient was approximated by [137] 

𝐶𝑑 = 0.785 − 0.00014𝑃 − 0.197𝑑    (3.4) 

where 𝑑 is the diameter of the orifice in mm. The pump pressure dictates the velocity of the 

waterjet, which governs the magnitude of the hydraulic shock as seen in equation (3.1). 

Equations (3.2) – (3.3) show that the size of orifice contributes to the power of the jet, and thus 

its impact energy.  

   Based on video recordings (240 fps) of the jet at 150 MPa using the 254 m nozzle, the 

measured piercing duration (less than about 0.1 s) was much smaller than the time required to 

develop adequate abrasive entrainment (~2 s). Therefore, a water-only jet was used in all the 

experiments. The time between the pneumatic valve opening and closing during the piercing 

experiments was 5 s. The waterjet velocities and vena-contracta of the orifice inlet were 

estimated using the 1-D CFD model developed by Narayanan et al. [71], which has been shown 

to predict axial flow velocities exiting an AWJ nozzle within 5%.  
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Table 3.2 Experimental conditions for the piercing experiments. 

 

Specimen 

Pump 

pressure 

[MPa] 

Mixing 

tube size 

[µm] 

Exit water 

velocity [m/s] 

Orifice 

dia. [µm] 

Jet diam. 

[µm] 

AWJ 

power 

[kW] 

1 150 254 536 127 108 1.02 
2 200 254 618 127 108 1.58 
3 250 254 685 127 108 2.19 
4 150 381 536 178 151 4.07 
5 200 381 618 178 151 6.26 
6 250 381 685 178 151 8.68 

 

The samples were cut into 20 mm x 20 mm square pieces from a 0.75 x 0.5 m CF-epoxy 

sheet using the AWJ. These dimensions were dictated by the size of microCT scanner (Section 

2.2). The surfaces were dried prior to piercing to remove any water films [138]. One specimen 

was used for each of the six conditions. 

 

3.2.2. Quantification of impact delamination 

 

The laminate pierces were analyzed using 3D x-ray micro-tomography (Skyscan 1172, 

Bruker Corp., Billerica, MA, USA) with a 0.5 µm resolution. The raw data from the CT scans 

were analyzed using NRecon (version 1.6.5.0, Bruker Corp., Billerica, MA, USA) and open-

source image analysis software, ImageJ. Due to the variation in the longitudinal and transverse 

elastic moduli of the CF-epoxy laminate, the delamination generated an elliptical damage zone in 

the xy-plane as illustrated in Fig. 3.2, which is typical of bi-directional laminate impacts [121, 

139].  

Since the focus of the present work was the damage created by the initial impact of the jet, 

only the delamination cracks in the vicinity of the top ply were measured in the longitudinal (𝐿𝐷) 
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and transverse directions (𝑇𝐷), parallel to the ellipse major and minor axes, respectively. Due to 

the variation in nozzle size, the elliptical damage area (𝐷𝑎) was calculated by subtracting the 

circular area of the pierced hole of radius 𝑅𝐻 from the elliptical damage zone, and defined as, 

 

𝐷𝑎 = 𝜋𝐿𝐷𝑇𝐷 − 𝜋𝑅𝐻
2      (3.5) 

 

 

 

Fig. 3.2 Cross-sections of pierced laminate taken through the major and minor axes of the 
elliptical damage zone. 0 plies had C-fibers that were parallel to the x-axis. 

 

Large cracks were also observed in the bottom plies, but these were attributed to ply bending 

as the jet entered the final stages of piercing the laminate [44, 45]. Hence, bottom ply damage 

was assumed to be unaffected by the initial stages of the jet impact and was not considered in the 

present analyses. 

 

3.3. Modelling 
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3.3.1. Impact delamination 

 

3.3.1.1 Model overview 

 

A fluid-structure interaction (FSI) model was developed using a 2-way finite-element 

model (FEM)/computational fluid dynamics (CFD) coupled analysis in ANSYS 15 (ANSYS 

Inc., Cecil Township, PA, USA). The structural and fluid domains and their respective boundary 

conditions are shown in Fig. 3.3. For each time-step of the analyses, the forces from the CFD 

model were shared with the structural FEM domain, and acted as the applied loading. The 

displacements were then calculated in the structural model and transferred back to the CFD 

model, resulting in an altered mesh for the following time-step. The impact time varied with the 

jet pressure (Table 3.2), so the simulation times were set to 2.5 µs, 2.25 µs, and 2 µs, for the 150, 

200 and 250 MPa cases, respectively. A general guideline for shock simulations is to ensure that 

the control volume diameter is at least 5-6 times the characteristic length (orifice radius in this 

case) in order to observe the effects of the initial wave propagation prior to the interference of 

rebounding waves from free and boundary surfaces [120]. Thus, a quartered cylindrical control 

volume was used with a radius of 2 mm.  
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Fig. 3.3 CFD and structural control volumes used in the FSI model. 

 

3.3.1.2 CFD model 

 

Previous simulations have considered the waterjet as a two-phase flow of water with 

entrained particles [140]. In the present work, the fluid domain did not contain abrasive particles 

because, as explained in Section 3.1, they are absent during the generation of the shock wave that 

causes the initial damage. Although previous authors have successfully modelled AWJ flow 

exiting the nozzle using axi-symmetric simulations [140], the anisotropic behavior of the target 

composite material required the use of a three-dimensional model. Therefore, the CFD flow 

domain was quartered using symmetry boundary conditions. This methodology is valid 

considering the composite had a symmetric layup, resulting in symmetrical stress distributions in 

the longitudinal and transverse directions. The waterjet flow domain was solved using ANSYS 

Fluent 15.0 (Ansys Inc., Cecil Township, PA, USA). A multiphase, transient, volume-of-fluid 
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(VOF), k- shear-stress transport turbulence model was used for the waterjet surrounded by air 

[108, 141]. The transient simulation used a 2 ns time step, which has been shown to be adequate 

to capture the hydraulic shock action [114]. 

The boundary conditions and flow domain of the CFD follow that of Lui et al. [140], with 

a slip wall adjacent to the velocity inlet and pressure inlets at the domain outflows. The shared 

wall of the structural/fluid domain was set as a stationary wall, but specified with a dynamic 

(deformable) mesh to account for substrate deformations occurring during impact. The waterjet 

velocities for the inlet boundary condition were estimated using the 1-D CFD model developed 

by Narayanan et al. [71], based on the mixing tube exit, rather than the orifice, to account for 

momentum considerations when accelerating the air inside the mixing tube during initial firing 

of the jet. The diameter of the inlet was based on the vena contracta of the waterjet nozzle 

orifices (Table 3.2), rather than the diameter of the mixing tube and was approximated based on 

the work of Corey et al. [142]. Basing the inlet diameter on the mixing tube diameter would lead 

to unrealistic mass flow rates for the nozzles. The fluid velocity distribution profile of the inlet 

boundary was modeled using a 1/7th power law function via user defined sub-routines, based on 

the work of Wang et al. [126]. The CFD mesh was refined locally in the region from the inlet 

boundary to the substrate impact zone (1 mm standoff distance, Fig. 3.3) in order resolve the 

large pressure gradients associated with high-speed liquid jets. The meshes for the 254 and 381 

µm nozzles consisted of 1.65x106 and 1.925x106 tetrahedral elements, respectively, with a 

convergence residual of 10-4, which was found to be appropriate in other CFD models of 

impinging jets [44]. A grid convergence index (𝐺𝐶𝐼 = 0.048) was calculated over three mesh 

sizes (1.5x106, 1.0x106, and 6.7x105), and based on the maximum water hammer pressures for 

specimen 1 in Table 3.2. The convergence study showed that the results were independent of the 

element size, with tetrahedral elements producing the highest quality mesh compared to other 

methods for the given geometry. 

Following the AWJ modeling work of Liu et al. [140], and Li et al. [99] for compressibility 

of liquid drop impact (LDI), a multi-phase VOF model was used. The VOF model is capable of 

simulating free surface jet flows between various types of fluids, both liquid and gas [141], 

where air and water were treated as the primary and secondary phases, respectively. The density 
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(𝜌) and viscosity (𝜇) of the mixture are expressed as phase properties of the liquid volume 

fraction (𝛼1), which is the quotient of liquid volume over the total volume of the cell [99].  

    𝜌 = 𝜌𝐺(1 − 𝛼𝐿) + 𝜌𝐿𝛼𝐿    (3.6) 

     𝜇 = 𝜇𝐺(1 − 𝛼𝐿) + 𝜇𝐿𝛼𝐿    (3.7) 

The subscripts G and L represent the gas and liquid phases, respectively. The VOF 

gradient between the water and air interface was calculated using a higher-order compressive 

scheme (i.e. the compressive interface capturing scheme for arbitrary meshes - CICSAM [143]), 

consistent with the approach of Li et al. [99] for high-speed liquid drop impact. 

Similar to the AWJ models of Liu et al. [140], the standard 𝑘-𝜀 turbulence model 

constants (Table 3.3) were taken from Launder and Spaulding [144]. The compressibility of the 

liquid jet upon impact was solved via the Tait equation using the parameters shown in Table 3.3. 

Such a model has been shown to be appropriate for calculating the release waves in high pressure 

(<2.5 GPa) water [99]. 

 

Table 3.3. Standard 𝑘-𝜖 turbulence model [144] and Tait equation parameters [99]. 

Model Parameters Values 

Standard 𝑘-𝜖 
turbulence 
model 

Constants  𝐶1𝜖 = 1.44 
𝐶2𝜖 = 1.92 
𝐶𝜇 = 0.09 

Turbulent Prandtl 
numbers 

𝜎𝑘 = 1 
𝜎𝜖 = 1.3 

Tait equation Reference pressure 𝑝𝑜 = 101.3 kPa  
Reference density 𝜌𝑜 = 1000 𝑘𝑔

𝑚3 
Reference bulk 
modulus 

𝐾𝑜 = 2.2 GPa 

Density exponent 𝑛 = 7.15 
 

Heymann [107] postulated that the speed of sound is not constant during impact, but a 

function of the pressure. Thus, the speed of sound function and equation of state were 

implemented into the model via subroutines in order to stabilize the solution during compression. 

The speed of sound (𝐶) needed for pressure correction was defined as [99],  
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𝑐 = √
𝑑𝑝

𝑑𝜌
= √

𝐾𝑜

𝜌
     (3.8)  

 

3.3.1.3 CFD model validation 

 

The CFD modelling approach was validated by comparing with the work of Bourne et al. 

[145], who recorded the jet impact pressures on a PMMA substrate using a piezoelectric sensor 

[146]. The CFD domain used in the present paper replicated the experimental geometry of 

Bourne et al. [145] with the exception that SOD=1 mm was used, whereas it was 15 mm in 

Bourne et al. [145]. Nevertheless, another work of Bourne [124] modelled the same experimental 

results under a reduced SOD and obtained similar results. The inlet boundary diameter of the 

model was based on the vena-contracta diameter of the jet exiting a nozzle and was 

approximated using the work of [142] as 

𝑑𝑗 ≈ 𝑑√𝐶𝑑      (3.9) 

where 𝑑𝑗 = 1.07 mm was the vena-contracta diameter of the jet, and 𝐶𝑑 = 0.45 was approximated 

by Hashish [137]. Bourne et al. [145] only provided waterjet velocity, thus, the operating 

pressure required by equation (3.4) was approximated using Bernoulli’s equation which has been 

shown to be in good agreement with the waterjet velocity exiting the orifice [79].  

Fig. 3.4 shows that the measured [49] and CFD predicted pressures are in good 

agreement, and the model is capable of accurately predicting the water hammer brought on by 

the liquid jet impact. Although the model used for validation is different than that used in the 

composite modeling of the present work, this result nevertheless lends confidence to the validity 

of the modeling approach. 
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Fig. 3.4 Measured [145] and CFD predicted maximum impact pressure across the jet/substrate 
contact surface with respect to time. 

 

3.3.1.4 Structural FEM 

 

The structural simulation was conducted using ANSYS 15.0 Workbench (Ansys Inc., Cecil 

Township, PA, USA). The structural volume consisted of layered SOLID186 elements, a 20 node 

brick element typically used for 3D simulations using contact boundary conditions, using a 

reduced brick integration scheme, and meshed adaptively with a maximum element size of 25 µm 

[147]. A convergence study showed that the results were independent of the element size. The 

orthotropic properties of the CF-epoxy lamina were based on the manufacturer provided 

specifications (Table 3.1). The CZM was implemented through the ANSYS “pure penalty 

formulation” using zero-thickness, 3D, surface-to-surface, pair-based contact elements 

(CONTA174 and TARGE170). A fracture-based debonding model was used to predict 

interlaminar crack propagation across the CZM contact elements. The contact elements were 

subject to interlaminar normal (𝜎𝑧), and shear stresses (𝜏𝑥𝑧 and 𝜏𝑦𝑧), representing mode I, II and 

III crack propagation stresses, respectively [128]. The cohesive elements used a bi-linear, mixed-

mode, traction separation law, with the normal ( 𝜎𝑛 ) and tangential ( 𝜎𝑡 ) cohesive tractions 

expressed as [147], 

𝜎𝑛 = 𝐾𝑛𝛿𝑛(1 − 𝐷𝑚)    (3.10) 
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𝜎𝑡 = 𝐾𝑡𝛿𝑡(1 − 𝐷𝑚)    (3.11) 

 

where 𝐾𝑛 and 𝐾𝑡 are the normal and tangential stiffness, 𝛿𝑛 and 𝛿𝑡 are the normal and tangential 

displacements, and 𝐷𝑚 is the damage parameter associated with the CZM [147]. The contribution 

of the normal and tangential displacements on the interface separation were resolved by a non-

dimensional effective displacement (𝜆) parameter [147]: 

 

𝜆 = √(
𝛿𝑛

𝛿𝑛
𝑐 )

2

+ 𝛽𝑑
2 (

𝛿𝑡

𝛿𝑡
𝑐)

2

   (3.12) 

 

where 𝛿𝑛
𝑐 and 𝛿𝑡

𝑐 are the normal and tangential displacements at the onset of debonding, and 𝛽𝑑 is 

a non-dimensional parameter set to 1 which enabled tangential slip of the contact elements under 

normal compressive stress.  

The bi-linear CZM assumed that the normal (mode I) and tangential (mode II) contact 

stresses increased linearly to a maximum value (𝜎𝑐,(𝑛,𝑡) ), upon which damage was initiated. 

Beyond these critical stresses, the cohesive stress decreased until it reached a critical separation 

distance (𝛿𝑐,(𝑛,𝑡)). At this point, the cohesive stress vanished and debonding occurred. The area 

under the traction-separation curve (Fig. 3.5) was set equal to the critical strain-energy release rate 

( 𝐺𝑐,(𝑛,𝑡)). The fracture envelope in the FE model was defined using a the widely-used criterion 

[147], 

 

(
𝐺𝑛

𝐺𝑐𝑛
)

2

+  (
𝐺𝑡

𝐺𝑐𝑡
)

2

= 1     (3.13) 

 

where 𝐺𝑛  and 𝐺𝑡  are the normal and tangential fracture energies. The normal and normal and 

tangential fracture energies were calculated via 

 

𝐺𝑛,𝑡 = ∫ 𝑃𝑛,𝑡𝑑𝑢𝑛,𝑡    (3.14) 

 

where 𝑃𝑛,𝑡  is the normal or tangential contact stress and 𝑑𝑢𝑛,𝑡  is the change in the 

normal/tangential contact gap. 
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Fig. 3.5 Mixed-mode bi-linear, traction-separation relationship for cohesive elements [148]. 

 

The maximum normal (𝜎𝑐,𝑛 = 45 MPa) and tangential (𝜎𝑐,𝑡 = 60 MPa) contact stresses were 

an average approximation based on literature survey of ten CZM of carbon/epoxy laminates, 

with similar properites observed in the current laminate [149-158]. The initial stiffnesses of the 

interfaces (𝐾𝑛 and 𝐾𝑡) have been shown to have a negligible effect on the load predictions [159], 

thus both were set to 1014 N/m3 following Refs. [160] and [161]. 

 

3.4. Results and discussion 

 

3.4.1. Impact modeling  

 

 The model captured several phenomena that have been observed in previous research 

such as jet ablation [112, 125], shock front generation and shock detachment within the waterjet 

[108, 162], and stress wave propagation into the target [121]. These will be discussed in the next 

sections. 
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3.4.1.1 Development of jet front  

 

Fig. 3.6a shows the simulated AWJ at key time intervals as the jet travels in air across the 

SOD from the mixing tube exit, to the surface of specimen 1 in Table 3.2. The magnified images 

show the morphology of the jet front due to ablation during its flight.  

 

3.4.1.2 Development of hydraulic shock and interaction with substrate 

 

The frames of Fig. 3.6b show the water volume fraction (VF) contours (top-left of each 

time step), pressure (top-right of each time step) and equivalent elastic strain (EES) of the 

composite (bottom-right of each time step). Upon initial impact at t=2.12 µs, the hydraulic shock 

formed at the center of the jet due to the curved jet front and the compression of the fluid [115], 

and was transferred into the substrate. As the impact progressed (t=2.13 µs), the jet contact area 

increased, while the shock front remained attached to the substrate surface. At t=2.13 µs the zone 

of maximum pressure had decreased and shifted radially outward and became isolated (solid 

arrow in t=2.13 µs frame), forming a circumferential band of high pressure as observed by Li et 

al. [99] for LDI impact and by Bowden and Brunton [112] for liquid jet impact. At t=2.14 µs the 

contact area of the jet and high-pressure region continued to expand, and lateral jetting had yet to 

occur so that the water remained in a high state of compression. Notably, the highest strain 

values were observed at this point. At time t=2.16 µs, the pressure began to drop rapidly due to 

the initiation of the shock front detachment from the surface and the initial release of the 

compressed water as lateral jetting (solid arrow in t=2.16 µs frame) began. The jet and substrate 

now showed signs of a compression front disconnecting from the impact location (dashed arrows 

in t=2.16 µs frame). At t=2.18 µs, the extent of lateral jetting increased (solid arrow in t=2.18 µs 

frame) and was marked by the continual decrease in pressure. The jet and substrate showed 

continual stress wave propagation into their respective interiors, with reducing pressure and 

strain values as a result of impact energy absorption. Finally, t=2.20 µs showed full lateral jetting 

(circle in t=2.20 µs frame) with a maximum pressure close to the stagnation pressure. The initial 

stress wave in the waterjet was now completely disconnected from the point of impact (solid 
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arrow in t=2.20 µs frame) and was moving upward through the jet. These snapshots of the 

waterjet impact process reveal that it is a rapid and complex phenomena.  

 

 

a.  
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b.  

Fig. 3.6 FSI results of experiment 1 in Table 3.2 for: a. time-steps 0.25 – 2.12 µs showing the VF 
frames during its flight time across the SOD and corresponding to the zy-plane of the entire 
domain space as shown in Fig. 3.3 (circles show magnified views of the jet front), and, b. 
magnified results (corresponding to the region within the dashed box in a.) from time-steps t = 
2.12 – 2.20 µs showing the hydraulic shock action. The VF frames of each time step show the 
shape and morphology of the waterjet during impact. Similarly, the Pressure/EES frames show 
the pressure generated inside the waterjet, and the equivalent elastic strain (ESS) response due to 
the waterjet loading, at each time step.  
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3.4.1.3 Hydraulic shock pressure and duration 

 

Fig. 3.7 shows that the maximum pressures predicted along the contact areas followed 

trends that are typical of hydraulic shock, with a rapid increase in pressure, followed by a more 

gradual decrease to the stagnation value [127]. As expected, higher jet velocities and larger 

nozzles (as shown in Table 3.2) generated greater hydraulic shock pressures. 

 

a.  

b.  

 

Fig. 3.7 CFD results of the maximum pressure exerted on the substrate for: (a) the 254 µm 
nozzle and (b) the 381 µm nozzle. ‘X’ marks the endpoint of the hydraulic shock, which is 
defined later in the current section.  
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Fig. 3.8 compares the maximum hydraulic shock pressures predicted by the CFD with 

those of equation (3.1), which increased with both jet velocity and size. The increased pressure 

due to increased velocity was consistent with the predictions of the water hammer equation of 

Cook [100], with an average error of 12%. However, the one-dimensional theory used by Cook 

does not consider the elastic response of the substrate, which has been shown to reduce the 

hydraulic shock action [107].  

The approximation of water hammer pressure on an elastic substrate is given by [107], 

     𝑝𝑠 =
𝜌𝑤𝑐𝑤

1+(
𝜌𝑤𝑐𝑤
𝜌𝑠𝑐𝑠

)
𝑣      (3.15) 

where 𝜌𝑠 and 𝑐𝑠 are the density and acoustic wave velocity of the substrate. However, 

Heymanns’ [107] approximation is only valid for isotropic materials since it assumes a constant 

density and wave velocity. The non-homogenous structure and directionally dependent wave 

velocities of the CF-epoxy violate these assumptions. Nevertheless, a single value of wave speed 

for the CF-epoxy can be approximated using the weight fraction of fibers and matrix, 

respectively (i.e. 𝑐𝑠,𝑎𝑣𝑒 = 10.8(0.6) +  3.04(0.4) = 7.7 km/s), and the average density shown in 

Table 3.1. It is noted that wave speed depends on directionality and stack layup, of which the 

above approximation neglects. With these effective properties equation (3.14) better 

approximated the maximum pressure with an average error of 10% (Fig. 3.8). 

  

Fig. 3.8 Maximum hydraulic shock pressures predicted by CFD model and water hammer 
equations of Cook (equation 3.1)[100], and Heymann (equation 3.14)[107].  
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The trend of increased pressure with increased jet diameter was primarily attributed to the 

prolonged duration of the hydraulic shock action. The CFD predicted durations of the hydraulic 

shocks, defined from the instant the jet first contacted the substrate to the global minimum after 

the maximum pressure, as identified by an ‘X’ in Fig. 3.7. The average water hammer durations 

were 113 ± 5 ns and 210 ± 14 ns, for the 254 µm and 381 µm nozzles, respectively. The 

increased duration for larger jets can be partially attributed to the increased contact area prior to 

the detachment of the shock front [114]. It can also be partially attributed to the 1/7th power law 

shape of the jet exiting the nozzle.  

Fig. 3.9 compares the predicted axial velocity distribution in the jet fronts exiting the 

nozzle for the 254 µm and 381 µm nozzles, for a pressure of 275 MPa. The initial contact angle 

of the jet front (i.e. the apex of the profiles) was shallower for the 381 µm mixing tube, 

compared to the 254 µm nozzle. Thus, for the same velocity, the contact angle of the larger 

nozzle would be reduced during impact, prolonging the time to reach the critical contact angle 

where the shock detaches from the substrate (i.e. t = 2.16 µs in Fig. 3.6). This implies that nozzle 

diameter influences the water hammer action, and might be optimized to reduce the influence of 

hydraulic shock. The influences of these phenomena on shock induced damage will be discussed 

in Section 3.4.2.2.   
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Fig. 3.9 Jet front axial velocity profiles as a function of mixing tube radius. 

3.4.1.4 AWJ admittance of the CF-epoxy substrate 

 

Admittance is formally defined as the change in wall deformation velocity with respect to 

change in pressure, and has been shown to have an effect on water hammer loading [108]. 

Higher admittance (i.e. greater deformation given a constant impact time and pressure) results in 

greater shock detachment contact angles [109], allowing for delayed initiation of lateral jetting, 

and reduced hydraulic shock loading due to energy consumption by the elastic deformation of 

the target [107, 127]. Consequently, the anisotropic deformation of the substrate (Fig. 3.11b) in 

response to the jet impact resulted in asymmetrical stress distributions inside the material and an 

unequal pressure distribution along the solid-liquid interface of the jet. This varying pressure 

distribution was attributed to the changing critical contact angles along the jet periphery. Fig. 

3.10 compares the pressure distribution along the surface of an isotropic target (polyethylene), 

the present anisotropic target (CF-epoxy), and a fictitious isotropic material with elastic 

properties based on the weight fractions of the epoxy and carbon fiber of the CF-epoxy under 

otherwise identical conditions. Since the constituent properties of the CF-epoxy were not 

provided by the manufacturer, the C-fiber and epoxy moduli were approximated as 𝐸11 and 𝐸22, 

respectively, using the properties in Table 3.1 (e.g. 𝐸𝑐 = 𝑊𝑓𝐸11 + (1 − 𝑊𝑓)𝐸22 = 0.6(117) + 

0.4(8) = 73.4 GPa). It should be noted that a marginal error was introduced using 𝐸11 and 

𝐸22 instead  of the fiber and matrix moduli, which neglects the micro mechanism of stress 

transfer between the matrix and fibers. However, this assumption is valid considering the 

longitudinal and transverse moduli of a uni-directional ply is close in value to the fiber and 

matrix moduli, respectively. Except for the small asymmetry due to the use of an unstructured 

mesh, the distributions of the isotropic cases were close to symmetric, as expected. However, 

clear asymmetry can be seen in the anisotropic case as a result of the asymmetric deformation of 

the substrate surface under loading. This directional and time dependence of the loading in both 

the waterjet and anisotropic substrate thus justifies the use of the 3D coupled transient simulation 

methodology. As previously explained, the relative magnitudes of the maximum pressure shown 

in Fig. 3.10 increased for more rigid targets in the jet axial direction (i.e. polyethylene 𝐸 = 1.1 

GPa, CF-epoxy 𝐸33 = 8 GPa, and 𝐸𝑐 = 73.4 GPa).  
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a. b.  

c.  
  

Fig. 3.10 Variation of impact pressure along the substrate surface when pressure was maximum 
for a. isotropic polyethylene, b. anisotropic model of the CF-epoxy, and c. isotropic model based 
on weight-fraction averaged moduli. Isotropic pressure contours generated using the same FE 
model as specimen 1 in Table 3.2, but with isotropic properties. Anisotropic pressure contour 
taken from specimen 1 in Table 3.2. Diameter of pressure zone was 104 µm. 

 

Fig. 3.11 compares the target surface elevation at the time of maximum deformation of 

the isotropic polyethylene, anisotropic CF-epoxy, and the weight-averaged isotropic cases, acting 

along the centerline xz and yz-planes, respectively. As expected, the deformation of the isotropic 

substrates were equal in the xz and yz-planes, unlike that of the anisotropic composite.  
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a.  

b.  

c.  

Fig. 3.11 Target surface deformation at maximum deflection for the a. isotropic (polyethylene), 
b. anisotropic (CF-epoxy), and c. weight-fraction averaged isotropic cases, along the centerline 
of the xz and yz-planes, respectively.  

 

3.4.2. Damage in composite due to AWJ hydraulic shock 

 

3.4.2.1 3D x-ray micro tomography 

 

Fig. 3.12 compares CT-scans of the xz-plane along the center of the pierced hole for 

specimens 1 and 6 in Table 3.2. Specimens 1 and 6 correspond to the minimum and maximum 

jet powers used in the experiments, respectively. The results show that, as expected, specimen 6 
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had considerably more damage, with inter- and intra-laminar delamination occurring in all plies, 

whereas specimen 1 showing only inter-laminar damage along the bottom interfacial layer. The 

large delamination at the bottom of the hole was due to the bending of the last ply as the jet 

penetrated into it [44, 45], and was out of the scope of the present work which focuses on the 

interlaminar crack initiation on the top ply resulting from the initial AWJ impact. The increased 

delamination associated with specimen 6 (Fig. 3.12b) was attributed to the increased hydraulic 

shock loading and hydrodynamic pressurization associated with the more powerful jet. The white 

dots in the images are “beam hardening” artifacts due to the preferential attenuation of low-

energy x-rays, and do not represent changes in the laminate properties [163].  

 

a.  
 

b.  

Fig. 3.12 X-ray micro-tomography scans along the centerline of the pierced holes along the xz-
plane for: a. specimen 1, and b. specimen 6 in Table 3.2. Dashed lines represent the lamina 
interfaces. Jet was incident from the top. 

 

As shown in Fig. 3.2, delamination occurred in both the longitudinal and traverse directions 

during AWJ piercing. Across all specimens of Table 3.2, the elliptical damage zone had an 

average area of 31.1±18.8 mm2 (± 1 standard deviation). The average longitudinal crack length 

was 3.391.90 mm, which was 140% larger than the average transverse crack length of 
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2.391.35 mm, as shown in Fig. 3.2. The average hole diameters for the 254 and 381 µm nozzle 

were 0.92±0.10 mm and 1.01±0.12 mm, respectively. The elliptical debonding pattern agreed 

with previous impact literature [121, 164], with cracks extending further in the direction of 

higher elastic modulus [164].  

Fig. 3.13 shows the effect of nozzle size and pressure on the measured elliptical damage zone 

from the micro-CT scans. As expected, increases in pressure and nozzle size resulted in 

increased delamination, due to the increased hydraulic shock loading associated with the 

increased impact energy of the jet. As discussed in Section 3.4.1.3, increased jet velocity (Fig. 

3.8) and increased jet radius (Fig. 3.9) initiated larger subsurface defects. Likewise, the increased 

pressure and volumetric flow rate associated with faster and larger jets increase the propensity 

for further crack propagation due to hydrodynamic pressurization as the jet drilled through the 

target.   

  

Fig. 3.13 Elliptical damage zone area in the top ply as a function of nozzle pressure for the two 
nozzle diameters.  

 

As shown in equations (3.2) and (3.3), operating pressure and orifice diameter affect the 

power of the jet. Increased jet power results in greater impact energy absorption by the target. If 

the stress waves induced by the absorption of the impact energy exceed that of the damage 

threshold of the material, then deformation and/or crack initiation occurs in the substrate [120]. 
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Fig. 3.14 shows that the measured elliptical damage zone increased with jet power, and that there 

may have been a critical piercing threshold energy below which no damage was created. It also 

indicates that the elliptical damage zone along the top ply tended toward a steady-state size with 

increased jet power. The results show that a threshold existed (~1 kW) for the CF-epoxy, where 

delamination of the top ply due to piercing was eliminated. 

 

3.4.2.2 Damage prediction 

 

The impact energy of the water jet is absorbed by the target, and several stress waves 

(longitudinal, shear, Rayleigh) are propagated throughout the material [120, 121]. Based on the 

anisotropic behavior of the present CF-epoxy, the impact energy absorption depended on the 

direction of wave propagation [122]. These stress waves were responsible for damage initiation 

and propagation within the material [121].  

The present model did not simulate material removal, and was thus only valid for damage 

due to the propagation of the initial impact stress wave in the vicinity of the top ply. Similarly, 

the model did not consider intralaminar cracking, since the cohesive zone elements were 

restricted to the ply interfaces to model interlaminar delamination. This restriction was justified 

since it has been shown that there is a higher propensity for delamination along the ply interfaces 

during composite impact [121, 129, 139] and abrasive waterjet machining [44, 84]. Since waves 

propagated in the CF-epoxy at far higher speeds than the drilling rate of the waterjet, crack 

initiation occurred prior to hydrodynamic pressurization which then propagated the delamination 

[44, 84]. The present model predicted the location and size of the initial flaw generated by the 

waterjet impact, with the implication that larger flaw sizes result in greater hydrodynamic 

pressurization, and thus greater delamination.  

Fig. 3.14 compares the predicted and micro-CT measured debonded areas. As discussed 

above, the model only predicted the initiation of debond and not its propagation, because that 

would require modeling of the pressurization of the initiated cracks. Nevertheless, when 

normalized by the highest value, the trends are very similar. This indicates that larger cracks 

initiated by the waterjet impulse ultimately resulted in greater hydrodynamic pressurization, and 

thus increased delamination. The increased crack size allows for the infiltrating pressurized 
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water to act over a larger surface, generating increased loading and thus greater crack 

propagation.  

 

 

Fig. 3.14 Comparison of the influence of jet power on the measured top-ply elliptical damage 
zone (left axis) and FEM top-ply debonding area (right axis) (conditions of Table 3.2). Results 
normalized by maximum values. Trend lines are to guide the eye. No replicates were used in the 
experiments. 

 

Fig. 3.15 shows the equivalent elastic strain (in the yz-plane) and debonding after the 

AWJ impact (in the xy-plane) at key time intervals. At t=2.13 µs, the results show a high local 

deformation at the center of impact. This is consistent with the observations of Brunton [123], 

who has shown that plastically deforming materials will produce central depressions. Several 

authors have attempted to define the pressure distribution on targets [114, 165], however there is 

no consensus that fully explains the occurrence of all observed failure modes in the impact 

region (e.g. ring crater, cracks, and lip lines)[110]. The pressure plots of Fig. 3.10 show that the 

maximum loading of the jet impact on the present anisotropic target was non-uniform. Thus, the 

asymmetric surface loading interacted with the anisotropy properties of the composite to 

generate an irregular damage response in the substrate (Fig. 3.15).     
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The release wave propagated radially from the point of impact (Fig. 3.15), losing 

intensity due to heat generation and wave attenuation [120]. The stress propagation into the 

substrate followed a similar trend as observed by Hsu. et al [110], Bourne [114] and Obara et al. 

[111] for jet impact on PMMA. At t=2.25, the stress wave reached the interface between plies 1 

and 2, resulting in debonding of the CZM elements. The gap generated by the debonded region 

prohibited the transmission of stress waves to the second lamina, and thus restricted the wave 

motion to the generated free surfaces along the interface [120]. As the stress wave continued to 

propagate along the interface, the debonding area also increased until the stress wave had 

insufficient energy and crack propagation ceased. The FEM results in the last two frames of Fig. 

3.15, which are magnified in Fig. 3.16, show that the debonding generated greater crack lengths 

in the longitudinal (x) direction compared to the transverse (y) direction. This correlated well 

with the experimental results shown in Fig. 3.2 and was another result of the targets’ anisotropy. 

The model results show that increased pressure (Fig. 3.8) and nozzle size (Fig. 3.13) resulted in 

increased delamination. As discussed in Section 3.4.1.3, the increased pressure generated higher 

waterjet velocities, resulting in a larger hydraulic impact loading. Similarly, increased jet 

diameter prolonged the water hammer action, thus promoting increased delamination. This result 

reinforces the observation of Hashish [98] that smaller nozzles reduce impact delamination.  
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Fig. 3.15 Predicted equivalent elastic strain (top row in the yz-plane normal to the target surface) 
and debonding (bottom row in the xy-plane of the target surface) at key time steps during the 
AWJ impact simulation zoomed to plies 1 and 2. Debonding is shown as the dark areas in the 
delamination row.   

 

Fig. 3.16 Magnified portion of delamination corresponding to squares in Fig. 3.15 for time steps 
t=2.25 µs and t=2.29 µs.  
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3.5. Limitations 

 

The FEM model focused on crack initiation loading and did not account for the 

hydrodynamic pressurization associated with delamination when AWJM [45]. Thus, the model 

was unable to predict the full extent of delamination when AWJ piercing laminate substrates. 

A larger 762 µm mixing tube was used and analyzed in the initial study, however, the extent 

of delamination exceeded that of the 20 mm x 20 mm dimensions of the specimen (Fig. 3.17). 

These specimens were removed from the dataset since the full extent of delamination could not 

be quantified, thus skewing the results.   

 

 

Fig. 3.17 Delamination from a larger 762 µm mixing tube nozzle that exceeded the observable 
space from the micro CT-scans. 

 

Although it is widely assumed that the water-jet front is largely devoid of abrasive particles, 

this was not verified in the present experiments. Droplet formation from ablated water at the 

front was also not modelled, but this was unlikely to have caused significant error since the 

shock pressures were created by the central core of the impacting jet. Similarly, energy equations 

were not used in FLUENT and thus the thermal effects associated with the compressed water 

during the impact simulations were not modelled. Consequently, the model did not consider the 

effect of cavitation during the impact process [162], but this has been shown to be acceptable for 

hydraulic shock simulations [110, 114]. Liquid droplet impact differs from continuous jet impact 

in that the former does not create a stagnation pressure, and cavitation is central to the generation 

of the loading in droplet impact. The effect of strain rate on the material properties was not 

considered in the current analysis and this affected the assumed acoustic velocity of wave 

propagation in the target substrates [120].  
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3.6. Summary 

 

A transient, two-way fluid-structure interaction (FSI) model was used to predict delamination 

of the top ply during the AWJ piercing process in a C-fiber epoxy laminate across a range of 

pressures and nozzle sizes. The structural component of the FSI model utilized a cohesive zone 

model to predict delamination onset and propagation. The model results showed that increased 

AWJ pressure and nozzle size generated larger hydraulic shock loadings as the jet struck the 

target, and that this increased crack initiation and debonding. The model captured the 

interdependent relation between the anisotropic properties of the of C-fiber laminate, the 

distribution of the hydraulic shock pressure on the target surface, and the resulting anisotropic 

deformation of the surface. The predicted delamination in the top ply of the composite damage 

was verified experimentally using the x-ray microtomography of the pierced specimens. In 

Chapter 4, the characterization and modelling of delamination during AWJM will be extended to 

cutting. 
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Chapter 4 Characterizing and modelling delamination of carbon-fiber epoxy 

laminates during abrasive waterjet cutting 
 

This chapter is based on the following paper submitted for publication: 

J. Schwartzentruber, J.K. Spelt, M. Papini. “Characterizing and modelling delamination of 
carbon-fiber epoxy laminates during abrasive waterjet cutting”, submitted to Composites Part A: 

Applied Science and Manufacturing 

 

4.1. Introduction 

 

AWJM uses an ultra-high pressure water jet to entrain a mixture of abrasive particles and air. 

AWJM is ideal for cutting and drilling composite materials containing hard reinforcing particles 

or fibers because it produces no heat affected zone, minimal tool wear, and results in negligible 

residual stresses and workpiece reaction forces [3]. However, the AWJM of composite materials 

is prone to fiber pull-out/roll-out [29], matrix cracking [166] and delamination [44]. 

Nevertheless, Saleem et al. [167], in a comparison of AWJM hole trepanning to conventional 

hole drilling in composite materials, showed that AWJM led to better fatigue strength 

characteristics. Delamination is a common problem in both the cutting and drilling of composite 

laminates because it can reduce the strength and durability of the laminate [128]. Ho-Cheng [44] 

and Shanmugam et al. [45] described the delamination as two events: the first is the interlaminar 

separation caused by the thrust of the jet, and the second is the propagation of delamination 

damage by hydrodynamic pressurization of the interlaminar crack. Ho-Cheng [44] described the 

delamination during drilling by waterjet piercing using a fracture mechanics approach with plate 

theory. He proposed a model that relates delamination damage to waterjet pressure and laminate 

properties. Ho-Cheng [44] observed that delamination occurs near the exit of a through pierce as 

a result of the reducing strength of the uncut thickness as drilling depth increases. As a result of 

the reduced strength, increased bending of the plies occurs causing delamination before the 

laminate is completely pierced. As an interlaminar crack is made, water enters the opening 

creating a hydrodynamic pressurization. The piercing delamination model of ref. [44] is not 

directly applicable to cutting because of the different forces generated by the jet on the 

machining front during piercing compared to cutting. 
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Shanmugam et al. [45] explored the mechanisms of delamination when AWJ cutting 

graphite/epoxy composites and generated a semi-empirical model for predicting delamination. 

Using a microscope for visual inspection, they observed abrasive particles in cracks and voids 

adjacent to the cut and concluded that the predominant delamination mechanism in waterjet 

cutting is the water wedging effect of hydrodynamic infiltration. Their empirical model showed 

that increasing traverse speed resulted in increased crack length, which was attributed to the 

decreased abrasive dose, resulting in a decreased cutting efficiency. Wong et al. [83] and 

Dhanawade and Kumar [168] conducted parametric studies on the delamination of carbon-fiber 

epoxy composites. Their results showed that delamination was influenced by AFR, traverse 

speed, and pressure, and that delamination could be minimized by increasing the kinetic energy 

of the AWJ while reducing the cutting speed. The conclusions drawn from such studies are 

limited because of possible inaccuracies in measured interlaminar crack lengths using 

optical/electronic microscopes to examine cross-sections that were cut perpendicular to the cut 

edges.  

Colligan et al. [169] determined that there exists a critical traverse speed and abrasive mass 

flow rate for a given set of machining parameters that promotes ply separation. This is in 

agreement with Wang [2] who showed that when the jet is unable to cut through the material, the 

upper geometry of the kerf resembles that of a through-cut, however, the bottom of the channel 

forms a pocket. The pocket is attributed to reduced jet effectiveness and stability, causing the jet 

to deflect sideways and promoting delamination. Hashish [42] performed multiple experiments 

on cutting, turning, milling and drilling composites and determined that delamination could be 

eliminated by reducing the jet diameter and supporting the material at the bottom. 

In summary, the majority of existing studies have been focused on the morphological 

characteristics of delamination, and have inferred mechanisms from the visual classification of 

the extent of delamination. Existing models of delamination have been mostly empirical. This 

study characterized the extent of delamination during AWJ cutting of carbon-fiber composites 

using water uptake measurements, and then developed a numerical model of the delamination 

process to provide insight into the mechanisms responsible for crack propagation. 
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4.2. Experiments 

 

A moisture uptake experiment was conducted to quantify the extent of delamination under 

various operating conditions. To differentiate the water-jet loads on the side-wall of the cut from 

those on the cutting front, an experiment compared the force of the jet during through-cutting 

and edge trimming. This was then used to identify the location and relative magnitude of the 

maximum waterjet loading on the composite sheet. Three cutting kerf geometries were measured 

and then modeled in the FEA, and the predicted delamination was compared with the moisture 

uptake results. 

The composite used in the experiments was a continuous carbon fiber (60% by wt.)/epoxy, 

uni-directional ply, laminate [0/90/0]s – referred to as CF-epoxy. The material properties of the 

composite substrate shown in Table 4.1 were provided by the manufacturer. The mode I (𝐺𝐼𝑐 =

137 J/m2) and mode II (𝐺𝐼𝐼𝑐 = 502 J/m2) were approximated using the same methodology as 

discussed in Section 3.2.1. The FEM results were relatively insensitive to changes in 𝐺𝐼𝑐; e.g. 

increasing 𝐺𝐼𝑐 by 10% yielded less than 1% change in the delamination area predicted by the 

FEM. The fiber orientation angles shown in Fig. 4.1 correspond to the alignment of the y-axis 

with respect to the jet traversing direction. 

 

4.2.1. Moisture Uptake Experiment 

 

AWJ cuts were performed on the composite laminate substrate to assess the extent of 

delamination (Fig. 4.1).   
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Fig. 4.1 Schematic of AWJ cutting of the carbon fiber epoxy laminate (not to scale) showing 
sidewall angle . Jet traverse shown parallel to 0 fibers of the first ply. The CF-epoxy sheet 
from which the specimens were cut fully supported on the bottom and clamped to the AWJ bed 
restricting lateral and vertical movement. Final specimen sizes were 85 x 12.5 mm. Md is the 
inner mixing tube diameter. The composite sheet (30 x 30 cm) was fixed to the cutting bed along 
its four edges. 

 

Table 4.1 Carbon-fiber/epoxy laminate material properties. 

Property Value 

Matrix Epoxy 
Reinforcement Continuous carbon 

fiber 
Fiber weight % 60 
Fiber orientation Uni-directional 
t (mm) 1.2 ± 0.017 
Specific Gravity 1.53 (ASTM D792) 
Tensile Strength (MPa) 1277 (ASTM D3039) 
Tensile Modulus (MPa) 122 (ASTM D3039) 
𝐸11 (GPa) 117 
𝐸22 = 𝐸33 (GPa) 8 
𝐺12 = 𝐺13 (GPa) 5.1 
𝐺23 (GPa) 3.74 
𝑣12 = 𝑣13 0.31 
𝑣23 0.44 
𝐺𝐼𝑐 = 𝐺𝑐,𝑛 (J/m2) 137 
𝐺𝐼𝐼𝑐 = 𝐺𝑐,𝑡 ( J/m2) 502 
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The moisture uptake experiments were based on a 6 factor, 3 level Taguchi design of 

experiments (consisting of 27 tests, with zero replicates) as shown in Table 4.2. The factors used 

in the study were selected from a consensus in the literature regarding the AWJ process 

parameters that have been shown to influence crack formation in laminated composites. Pressure, 

traverse speed, and AFR have been shown by Shanmugam et al. [45], Ho-Cheng [44], and 

Ramulu and Arola [62] to affect delamination and kerf morphology. Hashish [42] has noted the 

effect of mixing tube size on delamination. Ho-Cheng [44] and Ramulu and Arola [170] have 

observed the effect of fiber-orientation when piercing and cutting polymer composites. The 

levels for each factor were based on previous experiments and ensured that the AWJ had 

adequate entrainment and cutting power to produce repeatable degrees of delamination damage 

as assessed using moisture uptake samples. The variation between the levels provided sufficient 

differences to generate meaningful results.  

 

Table 4.2 Factors and levels used in the moisture uptake tests, the x-ray micro-tomography 
experiments at the two traverse speeds (medium and fast), and the conditions used in the FE 
models of the kerf for the slow, medium and fast traverse speeds for each nozzle size.  

Factor Moisture 

uptake tests 

levels (1, 2, 3) 

x-ray micro-

tomography 

tests 

(medium, fast) 

FE kerf models 

(traverse 

speeds: slow, 

medium, fast) 

FE kerf models 

(nozzle sizes: 

254, 381, 762 

µm) 

Pressure [MPa] 225, 250, 275 250, 250 150, 150, 150 150, 150, 150 
Stand-off distance 
(SOD) [mm] 

1, 2.5, 5 2, 2 2, 2, 2 2, 2, 2 

Abrasive flow-rate 
(AFR) [g/s] 

0.2, 0.4, 0.8 0.2, 0.2 3.3, 3.3, 3.3 3.3, 3.3, 3.3 

Mixing tube dia. 
(Md) (orifice dia.) 
[m] 

254 (128), 381 
(178), 762 
(356) 

254 (128), 254 
(128) 

254 (128), 254 
(128), 254 (128) 

254 (128), 381 
(254), 762 (356) 

Traverse speeds 
[mm/min] 

100, 500, 1000 1000, 3000 Zero-taper, 1500, 
4000 

1500 

Top ply fiber 
orientation [˚] 

0, 45, 90 0 0 0 

 

An OMAX 2626 Jet Machining Center (OMAX Corp. Kent, WA, USA), fitted with 

programmable nozzle movement allowing positional accuracy of ±80 µm over a 30 cm length, 

was used to perform the experiments. All experiments were conducted unsubmerged; i.e. with 
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the jet exposed to air. The jet was allowed to reach equilibrium before cutting to avoid impact 

delamination damage. The abrasive used in the experiments was 75 µm garnet (Barton HPX®, 

Glen Falls, NY, USA) with a Mohs hardness of 7.5-8.5, and a density of 4000 kg/m3 [66]. Fig. 

2.1 shows the distribution of the abrasive particle projected area diameters, based on sieve 

analysis data provided by the supplier. 

Based on preliminary cutting experiments (Section 4.4), it was observed that the maximum 

delamination damage under the extreme conditions of Table 4.2 was approximately 5 mm in 

length based on visual inspection using a scanning electron microscope. The moisture uptake 

samples were cut into 12.5 mm x 100 mm rectangular pieces from a 0.75 x 0.5 m CF-epoxy 

sheet using the AWJ. These dimensions maximized kerf surface area for the moisture uptake 

analysis (which had a maximum length of 100 mm due to apparatus limitations). The samples 

were clamped along their edges to the top of an OMAX Durobrick (OMAX Corp., Kent, WA, 

USA) during cutting. The flat Durobrick was made from a perforated polypropylene which 

allowed the jet to pass through it without creating a secondary slurry flow, but yet provided 

sufficient support to minimize deflections of the thin composite plate during cutting.   

In Fig. 4.1, the traverse direction is shown parallel to the x-axis. To assess other cutting 

directions, the composite substrate was rotated about the z-axis by 45˚ and 90˚, thus mimicking 

the jet cutting through a [45˚,45˚,45˚]s and [90˚,0˚,90˚]s layup, respectively. To eliminate the 

added local damage the jet can create when traversing onto and then off the end of the specimen 

[171], approximately 7.5. mm was cut from each end using a slow speed diamond saw, giving a 

final specimen length of 85 mm. One specimen was used for each cutting condition. 

Previous studies quantifying moisture absorption of composite materials are commonly 

associated with electrochemical impedance spectroscopy (EIS) [172-175]. Water absorption 

increases the conductivity and capacitance of the composite which can be quantified by the 

impedance of the structure. This method is commonly used to assess bond strength degradation 

over extended periods of time [172, 173]. EIS is more suitable for quantifying moisture 

absorption through Fickian diffusion [176-178] of the epoxy matrix (carbon fibers do not absorb 

water [179]), rather than the relatively simplistic quantification of voids generated by 

delamination. Thus, an alternate method quantifying water uptake was developed to assess the 

damage generation.  
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The extent of delamination during the AWJ cutting process was determined by measuring 

the mass of water infiltration into the surface micro-cracks of the composite substrate. The 

moisture uptake analysis was performed using an HR83 moisture analyzer (Mettler-Toledo, 

Columbus, Ohio, USA). Before submerging the samples, the specimens were baked at 105 ˚C for 

10 min to remove any moisture absorbed during the machining process or from the ambient air. 

The specimens were then submerged in distilled boiling water for 45 min to ensure adequate 

penetration of the water into edge cracks. The thermosetting epoxy and carbon fibers were 

unaffected by the baking and submerging process. Once removed from the water, the exterior of 

the samples were superficially dried using a micro-fiber cloth and placed into the moisture 

analyzer. The moisture analyzer acted as a high precision scale and oven, evaporating the water 

contained in the specimens while recording the percentage change in moisture content. The 

samples were assumed to be at steady state when there was no change in the percentage of 

moisture content, beyond a minimum recording time of 10 min.   

 

4.2.2. Measurement of Jet Loading Force  

 

The relative magnitudes of the forces of the jet on the cutting front and kerf sidewall were 

inferred by performing through-cuts and edge trims, respectively, on specimens fitted with a 

strain gauge (Fig. 4.2). Since the objective was only to obtain the relative magnitudes on the 

front and kerf sidewall, a stainless steel target was used instead of the CF-epoxy because of its 

isotropic properties, which made it easier to infer the load from the strain gauge readings. 

Previous comparisons amongst different ductile materials cut using AWJ [58, 180-183] 

suggested that the relative differences in cutting front and taper geometry between stainless steel 

and CF-epoxies would be small.    

The linear pattern strain gauge (3.18 mm x 1.78 mm, 350 ohm ± 0.6%, Micro Measurements, 

Raleigh, NC, USA) was bonded to a 304 stainless steel (E = 200 GPa [184]) sacrificial plate, and 

connected to a Cronos-PL2 (IMC Gmbh, Berlin, DE) data acquisition system, recording at 10 

kHz. Through and trim cuts were made at a pressure of 250 MPa, 3 mm SOD, 100 mm/min 

traverse speed, 0.040 kg/min AFR, using a nozzle with a 254 µm mixing tube diameter, and 128 

µm orifice diameter. The trimming offset (Fig. 4.2) was 50 µm. The through cuts represented the 
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loading conditions produced by the waterjet, inclusive of the cutting front and kerf taper 

loadings. The trimming cuts revealed mostly the loading force on the side wall since the cutting 

front was negligibly small in this case.  

 

 

 

Fig. 4.2 Schematic of the force transducer used to measure the loads applied to the cutting front 
and kerf edges by the water jet. 

 

4.2.3. Micro-tomography and Characterization of the AWJ Cut Geometry  

 

Kerf taper [2, 35, 37, 61, 62] and cutting front curvature (i.e., jet lag) [13, 58, 180, 181, 185] 

have been found to increase with operating conditions that tend to decrease the erosive efficacy. 

For example, a high traverse speed and low AFR lead to a larger kerf sidewall taper [84], a 

higher cutting front curvature [38, 186], a lower cut quality [2, 61] [187] and ultimately more 

delamination [166, 188]. These trends continue until the jet has insufficient cutting power to 

penetrate the material and a milled channel is formed. Thus, three case studies at slow (Fig. 

4.5a), medium (Fig. 4.5b) and fast (Fig. 4.5c) traverse speeds were generated to represent the 

ranges of cut quality in AWJM. The case studies produced varying degrees of taper and cutting 

front curvature for use in the FE analyses of Section 4.3. The fast traverse case produced a milled 
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channel that penetrated to half the thickness of the bottom ply (the channel depth was 92% of the 

total sheet thickness), while the medium traverse case was machined as a through-cut with a 

slight taper and reduced cutting front curvature. Although the fast case was a channel, because of 

its depth, it was taken to represent the transition kerf geometry at the point where a through-cut 

was first formed. The operating conditions used to produce the medium and fast cases are shown 

in Table 4.2. The slow case was not machined but modeled as an idealized AWJ cut with zero 

taper and zero cutting front curvature. Therefore, it represented the kerf geometry at the opposite 

extreme of the fast case. 

To visualize the cutting front morphology and amount of delamination produced by AWJ 

cutting, 3D x-ray micro-tomography (micro-CT) was used. In addition to the medium and fast 

cases described above, additional cuts were assessed using traverse speeds from 500 mm/min to 

5000 mm/min, in 500 mm/min increments, with the remaining operating conditions held constant 

at the values shown in Table 4.2. The x-ray micro-tomography scans were performed using a 

Skyscan 1172 (Bruker Corp., Billerica, MA, USA), with a 20 mm maximum object size and 0.5 

µm resolution. The resulting scan data was analyzed using NRecon (Version 1.6.5.0, Bruker 

Corp., Billerica, MA, USA) and the open-source image analysis software, ImageJ. 

Orthogonal slices of the CT scans in the positions and orientations shown in Fig. 4.3 were 

used to show the delamination surrounding the cutting front.  

 

 

Fig. 4.3 Position and orientation of the orthogonal slices in the CT scans in the vicinity of the 
cutting front. XY-plane is approximately 200 µm from the bottom of the composite sheet. 
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To resolve the cutting front shape, the experiment utilized a modification of the method 

proposed by Zhang et al. [180], who abruptly stopped the abrasive entrainment. The modified 

procedure was required since the water-only jet that remained after ending the abrasive 

entrainment was found to be of sufficient erosive energy to modify the cutting front geometry on 

the present material, which eroded at a higher rate than the aluminum used by Zhang et al. [180]. 

Therefore, the AWJ was instead traversed over a shielding material (1 mm stainless steel feeler 

gauge), abruptly stopping the cutting. The operating conditions used to generate the kerf profiles 

for modelling the medium and fast cutting geometries are shown in Table 4.2. The cutting front 

(Fig. 4.4a) and taper (Fig. 4.4b) of the two cutting cases were measured using an optical 

profilometer having a lateral resolution of 426 nm and depth resolution of 16 nm (ST400, 

Nanovea Inc., CA, USA), and normalized by the maximum depth of each feature. To generalize 

the shape of the cutting front profile, an initial measurement was taken along the centerline of the 

channel/cut, followed by two subsequent scans offset by 10 µm on both sides of the initial scan. 

The measured trends in Fig. 4.4a agree with the generic curved cutting front found by Hashish 

[186], Orbanic and Junkar [182], and Deam et al.[183]. In agreement with Fig. 4.4b, other 

investigators have shown that the kerf taper can be well approximated as a line of constant slope 

(i.e., at a taper angle) [84, 189, 190].  
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b.  
 

Fig. 4.4 a. Profilometer scan of the cutting front for medium and fast traverse speeds. The best-fit 
curves are 3rd degree polynomials. b. Profilometer scan of the kerf taper for medium and fast 
traverse speeds fitted to straight lines. Height measurements were normalized using the 
maximum value in each case. Error bars represent maximum and minimum values of 3 
measurements at different sections on the same specimen.  

 

4.3. Modelling 

 

The general approach to modeling the cutting process is analogous to that used in Section 3.3 

for piercing of the same material.  

 

4.3.1. FSI Model Overview 

 

A FSI analysis was conducted for the slow (zero-taper, Fig. 4.5a), medium (Fig. 4.5b), and 

fast (Fig. 4.5c) cases shown in Table 4.2, using a 1-way FEM/CFD coupled analysis in ANSYS 

15 (ANSYS Inc., Cecil Township, PA, USA). The CFD domain was first solved, and the 

pressure loads were exported to the structural domain for stress and fracture analyses. The 3D 

representations of the AWJ cuts for the CF-epoxy substrate (Fig. 4.5) were obtained from the 

taper and cutting front measurements (Section 4.2.3), that were fitted to a polynomial curve fit 
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and imported into ICEM (ANSYS Inc., Cecil Township, PA, USA) and ANSYS Design Modeler 

(ANSYS Inc., Cecil Township, PA, USA). 

 

a. b.  

c.  

Fig. 4.5 Schematics of the three traverse speed case studies and their control volumes for the 
CFD/FEM coupled analysis: a. slow traverse speed, b. medium traverse speed, c. fast traverse 
speed. The footprint diameter of 304 µm was for the 254 µm nozzle.  

The control volume of the FSI simulation was a combination of a CFD domain (Section 

4.3.2) and structural domain (Section 4.3.3), as shown in Fig. 4.6. The coupled analysis first 

solved the waterjet loading exerted on the wall using the CFD domain. The calculated pressure 

contour was then imported into the structural model and mapped to the shared kerf wall. The 

structural model replicated the orthotropic properties of each ply (Table 4.1) and bonded the 
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plies in their respective layup orientation using CZM elements. The boundaries of the structural 

control volume were fixed (Fig. 4.5). 

 

 

Fig. 4.6 Predicted pressures and CZM inter-ply damage regions on the cut sidewalls from the 1-
way FSI model for the fast traverse speed. 

 

To maintain consistent reactionary forces between the models, the cutting front geometry 

was given a 0.75 mm bounding box from the front tip to the rear of the cutting front in the ± y-

direction, and 0.75 mm from the bottom of the kerf in the positive x-direction. As shown in Fig. 

4.5, the coupled FSI model required the generation of two control volumes: a fluid domain CFD 

(Section 4.3.2), and a structural FE domain (Section 4.3.3). 
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4.3.2. CFD Model 

 

The waterjet flow domains were solved by ANSYS Fluent 15.0 (Ansys Inc., Cecil Township, 

PA, USA). A symmetric, multiphase, steady, VOF model was used for the waterjet surrounded 

by air. A k- shear-stress transport turbulence model was used with 170000, 73000, and 94000 

quad/tri elements, for the fast, medium and slow cases, respectively, with a convergence residual 

of 10-4. The fluid domain did not consider the discrete abrasive particles since the majority of the 

loading during AWJ cutting is due to the water; i.e., the mass fraction of water 15-140 times that 

of the abrasive for the present operating conditions [71]. The waterjet velocities and VOF air-to-

water ratio of the inlet boundary condition were estimated using the 1-D CFD model developed 

by Narayanan et al. [71], which has been shown to predict axial particle velocities exiting an 

AWJ nozzle within 5%. The fluid radial velocity distribution profiles used at the inlet boundary 

were implemented in a user-defined sub-routine and assumed to follow a 1/7th power law 

function, based on the work of Wang et al. [126].  

The models for the 381 µm and 762 µm nozzles (Table 4.2) were approximated by scaling 

the x-y coordinates of the 254 µm nozzle kerf geometry for the medium traverse speed case (i.e., 

Fig. 4.5b) by the ratio of jet spreading (which was assumed to be constant); i.e. the ratio of the jet 

footprint diameter to the mixing tube diameter. The medium traverse speed case for the 254 µm 

nozzle had a top surface cut width of 304 µm, resulting in a cut width (𝑊) to mixing tube (𝐷𝑚) 

ratio of 1.2. The z-direction kerf coordinates were not scaled since the plate thickness was 

constant in the experiments. The domain dimensions were then adjusted so that the 0.75 mm 

distance (Fig. 4.5) around the cutting front geometry was retained, thereby ensuring a consistent 

sheet stiffness surrounding the kerf region. The CFD inlet velocity was the same in all cases.   

 

4.3.3. Structural Model 

 

A symmetric, steady, structural simulation was conducted using ANSYS 15.0 Workbench 

(Ansys Inc., Cecil Township, PA, USA). The structural volume was meshed adaptively with 

SOLID186 elements (using reduced integration) with a maximum element size of 25 µm. A 

convergence study showed that the results were independent of the element size. The orthotropic 
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properties of the laminate plies were modelled based on the manufacturer provided specifications 

(Table 4.1). The layers were bonded with zero thickness 3D, surface-to-surface, pair-based, contact 

elements (CONTA174 and TARGE170) with the Ansys “pure penalty formulation” to enable the 

use of the CZM. Interlaminar crack propagation was predicted by activating CZM for the contact 

elements using a fracture-based debonding model. The contact elements were subject to 

interlaminar normal (𝜎𝑧), and shear stresses (𝜏𝑥𝑧 and 𝜏𝑦𝑧), representing mode I, II and III crack 

propagation stresses, respectively [128]. Because of the varying geometry of the AWJ cut, the side 

wall and cutting front experienced both normal and shear tractions. The cohesive elements used a 

mixed-mode, bi-linear, traction separation law to define debonding as shown in Fig. 3.5, with the 

normal and tangential cohesive tractions expressed in equations (3.10)- (3.13) and fracture 

envelope defined in equation (3.14) [147]. 

The maximum normal (𝜎𝑐,𝑛 = 45 MPa) and tangential (𝜎𝑐,𝑡 = 60 MPa) contact stresses were 

approximated as an average of those found in the literature involving the CZM of carbon/epoxy 

laminates [149-158]. It was confirmed that the initial stiffnesses of the interfaces (𝐾𝑛 and 𝐾𝑡) had 

a negligible effect on the load predictions, as was also observed in [159]. Therefore, following 

Refs. [160] and [161] both were set to 1014 N/m3. 

To compare to the moisture uptake results which assessed the total delamination damage due 

to cutting, the delamination predicted by the model was approximated as the total area of CZM 

nodes in all plies that had separated. This was obtained by solving the model iteratively in load 

steps to the full jet load.  

 

4.3.4. Experimental Results and Discussion  

 

Fig. 4.7 shows that the delamination crack length of the CF-epoxy substrate as a result of the 

AWJ cutting was on the order of 5 mm. Thus, the width of the moisture uptake samples (12.5 

mm) was more than twice the length of the maximum observed crack length, thereby mitigating 

the possibility of interlaminar cracks bridging from either side of the AWJ cut specimen.  
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Fig. 4.7 Scanning electron micrograph of delamination in the CF-epoxy substrate as a result of 
AWJ cutting. Operating conditions: P = 225 MPa, SOD = 2 mm, AFR = 0.93 g/s, traverse speed: 
2000 mm/min, 254 μm mixing tube diameter and 128 μm orifice diameter. Top ply was oriented 
with fibers perpendicular to the jet traverse; i.e. at 90 as shown. 

 

4.3.5. Comparison of the Jet Loading for Cutting and Trimming 

 

Fig. 4.8 shows the strain-time recordings comparing the through and trim cuts. The average 

strain along the length of the through-cut in the 304 stainless steel was 47.2 µɛ, compared to 7.5 

µɛ for the 50 µm trim cut. Therefore, the loading to both kerf side walls produced approximately 

15 µɛ which was 32% of that for the through-cut, with the remaining 68% attributable to the 

cutting front load. This suggested that crack initiation and delamination during AWJ cutting was 

primarily due to the loading on the cutting front. This is consistent with the FE model predictions 

of Fig. 4.6, which shows that the large pressure at the bottom of the curved cutting front resulted 

in a large damage zone in the cohesive elements ahead of the cutting front. This result was 

confirmed by the micro-CT scans of Fig. 4.9, discussed in the next section, which shows a large 

crack propagating ahead of the cutting front. It is also consistent with the experimental results of 

Fig. 4.10 and numerical results of Fig. 4.15, discussed below. Thus, it is shown that increased 
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traverse speed (and thus increased cutting front curvature) resulted in increased loading, and thus 

increased damage.  

 

 

Fig. 4.8 Strain-gauge measurements for the through and trim cut experiments. 

 

4.3.6. 3D X-ray Micro-tomography of AWJM Through-Cuts 

 

Fig. 4.9 shows cross-sections of AWJ cuts in the CF-epoxy. Both the high and medium 

traverse speed cases showed crack initiation occurring ahead of the cutting front and along the 

sidewalls of the kerf, after which hydrodynamic pressurization of the initiated micro-cracks 

extended delamination [44, 45]. Fig. 4.10 shows abrasive grains wedged into an interlaminar 

crack along the side-wall of the CF-epoxy as a result of re-directed jet flow, thus confirming that 

hydrodynamic pressurization is contributing to delamination during AWJ cutting. The xy-plane 

in Fig. 4.9 a and b, shows that delamination enveloped the entire cutting front. As cutting 

continued, the delamination ahead of the cutting front was eroded away (i.e., shaded area in the 

xy-plane of Fig. 4.9 a and b, with the crack propagation in the y-direction remaining. The cracks 

ahead of the cutting front in Fig. 4.9 were measured to be 3.0 mm and 2.2 mm for the fast and 

medium case, respectively. The effect of traverse speed on damage will be discussed in Section 

4.5.2.2.  
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a.  

b.  

Fig. 4.9 CT scans of AWJ cuts corresponding to the a. fast, and b. medium traverse speeds with 
operating conditions shown in Table 4.2. Dashed lines encompass delamination damage. Fibers 
oriented as in Fig. 4.1. The rectangular shaded areas shown in the xy-plane indicate the 
delamination that would be eroded by the advancing cutting front. The depth of the xy-planes 
(right-most micrographs) in the z-direction was ~200 µm.  

 

 

Fig. 4.10 Scanning electron micrograph of abrasive grains (garnet) wedged into an interlaminar 
crack along the side-wall of an AWJ cut. Operating parameters were: pressure = 225 MPa, 
AFR=0.9 g/s, and a traverse speed = 4000 mm/min, using the smallest nozzle size.  
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4.3.7. Moisture Uptake Results 

 

The results of the moisture uptake experiment are shown in Fig. 4.11 as a function of the six 

selected process parameters (Table 4.2). The number of specimens used in the moisture uptake 

experiments were limited based on available resources, however, statistical analysis of results 

provided additional evidence to support the findings of the FSI model, and the x-ray micro-

tomography.  

 

 

Fig. 4.11 Moisture uptake experimental results.  

 

An analysis of variance (ANOVA) was conducted on the results from the 6-factor, 3-

level Taguchi design of the moisture uptake experiments using Minitab 17 (Minitab Inc., State 

College, PA, USA) to determine the significant responses. Prior to analyzing the data, a Box-Cox 

transformation was applied to improve the normality of the data. As indicated in Table 4.3, the 

ANOVA computed significant or nearly significant main effects for AFR, traverse speed and 

nozzle size on the moisture uptake response. 
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Table 4.3 Significant ANOVA results. 'Sig.' represents the probability that data could occur by 
chance. 

Effect F-Value Degrees of freedom Sig. 

AFR 4.00 2 0.035 
Traverse speed 3.37 2 0.055 
Nozzle Size 6.61 2 0.006 

 

Increased AFR resulted in decreased delamination (Fig. 4.11) as observed in Refs. [166] 

and [188]. The increase in mass flow rate per unit area increased the cutting action of the jet, 

resulting in reduced side-wall loading via decreased cutting front curvature and kerf taper [45]. 

Although traverse speed fell slightly outside of the 5% significance level, its close 

relation to AFR on cutting front geometry [182, 183, 186] and trends in previous literature [83, 

191] suggest that traverse speed is indeed a significant parameter. The results show that 

increased traverse speed resulted in increased delamination. This trend is also supported by 

Ramulu and Arola [166], Groppetti and Cattaneo [188], Wong et al. [83], and Dhanawade and 

Kumar [191]. Increasing traverse speed resulted in a decreased dose and thus reduced jet erosion.  

Fig. 4.11 shows that the largest mixing tube produced much greater delamination, 

consistent with Ref. [42, 101]. This has been attributed to the increase in the power of the jet [3], 

which resulted in increased volumetric flow rate and increased loading on the cutting front, 

thereby producing greater crack propagation. The small difference between the 254 and 381 µm 

nozzles under these conditions may be attributed to relatively small crack sizes which could not 

be distinguished using the moisture uptake method. 

The effect of pressure, or equivalently, the jet velocity, on the extent of damage was 

negligible (Fig. 4.11). This observation should be not be confused with trends observed for 

piercing operations where increased pressure resulted in increased delamination due to 

hydrodynamic shock caused by the initial waterjet impact [101] and large blind-hole stagnation 

pressures [44, 192]. However, Wong et al. [83] and Dhanawade and Kumar [191] have shown 

that delamination during cutting decreases with increasing pressure, and attributed this to 

increased particle kinetic energy resulting in reduced cutting front and kerf taper (for a constant 

traverse speed and AFR), and thus smaller bending of the plies.   
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4.4. FEA Results and Discussion 

 

4.4.1. Delamination Onset when AWJ Cutting 

 

To examine the stresses leading to the onset of delamination, the cohesive zone elements 

were removed to prevent debonding, while preserving the contact boundary conditions along the 

ply interfaces in order to resolve the interlaminar tractions. Interlaminar delamination is a result 

of the out-of-plane interlaminar stresses 𝜎𝑧, 𝜏𝑥𝑧, and 𝜏𝑦𝑧 relative to the coordinate system in Fig. 

4.5 and Fig. 4.12 [128]. Fig. 4.12 also shows that the maximum values of 𝜎𝑧, 𝜏𝑥𝑧, and 𝜏𝑦𝑧 

occurred at the interfaces between plies 4-5, 2-3, and 1-2, respectively. These are predicted to be 

the locations of greatest susceptibility to delamination when AWJ cutting. The interlaminar 

stresses are highly sensitive to the stacking sequence [193-195] and are largest near free edges 

[196, 197] and decrease rapidly with distance from free boundaries [128]. This is consistent with 

the numerical results of Fig. 4.12 where the maximum interlaminar stresses (denoted by the 

flags) prior to debonding occurred at the ply interfaces along the cutting front and the side-wall 

surfaces.  
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Fig. 4.12 Interlaminar stresses for the fast traverse and smallest nozzle. Flags represent the 
location of maximum stresses. Fibers have the same orientation as in Fig. 4.1. 

 

The right side of Fig. 4.13 shows the damaged elements (debonding) as predicted by the 

CZM for the fastest traverse speed with the smallest nozzle. As the normal and tangential 

tractions grow due to the loading applied by the AWJ, they induce critical displacements where 

the debonding occurs (Section 4.3.3). Although all three interlaminar stresses contributed to the 

debonding predicted by the mixed mode CZM, the predicted pattern of debonded elements 

closely match that of the 𝜎𝑧 stress field (Fig. 4.13), and in agreement with the observations of 

Whitney and Browning [198]. The out-of-plane tensile stress (𝜎𝑧) is associated with a mode I 

fracture between the plies which occurred more readily than mixed-mode delamination, as 

reflected by the lower value of 𝐺𝐼𝑐, compared to 𝐺𝐼𝐼𝑐, (Table 4.1). This phenomenon is 
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represented in the model by a decreased critical normal separation distance (𝛿𝑐,(𝑛,𝑡)) and critical 

normal traction (𝜎𝑐,(𝑛,𝑡)) along the CZM elements. 

 

  

Fig. 4.13 Comparison of predicted σz  interface stresses (Pa) with damaged CZM elements for the 
fast traverse speed case with the 254 µm nozzle.  

 

 Fig. 4.13 shows that the numerical results predicted that the largest debonding zone 

occurred ahead of the crack front along the interface with the bottom-most ply, with 

comparatively minor delamination along the kerf sidewall. This observation corresponded well 

with the micro-CT scans of Fig. 4.9 and is consistent with the distribution of the tensile stress in 

the z-direction shown in the left half of the figure. The larger damage ahead of the cutting front, 

compared to the side wall can be attributed to the larger waterjet loads on the cutting front, as 

shown in Section 4.4.1. The large oval disbond on the bottom ply beside the cut was also due to 

the elevated 𝜎𝑧 in this location as a result of the waterjet loading and the anisotropic behavior of 

the composite. The FEM predicted smaller amounts of debonding along ply interfaces 1-2 (top 

ply), 2-3, 4-3 and 4-5, but these were not evident in the micro-CT scans. Likewise, Fig. 4.9 

shows delamination encompassing the entire cutting front along the bottom ply, unlike the more 
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localized debonding pattern predicted by the FE model in Fig. 4.13. These discrepancies were 

due of the limitations of the model, which did not consider hydrodynamic pressurization of 

microcracks by the waterjet, nor the non-homogenous structure of the plies, defects in the layup 

(e.g., micro-voids, variable ply thicknesses, resin rich areas), and the possibility of intralaminar 

fracture. The resolution of the CT-scans also limited the number of observable defects to those 

that were relatively large, particularly in the xy-plane.   

Finally, Fig. 4.13 shows that minimal damage was predicted at the interface between the 

central plies 3 and 4, where the stacking sequence joined two plies with the same fiber 

orientation, which eliminated the shearing effects caused by different Poisson’s ratios and elastic 

moduli. Thus, these two plies effectively behaved as a single ply, and therefore the 𝜎𝑧 

compression zone along the center ply interface in the left half of Fig. 4.13 can be attributed to 

the downward loading of the jet, which produced a uniform compression of the interface 

between plies 3 and 4.. This result was also observed in the micro-CT scans where no 

delamination was present along the center interface.   

The results of the numerical model showed that the variable geometry of the AWJ loading 

and kerf, and the anisotropic behavior of the laminate generated complex stress fields as shown 

in Fig. 4.12 and Fig. 4.13. Delamination of these cross-ply laminates during AWJ was found to 

depend largely on the magnitude and location of the maximum 𝜎𝑧, rather than 𝜏𝑥𝑧 and 𝜏𝑦𝑧 (Fig. 

4.13). 

 

4.4.2. Comparison of FEA and Moisture Uptake Results 

 

4.4.2.1 Influence of Mixing Tube Diameter  

 

Although the moisture uptake data was based only a single measurement at a given 

condition, Fig. 4.14 shows that it broadly followed the same trend with nozzle size as the 

predicted cumulative area of damaged nodes from the FEM. Based on the model results and 

coordinate system defined in Fig. 4.5, the increase in delamination is attributed to the increased 

loading of the jet with increased mixing-tube size. This was examined by calculating the 

resultant forces acting on the CFD domain shown in Fig. 4.5. For the 762, 381 and 254 µm cases, 
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these were, respectively: (Fx, Fy, Fz) = (-16.8, -21.1, -5.9) N, (-2.3, -3.2, -0.6) N, and (-0.7, -1.0, -

0.2) N. Fy was the largest component of loading in all cases, resulting in ply bending/push out as 

discussed by Ho-Cheng [44] and Shanmugam et al. [45]. Comparatively, the 762 µm nozzle had 

a significantly larger resultant loading compared to the smaller nozzles, suggesting that smaller 

nozzles produced less delamination due to reduced reactionary forces, which is consistent with 

the work of Hashish [98].  

 

 

Fig. 4.14 Comparison of experimental damage assessment using moisture uptake and the 
delamination predicted by the FEA/CZM for three nozzle sizes. 

 

Fig. 4.15 compares the σz stress field and delaminated CZM elements for the 254, 381, and 

762 µm cases, respectively. The disbonded areas in Fig. 4.15 corresponded to the ‘cumulative 

area of damaged nodes’ values shown in Fig. 4.14. Similar to the discussion in Section 4.5.1, the 

damaged nodes corresponded well to the regions having high 𝜎𝑧 in all cases.  
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a.  

b.  

c.  
 

Fig. 4.15 Comparison of predicted σz stress fields (Pa) at the ply interfaces with delaminated 
CZM elements for nozzle diameters: a. 254 µm, b. 381 µm, and c. 762 µm, at the fastest traverse 
speed. 
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4.4.2.2 Influence of Traverse Speed on Delamination 

 

 Fig. 4.16 compares the moisture uptake results with the total area of debonded CZM nodes 

for the three traverse speeds, using the smallest nozzle, producing the kerf geometries of Fig. 4.5. 

The trend of increased delamination with increased traversed speed is supported by the work of 

Ramulu and Arola [166], Wong et al. [83], Dhanawade and Kumar [191], and Groppetti and 

Cattaneo [188].  

The interlaminar stresses were due to the magnitude and direction of the waterjet loading, 

which can be quantified by the CFD force vectors. The forces vectors (Fx, Fy, Fz) – and their 

resultants (R) - acting on half the cut were: (-4.3, -23.6, -4.6) (R =24.4) N, (-0.7, -1.0, -0.2) (R = 

1.2) N, and (-0.02, 1.0, -0.2) (R = 1.02) N, for the fast, medium and slow cases, respectively. The 

resultant loading decreased by 20 times from channel milling (i.e., fast case) to through cutting 

(i.e., medium case). This can be attributed to a majority of the jet volume permeating the exit of 

the kerf during through cutting, rather than bearing the full load of the jet during milling. 

Compounding the increased loading with a lengthened moment arm as a result of increased jet 

lag, resulted in increased bending moment stresses and thus increased damage. 

  

Fig. 4.16 Comparison of experimental damage assessment using moisture uptake and the 
delamination predicted by the FEA/CZM for three traverse speeds for the 254 nozzle size. 

Fig. 4.17 compares the σz stress field and disbonded CZM elements for the slow, medium 

and fast cases, respectively. The disbonded areas in Fig. 4.17 corresponded to the ‘cumulative 
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area of damaged nodes’ values shown in Fig. 4.16. Similar to the discussion in Section 4.5.1. and 

5.2.1, the disbonded nodes corresponded well to the regions of high 𝜎𝑧 in all cases. Based on the 

numerical results, the effect of traverse speed on delamination was much less than that of nozzle 

size.  

a.  

b.  

c.  

Fig. 4.17 Comparison of predicted σz stress field (Pa) at the ply interfaces with disbonded CZM 
elements for three traverse speeds: a. slow, b. medium, and c. fast, with the 254 µm nozzle. 



123 
 

 A limitation of the CFD/FEM model is its inability to model the effect of AFR. The 

model did not include discrete particles (i.e. abrasive grains), nor could it model the single 

particle impact erosion process. However, the work of Wang [199] with alumina ceramics, 

Kovacevic [200] with AISI 1020 steel, Babu and Chetty [201] with aluminum and Karakurt et al. 

[202] with granite have shown that traverse speed and AFR share an inverse relationship on the 

erosive potential of the jet. Thus, it can be inferred that the slow, medium and fast traverse speed 

model geometries can represent high, medium, and low AFR’s, respectively, with a similar but 

inverse trend to Fig. 4.16 (i.e. increased delamination with decreased AFR). 

 

4.4.3. Limitations 

 

The present interpretation of the moisture uptake data assumed that delamination was the 

only mechanism of damage that could lead to water absorption. However, micro-voids, fiber 

pullout, and fiber rollout could create features that also absorb water. Therefore, the present 

inference of the extent of delamination from the moisture uptake results may be an over-

estimate.  

The FEM model focused on crack initiation loading and did not account for the 

hydrodynamic dynamic pressurization associated with delamination when AWJM [45], and thus 

it was unable to predict the full extent of the debonding area. Section 4.4.3 to 4.4.5 compare the 

CFD/FEM models to the experimental results of nozzle size, traverse speed, and fiber 

orientations, respectively. Due to limitations on the control volume used in the model, the effect 

of SOD, and its effect on jet spreading and deceleration could not be modelled. The effect of 

AFR (discrete particles) was not incorporated in the FEM model. AFR affects the erosion 

efficacy of the jet, and thus the cut surface morphology. However, the effect of AFR can be 

inferred based on the traverse speed results, where both have similar responses on the cutting 

front and kerf (i.e., as AFR decreases, taper and cutting front curvature increases [37, 180, 181]).   

Although the literature and experiments show that interlaminar delamination commonly 

occurred along the resin-rich interface layer of adjacent plies, the 3D micro-tomography results 

show that intra-laminar delamination also occurred. The possibility of intralaminar delamination 
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was not included in the current model as the CZM elements were restricted to the interfaces 

between the plies.  

 

4.5. Summary 

 

Abrasive water-jet machining of a CF-epoxy laminate is complex due to the anisotropic 

nature of the material, and the variation of the jet cutting forces, cutting front curvature and kerf 

taper change with traverse speed and nozzle diameter. Several finite element models were used 

to model measured AWJ kerf geometries over a range operating conditions (i.e., varying traverse 

speed and nozzle size). A one-way fluid-structure interaction model was used to simulate the 

AWJ cutting action, with cohesive zone elements in the structural domain to model crack 

propagation along the lamina interfaces. The numerical results showed that cutting delamination 

of the CF-epoxy was primarily dependent on the normal interlaminar stress (𝜎𝑧), and that a 

relatively large damage area was observed ahead of the cutting front with less delamination 

predicted on the side-walls. These results were confirmed by 3D x-ray micro-tomographs of an 

AWJ cut, which showed larger crack propagation ahead of the cutting front compared to the side 

wall. The results showed that selecting operating parameters that reduce cutting front curvature 

(i.e. high pressure, high AFR, small nozzle size and low cutting speed) resulted in decreased 

delamination. 

A jet loading experiment was conducted to compare the difference between through-cutting 

and trimming as a method to distinguish between side-wall and cutting-front loading by the jet. 

The results of the loading experiment showed that the cutting front generated larger loadings, 

and thus increased the tendency for delamination compared to the side wall.  

The delamination trends of the numerical model were validated experimentally using a novel 

moisture uptake testing methodology. The experimental design used a six-factor (pressure, SOD, 

AFR, traverse speed, mixing-tube size, and fiber orientation), 3-level, Taguchi design of 

experiments. The results of the experiment and numerical models revealed that increased 

traverse speed and AFR resulted in decreased moisture uptake (i.e., damage), while increased 

mixing-tube diameter increased the delamination damage. 
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Chapter 5 Summary and Conclusions 

 

5.1. Conclusions 

The main conclusions of this dissertation are: 

1.  2D and 3D surface roughness models were generated to predict surface roughness when 

AWJ trimming composite substrates. The 2D and 3D surface roughness models had an 

average error of 10% and 16%, respectively, over a range of operating conditions. A 

sensitivity analysis was conducted on the models and showed that particle kinetic 

properties (i.e. particle velocity and mass) have a more significant effect on surface 

roughness compared to particle angularity, surface roughness and material dynamic 

hardness. 

2. Delamination as a result of hydraulic shock on anisotropic, carbon-fiber/epoxy laminate 

was modelled using a two-way FSI model. The experimental delamination trends in the 

CF-epoxy were analyzed using x-ray micro tomography, and agreed well with the 

numerical results. The model and experimental results showed that increased jet velocity 

and increased jet diameter resulted in increased delamination damage. Due to the 

interdependent relationship between substrate deformation and the critical contact angle 

of the shock front during impact, the two-way FSI model was able to capture the 

asymmetric pressure generation, unlike that of isotropic substrates.  

3. A one-way FSI model was created to predict delamination when AWJ cutting. The 

model showed that normal interlaminar stress was predominantly responsible for 

delamination. The model showed that increased traverse speed (i.e. cutting front 

curvature) and increased nozzle size, generated higher reactionary forces and thus 

increased propensity for delamination. The results showed that a majority of the jet 

loading acted along the cutting front, thus increasing its propensity for delamination. 

These results were confirmed by x-ray micrographs of AWJ cuts, which showed crack 

propagation ahead of the cutting front. The effect of AWJ operating parameters on 

delamination was assessed using a novel moisture uptake methodology and x-ray micro-

tomography, which showed that increased traverse speed and nozzle size had a 

significant effect on delamination.  
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5.2. Contributions 

The novel contributions of this dissertation can be summarized as: 

1. For the first time, the effect of AWJ trimming width on surface roughness was 

examined. The results showed that roughness vs. trim width followed a periodic 

relationship, with a minimum surface roughness occurring at approximately half the jet 

diameter.  

2. A novel 2D surface roughness model was generated to predicted kerf surface roughness 

when AWJ trimming composites. The 2D model used a rigid-plastic particle impact 

model for predicting crater sizes. These craters were then superimposed to generate a 

steady-state surface roughness profile that could predict surface roughness within 10%. 

3. A novel 3D surface roughness model was generated to predict kerf surface roughness 

when AWJ trimming composites. 3D conical craters were generated based on the 2D 

craters generated by a rigid-plastic particle impact model. The conical craters were then 

superimposed upon a plane to create a surface capable of predicting surface roughness 

within 16%.  

4. Delamination damage as a result of hydraulic shock during AWJ piercing was visualized 

and examined using x-ray microtomography, across a range of pressure and nozzle sizes. 

The results show that the delaminated area was best represented by an ellipse, with 

greater crack propagation in the longitudinal (fiber) direction, compared to the traverse. 

It was also shown that increased pressure and nozzle size resulted in increased damage. 

5. For the first time, a fluid structure interaction model was developed to simulate the 

hydraulic shock action of the liquid jet impact on an anisotropic surface, and its 

subsequent damage generation. The results correlate well with the experimental 

evidence, with increased pressures and nozzle sizes generating larger hydraulic shocks, 

and thus increased damage generation. 

6. For the first time, a fluid structure interaction model was capable of capturing the 

interdependent relationship between material deformation and the critical contact angle 

of the liquid jet, and the subsequent asymmetric pressure distribution generated during 

the liquid jet impact on anisotropic targets.  

7. A novel pressure transducer was developed to capture the difference between the side 

wall and cutting front loading during AWJ trimming operations. The results showed that 
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a majority of the jet loading during cutting was acting along the cutting front, and thus 

has increased the propensity for delamination when AWJ cutting. 

8. Crack propagation ahead of the cutting front was observed via x-ray micrographs of an 

AWJ cutting front. The results confirm that delamination during AWJ cutting initiates 

ahead of the cutting front and subsequently envelops it. The delamination ahead of the 

cutting front is then eroded away as cutting continues, leaving the side kerf delamination 

remaining. A novel fluid structure interaction model was developed to simulate AWJ 

cutting of a composite laminate substrate. The model correlated well with the 

experimental evidence and showed that delamination was highly dependent on the 

normal interlaminar stresses. 
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5.3. Recommendations for Future Work 

 

The research presented in this dissertation has the potential to be extended in the following 

aspects: 

I. The current surface roughness model is only applicable for trimming operations. The 

surface roughness model for trimming could be extended into the cutting regime by 

considering the effect of secondary particle strikes.  

 

II. The current surface roughness model is not capable of resolving the varying surface 

roughnesses along the depth of an AWJ cut. Extending the surface roughness model 

to account for the various surface regions along the kerf, i.e. initial damage region, 

smooth cutting region, and rough cutting region, and their respective surface 

roughnesses, would be an asset. This could be accomplished by varying the local 

particle impact angle based on the kerf shape predicted using previous AWJ surface 

evolution models.   

 

III. The experimental design of surface roughness used the fundamental variables of 

particle velocity and dose. However, a majority of AWJ research is discussed in terms 

of operating parameters such as abrasive flow rate, traverse speed, stand-off distance, 

etc., which becomes experimentally cumbersome when attempting to account for all 

operating conditions. Extrapolation of these variables from particle velocity and dose 

using previous analytical and theoretical models for AWJ fluid flow and erosion 

would be advantageous for correlating machine operating parameters with material 

responses, and ease future experimental investigations.  

 

IV. The 3D surface roughness model used conical craters to replicate the surface 

topology. These conical craters could also be used to generate an erosion model for 

AWJ machining or used to predict kerf shape. This could be accomplished by 
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structuring the superposition of the conical craters based on the particle impact 

trajectories inside an AWJ (i.e. including the effects of particle distribution inside the 

jet plume, dose, traverse speed, local particle impact angle and subsequent particle 

rebound), on a virtual 3D bulk material.  

 

V. Although not discussed in the current dissertation, the liquid jet impact simulation 

was able to capture the high velocity (~2000 m/s) lateral jetting action associated with 

hydraulic shock. It has been shown in previous literature that the large shear forces 

generated by the jetting action create localized damage. This damage mechanism has 

not been modelled or quantified in previous liquid jet impact literature.   

 

VI. Thermal effects were not used in the current impact simulations (Chapter 3), 

however, highly compressed water is known to increase in temperature and cavitate. 

The investigation of the thermal effects and cavitation on damage generation of 

anisotropic materials would be advantageous.   

 

VII. The impact simulation of Chapter 3 only considered a single type of anisotropic 

target. Thus, it would be of great interest to examine the effect of the hydraulic shock 

under varying anisotropic material properties. Similarly, several analytical solutions 

have been generated for liquid jet impact on isotropic materials, yet none exist for 

anisotropic, presenting a novel research opportunity. This could be accomplished by 

sectioning the anisotropic substrate into multiple planes, at varying angles, relative to 

its’ global principle directions. The elastic moduli of the sectioned planes (based on 

local principle directions) could be resolved using stress tensor transformations for 

bulk anisotropic materials, or classical lamination theory for anisotropic laminates. 

By assuming a quasi-isotropic material (for a specific sectioned plane), previously 

developed analytical solutions for liquid impact on elastic targets could be used to 

extract the plane-specific critical contact angle and hydraulic shock pressure. The 

solved 2D planes could then be reconstructed about the axis-of-rotation to 

approximate the hydraulic shock loading of the 3D bulk anisotropic material.  
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VIII. Results suggest there is a critical jet power for which impact induced delamination 

occurs during AWJ piercing. Although it was beyond the scope of this thesis, 

developing an analytical or semi-empirical relationship between interfacial material 

properties and critical impact energy would be valuable for manufacturing purposes. 

This could be done by taking an energy approach, and relating the impact power of 

the jet to critical fracture energy release rate of the interfacial layer between bonded 

lamina.  

 

IX. The effect of hydrodynamic pressurization on delamination during AWJM has yet to 

be examined. This phenomenon could be resolved using a fluid penetration FEM.  
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