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Abstract 

Real-time classification of muscle signals from self-selected 
intentional movements 

@Kaveh Seyed lVlomen 2005 

lVlaster of Applied Science 
Department of Electrical and Computer Engineering 

Ryerson University 

A novel method to automatically differentiate forearm movements has been proposed. 

The electromyography (E~IG) signals were recorded from two muscle sites on the forearm 

in real-time. Two 2-dimensional feature spaces namely the natural logarithm of root-mean-

square values (Log(R.MS», and the standard deviation of auto regressive model coefficients 

(Stdev(AR) were created. The features were calculated within non-overlapping 0.2 sec-

ond windows in real-time. The feature spaces 'vere clustered using the fuzzy c-means alga-

rithm [1]. The cluster multiplicities were investigated by five different cluster validity indices. 

Real-time E1IG signal classification was achieved by calculating membership values. 

Log(RMS) performed superior to the Stdev(AR) feature space. The silhouette validity 

index provided the best cluster validity index in this study. 

On average, the proposed algorithm classified 4 movements with 92.7±3.2% and 5 move-

ments with 79.90% ±16.8% accuracy. The algorithm also revealed the number of repeatable 

movements. It can also be adapted to daily variations in individual Ef-IG signals. 
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Chapter 1 

Introduction 

It has been reported that in the United States there are approximately 150,000 amputations 

performed annually. Those numbers are even higher for Mexico and Canada, leaving an 

estimated 2.5 million amputees living in North America alone [8J. In addition to amputees, 

people with deformities of congenital defects make up a large portion of those who utilize 

upper extremity prostheses. A prosthesis is a device, such as an artificial arm, that replaces 

a part of the body. There are mainly two types of prostheses: Passive prostheses and powered 

(active) prosthesis. 

A passive prosthesis replaces a missing body limb. It may have limited functionality or 

it may not function at all. Therefore, the amputee may face challenges in performing daily 

life activities, such as grabbing a glass of water. In contrast, a power prosthesis, which is 

usually controlled by monitoring muscle signals, adds more functionality to the amputee. 

The muscle signals are sensed and amplified by electrodes. Then, these signals are fed to 

a powered prosthesis. For instance, a powered hand prosthesis is capable of opening and 

closing by responding to the amputee's voluntary forearm muscle contractions. 

1.1 Motivation 

Although extensive research has been done to improve the design of powered prostheses, 

there are still some unresolved problems. 

• Due in part to a lack of robust real-time classification algorithms, prosthetic hands 
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are yet unable to provide multifunction control. For example, powered prostheses can 

currently only open and close. Although opening and closing a hand may help an 

amputee in grasping the objects, the lack of higher degrees of freedom may introduce 

more problems. For instance, in order to grasp an object, the lack of '''''fist rotation 

function in most current prosthetic hands may force the user to contort his forearm in 

order to orient his prosthetic hand appropriately to complete the task. This may be 

very frustrating and challenging for amputees with limited functionality. 

• Current devices require users to perform activities according to the generally accepted 

social norms for executing the target activity. For example, flexion of the forearm 

muscles is typically associated to prosthetic hand closing. However, these normative 

modes of activity execution may not be natural for the user and often do not make 

best use of the individual's abilities. As a consequence, effective device usage requires 

significant user training. 

1.2 Objectives 

Although there has been extensive research on Electromyographic (E~IG) pattern recognition 

to classify different movements by monitoring E~lG signals, most of these methods are done 

off-line, which make them unsuitable for real life applications. In previous research, the 

user's ability to produce self-selected functional movements is almost entirely ignored. In 

most cases, the user is also required to generate a pre-determined set of signals (i.e. '\\Tist 

flexion and e:\."tension) to activate the a..."5istive device, which are meaningful to able-bodied 

subjects but meaningless to amputees. 

The objective of this research is to develop a novel algorithm that can prO\ide reliable 

real-time classification while allo'\\ing the user to select preferred muscle contraction. In 

realizing this main objective, a number of secondary objectives should be achieved. In 

particular, the algorithm should aim to: 

1. Differentiate different forearm movements based on the user's self-selected intentional 
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movements. 

2. Indicate the most robust and repeatable movements produced over time. 

3. Adapt itself overtime to accommodate daily variations in EMG signals, for example, 

due to fatigue. 

4. Be compatible with current clinical practice. This implies that the algorithm should 

receive EMG signals as the controlling signals from two recording sites. 

5. To classify signals without a user-perceivable delay. 

6. It is desirable to implement the algorithm in a simple microprocessor based system, 

rather than expensive DSP chips due to both the cost and complexity. Therefore, it is 

expected that the algorithm should not use sophisticated signal processing and pattern 

recognition routines. 

1.3 Chapter Roadmap 

Chapter 2 presents background information on muscle physiology, past studies, and relevant 

clustering methods used in this study. Chapter 3 introduces the experimental method, 

including both the equipment set-up and the protocol used in this study. The results of the 

experiments are outlined in Chapter 4. Chapter 5 discusses and analyzes the results. Finally, 

the conclusion, suggested future work, and the summary of the author's contribution in this 

research are summarized in Chapter 6. 

1.4 Summary of the contributions 

Figure 1.1 summarizes the contributions of this thesis. These contributions will be explained 

fully in Section 6.2. 
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1 
I Contributions I 

1 
I Methodological I Clinical 

1 1 
Log(RMS) I New learning system is developed which 

I New feature spaces are investigated for the prosthetic hand learns from the amputee's 
EMG analysis. 

Stdev(AR) I self-selected intentional movement. 

1 1 
I ~uzzy c-means clustering and membership values I Interactive method for labelling the amputee's 

of each data point are used for EMG classification. self-selected intentional movement is developed. 

1 1 
I Silhouette validity index is found to be the best 

I 

No skin preparation is done. This may help 

cluster validity in this study. 
the clinicians fit a prosthetic hand faster. 

1 
The algorithm identifies the most reliable and 

repeatable movements. 

1 
Unlike previous studies, the subject can 

switch from one movement to another in 

real-time without any restrictions. 

1 
The training session is reduced to 2 minutes. 

Figure 1.1: Summary of the contributions 

4 



Chapter 2 

Background 

2.1 Introduction 

Externally powered prosthetic hands are typically controlled using electro myographic (EMG) 

signals. These signals originate from the polarization and depolarization of the muscle mem

brane during voluntary contractions and can be measured at the skin surface using either 

dry or wet-type electrodes. Dry electrodes are widely used for prosthesis applications. The 

term 'dry' refers to the fact that the metallic part of the electrode is directly placed on the 

skin without the need for gels or creams. These types of electrodes usually have a built-in 

amplifier. Wet electrodes or pre-gelled electrodes use gels as a conductive material between 

the skin and the metallic part of the electrode. In some other applications such as individual 

muscle studies, 'needle electrodes' are invasively inserted into muscle. For powered prosthesis 

control, surface E~IG is typically used since its non-invasive character makes it safer and 

easier to use. 

EMG signals can tell us some useful information about the state of the muscle: it is 

widely used in both medicine (Le. diagnostics) and engineering (i.e. powered prosthesis). In 

order to have a better understanding of EMG signals, it is useful to review some background 

on muscle architecture and how muscle electricity is generated and detected. 

This chapter starts with a brief review of muscle physiology. Section 2.2.1 to Section 2.2.3 

explain how muscles contract and produce electricity. Section 2.2.4, will discuss the genera

tion and characteristics of EMG signals. Section 2.2.6 briefly introduces the most commonly 
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used technique in Er..lG recording. In Section 2.3, a summary of the past studies on multi

function EMG classification is reviewed and the major issues will be discussed. This chapter 

ends with a summary of the clustering, and the cluster validity algorithms used in this study. 

2.2 Muscle Physiology 

Almost all muscles in our bodies convert chemical energy, which is derived from the food we 

digest, into mechanical energy. Skeletal muscles, which are attached to adjacent bones via 

tendons, help us move voluntarily. 

Each skeletal muscle consists of smaller, almost cylindrical elements called muscle fibres. 

These muscle fibres are bundled together in parallel to form a muscle. Muscle fibres, in turn, 

are composed of myofibrils. Myofibrils have contractile properties. These myofibrils contain 

thin and thick filaments that slide over each other. This combination results in muscle 

contraction. The myofilaments are arranged in compartments called sarcomeres. These 

sarcomeres are separated from each other by thin disks called Z-lines.[6] The composition of 

muscle elements has been simplified in Figure 2.1 [2]. 

2.2.1 Motor Unit 

Each muscle fibre has a neuron connected to it called a motoneuron. The motoneuron sends 

neural signals to the muscle fibre. The motor end plate is where the motoneuron connects to 

the muscle fibre, usually near the midpoint of each muscle fibre [6]. Motoneurons look like 

wires which connect the brain to the muscles. Each motoneuron communicates with several 

muscle fibres at such motor end plates and this number varies from one type of muscle to 

another. Muscle fibres receive their stimulation via the motor end plates [6J. These electrical 

stimulation impulses are called action potentials that travel from motor cortex in the brain 

down to the muscle fibre. 

The combination of muscle fibre and its motoneuron creates a motor unit. This mecha

nism is illustrated in Figure 2.2. 
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Figure 2.1: The composition of muscle elements (Modified with permission from[2]) 

2.2.2 Motor Unit Action Potential (MUAP) 

As mentioned earlier, an action potential is similar to the flow of electricity down a wire. 

However, the major difference between a nerve and a wire is that a nerve transmits a single 

packet of electric charge at a time. An action potential arrives at the end plate of a mo

toneuron on the muscle fibre [6]. This electrochemical event locally depolarizes the muscle 

fibre. This releases calcium ions, which subsequently create cross-bridging between thin and 

thick muscle filaments and as a result, muscle contraction occurs. It should be noted that a 

single action potential only activates the skeletal muscle fibres for about 0.002 seconds [3J. 

During this time, the muscle fibres will not be able to generate much force before the action 

potential decays, calcium is removed from the cell and the fibre relaxes again. A single action 
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Figure 2.2: A schematic representation of a motor unit and its components. (Modified with 
permission from [2]) 

potential will result in a single twitch of the muscle fibres of a similar duration [3]. 

2.2.3 Motor Unit Action Potential Train (MUAPT) 

In order to have a sustained muscle contraction, the muscle needs to be activated repeatedly. 

Each action potential will cause a twitch, but since the fibre is still partially activated from 

the previous action potential the subsequent twitch will be greater. Consecutive twitches add 

together to generate a waveform called the Motor Unit Action Potential Train (MUAPT). 

A sustained muscle contraction happens when a MUAPT is generated [3]. This sequence of 

events can be shown in Figure 2.3. 
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Figure 2.3: The effects of action potentials on muscle. 'Calcium' is usually measured in 
J.Lmol/Liter and 'Twitch force' is usually measured in Kg/c:m2• (Redrawn and modified from [3]) 

2.2.4 The Origin of EMG 

As mentioned in Section 2.2.2, when an action potential arrives at the muscle, it locally 

depolarizes the muscle fibre. This event generates a potential in the cell membrane which 

is the basis for the genesis of EMG signal. The actual EMG signal, which propagates 

through the muscle tissue and can be recorded at the skin surface, is a summation of all 

these individual cell membrane potentials. Figure 2.5, which has been modified from [4], 

summarizes how EMG signals are created. 

The EMG signals generated at the muscle are different from those detected at the record

ing site. There are some factors involved in distorting the EMG signal [4]: 

• The location of the recording electrodes (recording site) is important. EMG signals 

recorded from a site close to the motor end plates of a muscle fibre are different from 

EMG signals recorded from locations well away from the same motor end plates.The 

influence of the electrode location on the amplitude and frequency spectrum of the 

signal is displayed in Figure 2.4. The preferred location is in the midline of the belly 

of the muscle between the nearest muscle-nerve junction (innervation zone) and the 

muscle tendon junction. In this location, the EMG signal with the greatest amplitude 

is detected [7]. 
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• Muscle anisotropy: In reality, the impedance of muscle tissue is not similar in 

all directions (isotropic). In fact, it is highly direction dependant (anisotropic) [4]. 

Therefore, the orientation of the detection surfaces of the electrode with respect to the 

length of the muscle fibre is critical in EMG recording. 

• Tissue filtering: The muscle tissue can act as a low pass filter and this affects the 

high frequency component of the generated EMG signals. 

• The size and shape of electrodes: Referring to Figure 2.5, the detected EMG signal 

at the recording site is the summation of individual MUAPs. Therefore, the recorded 

EMG signal is affected by the area and shape of the electrode surface. In particular, 

the bigger the electrode surface, the higher the number of detected MU APs, and the 

higher the EMG amplitude [6]. 

• The distance between electrode detection surfaces determines the bandwidth 

of the differential electrode configuration [4, 6, 7]. 

• Cross-talk among muscle fibres and the muscle fibre in question affects the recorded 

EMG signal [6, 4]. 

• Noise The most important source of noise is environmental noise such as 60 Hz AC 

power line. As this noise is common for all recording sites and their recording elec

trodes, this can be eliminated using differential recording. This technique is widely 

used for EMG recording as it eliminates the common signal (noise) and amplifies the 

difference between two electrodes. The interested reader is encouraged to review Part 1, 

Section 6 of [6] for more information regarding differential EMG signal recording. 

2.2.5 EMG properties 

An EMG signal can be mathematically expressed as a function of time, t, and force, F, by 

summing the MUAPTs contributing to the muscle contraction [4]. This simple model can 

10 

Wl)w'Vt 



.-1---:8 :D 
TIfI'III (s) Frequency (Hz) 

Figure 2.4: The amplitude and frequency spectrum of the EMG signal is affected by the location 
of the electrode with respect to the innervation zone (top electrode), the myotendonous junction 
(bottom electrode) and the lateral edge of the muscle (middle right electrode). The preferred 
location is in the midline of the belly of the muscle between the nearest innervation zone and the 
myotendonous junction. In this location the EMG signal with the greatest amplitude is detected. 
(From C.J. DeLuca, 1997, The use of surface electromyography in biomechanics, Journal of Applied 
Biomechanics 13(2): page 140, Figure 2. ©1997 by Human Kinetics Publishers Inc. Reprinted 
with permission from Human Kinetics (Champaign, IL)) 

be shown as [4]: 
p 

m(t,F) = Ludt,F) I (2.1) 
i=l 

where m is the produced EMG signal at the muscle in question, and Ui is the ith MUAPT 

contributing to the measured EMG signal. This model has been illustrated in Figure 2.5. 

It is well established that the amplitude of the EMG signal is stochastic (random) in 

nature and can be reasonably represented by a Gaussian distribution function [7J. Due to 

the random nature of the action potential of the motor unit, the EMG signal is considered 

stochastic. Raw EMG is biphasic so that it is considered as a zero-mean signaL The 

amplitude of the signal (peak-to-peak) can be from zero to 10 millivolts. For EMG signals 

the frequency bandwidth can be from 50 to 500 Hz for some muscles or 300 to 3000 Hz for 

other muscles [6]. 

Hogan and Mann [9] have shown that the maximum likelihood (ML) estimation of the 
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Figure 2.5: Schematic representation of the model for the generation of the EMG signal. (Redrawn 
and modified from [4]) 

EMG amplitude based on the Gaussian model is accomplished with the Root-Mean-Square 

(RMS) processor. The RMS amplitude of EMG signal increases as the voluntary contraction 

increases [4J. Figure 2.6 shows this relationship. The data were obtained from the biceps, 

deltoid and First Dorsal Interosseous (FDI) muscles [4]. The RMS feature is the most 

preferable among other popular time domain features in most applications [4]. It is also 

recommended for measuring the amplitude of the voluntarily elicited EMG signal because it 

represents the signal power and thus has a clear physical meaning [7]. 

Muscle fatigue happens when a contraction is maintained and the muscle fails to produce 

the desired force. It has been shown that fatigue occurs when the magnitude of the spectrum 

is shifted toward the lower frequency bands [4]. 

2.2.6 EMG Recording 

As the amplitude of the EMG signal is as small as a few millivolts, any noise with amplitude 

greater than this will cause interference, and dramatically affect the recorded EMG signal. 
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Figure 2.6: Normalized Force / EMG signal relationship for three different muscles. The data have 
been greatly smoothed, with a window width of 2 seconds. N represents the number of contractions 
averaged for each muscle. (From C.J. DeLuca, 1997, The use of surface electromyography in 
biomechanics, Journal of Applied Biomechanics 13(2): page 151, Figure 7. ©1997 by Human 
Kinetics Publishers Inc. Reprinted with permission from Human Kinetics (Champaign, 1L)) 

Differential recording has been widely used in EMG recording. This technique amplifies 

the difference between two signals and eliminates the interfering common signal. Figure 2.7 

illustrates this technique. Many considerations should be made for a clear EMG signal 

recording. For instance, the input impedance of the recording amplifier should be very 

high (usually greater than 100 MD. [7]), and the wires connected from the electrodes to the 

amplifier should be as short as possible to minimize contamination due to motion artifact. 

For complete information regarding EMG recording, the reader is referred to [6, 4, 7] 

2.3 Critical Review of Multifunction EMG Classifica
tion 

2.3.1 Powered prosthesis 

Externally powered prosthetic hands are typically controlled using electromyographic (EMG) 

signals. These signals originate from the polarization and depolarization of the muscle mem

brane during voluntary contractions and can be measured at the skin surface using either dry 
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Figure 2.7: Differential EMG recording (Modified from [5] with permission) 

or wet-type electrodes. The EMG control signal can be derived from a single site [10, 11, 12] 

or from multiple sites. Past studies have employed two [13, 14, 15J, three [16, 17, 18], 

four [14, 19, 20, 21, 22, 23, 24], and up to eight [25] recording sites 'with varying lewls of suc

cess. Englehart and Hudgins argued that four channels of E~IG signals are clearly preferable 

to two [14]. However, some studies have shown that there is both a practical and theoretical 

limit to increasing the number of channels [19, 1-1]. 

2.3.2 Classification schemes 

A much sought after goal in EI\lG-driven prostheses is to prO\ide the user l\ith multiple 

limb functions, such as hand opening and closing, and wrist rotation. To control multiple 

functions, it is necessary to map E~IG signals corresponding to different muscle contrac

tions to a variety of prosthetic functions. This mapping is commonly achieYed by way of a 

signal classification scheme. In the past decade, many different E~IG classification schemes 

have been proposed for prosthesis control. These classifiers can be dhided into four major 

categories: 

• Linear c1u . ..:;sifit'fs [19, 14, 26, 11]. 

• Artificial Ill'urnlll('twork cla"..:;ifii.'l"s [10, 13, 15, 16, 1~, IT, IS, 20. 22, 23I. 

• Puzzy IUltl neuro-fuzzy dn.,..:;ifkn, [10, 27, 2S]. nnd 



• K-nearest neighbour classifiers [15, 17]. 

In the majority of these studies, the artificial neural network (ANN) has been the classifier of 

choice. Classification accuracies ranging from 80% to 100% have been reported using ANN 

classifiers for 4 to 8 different functions. The number of recording sites varies from 1 to 4 in 

these studies. Although, most of these methods have only been tested off-line, few real-time 

implementations have been described. Further, it is unclear how these methods may be 

adapted to accommodate daily variations in EMG signals, for example, due to fatigue. 

2.3.3 Features 

A fundamental challenge in building an accurate and reliable EMG signal classifier is the 

extraction of discriminatory features from E11G signals. The extracted features define the 

feature space within which the different EMG classifiers can be evaluated. In fact, En

glehart et. al. contend that classification performance is more profoundly affected by the 

choice of the feature set [26] rather than the classifier itself. Different feature sets have been 

evaluated by various researchers. These feature sets can be categorized into three major 

categories: 

• Time domain features. These are extracted from the temporal representation of the 

signal. Examples include root mean square (RMS), integrated RMS, mean absolute 

value (MAY), mean absolute value slope (MAYSLP), zero crossing (ZC), waveform 

length, variance, number of slope sign changes and amplitude histograms [10, 19, 26, 

11, 16, 17, 18, 20J. 

• :Frequency domain features. These features are derived from a spectral represen

tation of the signal, including such examples as the Fast Fourier Transform (FFT) 

coefficients, autoregressive (AR) coefficients, and cepstral coefficients [12, 13, 15, 17, 

20, 22, 23, 24J. 

• Time-frequency features. The short-time Fourier transform (STFT) coefficients, 

wavelet coefficients and wavelet packet coefficients [27, 14, 26, 20] are examples of 
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features computed from a joint time and frequency signal representation. 

In a recent comprehensive study of 19 potential EMG features, Boostani and Moradi [25] 

used eight channels of EMG signals to classify 15 different predefined movements. They 

collected data from 10 amputees. The data analysis appeared to be off-line. They evaluated 

the 19 different features on the basis of interclass discriminability, noise tolerance and com

putational complexity. Based on these criteria, they found that the energy of the wavelet 

coefficients over nine scales along with cepstral coefficients provided the best features. 

2.3.4 Real-time dynamic classification 

Although an extensive research effort has been devoted to increase the accuracy of EMG

based multifunction myoelectric control, most of these methods have not been implemented 

in real-time applications. A few successful studies proposed real-time applications [13, 14, 

19, 20]. Englehart et. al [14] introduced a wavelet-based "continuous classifier". Although 

the system achieved on average 0.5% error for four classes of motion, and six classes with 

2% error with four channels of steady-state data, there are some issues yet to be resolved: 

• No feedback was provided to regulate the force level. Further experiments must be 

conducted to determine the possibility of implementing velocity control. 

• The system must know when to actuate the prosthetic device, and when to suppress 

actuation. As this system is based on a continuous classifier, with a constant stream 

of decisions being produced, the actuation must be gated by some means, for example, 

by introducing an 'inactive' class. 

Englehart et. aL [20] used pattern recognition approach to process four channels of my

oelectric signals, with the task of discriminating six classes of limb movement. Eleven sub

jects with intact limbs participated in the study. The subjects were asked to perform six 

distinct limb motions namely, wrist flexion, wrist extension, supination, pronation, palm 

open, and palm close. Although they obtained 93.25% accuracy (6.75% error) using a time

domain feature set, with a multilayer perceptron (MLP) artificial neural network classifier, 
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the study relied exclusively on able-bodied individuals to whom the performed movements 

were perceivable. The next phases of this investigation will have individuals with upper limb 

amputations assess the control system, and begin clinical trials of an embedded controller. 

Nishikawa et. al. [13] proposed a novel on-line learning method for an EMG prosthetic 

hand control. Although they could discriminate six different hand movements with 89.9% 

accuracy, the prosthetic hand training was not automatic. The subject had to teach the 

motions to the prosthetic hand and assign an identifier to each movement. When a subject 

judged that the system could control a motion intentionally, he taught the hand a new 

motion, thus directing system learning. On the other hand, when the subject judged that 

the system was unable to control a motion properly, he had to reteach the motion in question 

and the system needed to relearn all the target motions. 

2.3.5 Able-bodied vs. amputee 

Most of the past research efforts have been carried out only with able-bodied subjects [10, 

14, 19, 20, 26, 15, 21, 12]. However, we know that there are significant anatomical and 

physiological differences between the amputated and intact limb. For example, in congenital 

amputees, there may be partially developed, missing or fused bones. The soft tissue is 

commonly heavier or thicker than in the intact limb. In the traumatic amputee, the limb 

may exhibit scarring, grafted skin areas, muscle atrophy and limited range of motion. As a 

result, the number of available muscle sites and the quality of useful EMG signals may be 

very different from those of the intact limb, implying that potentially different EMG features 

and classifiers may be required. 

2.3.6 Normative vs. natural 

Current devices require users to perform activities according to the generally accepted social 

norms for executing the target activity. For example, flexion of the forearm muscles is 

typically associated to prosthetic hand closing. However, these normative modes of activity 

execution may not be natural for the user and often do not make best use of the individual's 
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abilities. As a consequence, effective device usage requires significant user training. 

It appears that in most previous studies, the ability of the subject to express functional 

intent was ignored. For instance, the subject would be asked to perform different hand 

movements, i.e. hand close, hand open, finger movement, etc. which are meaningful for 

able-bodied subjects but meaningless for amputees, especially those that have congenital 

limb deficiencies. 

2.3.7 Supervised vs. unsupervised classifiers 

In almost all of the previous experiments, different movements were classified using super

vised classifiers. Hence, correct partitioning of the feature space required accurately labelled 

movements. Such movements could only be obtained according to a strict experimental pro

tocol. In other words, users could not freely generate movement of choice, but had to adhere 

to the experiment's instruction. Past research often employed pre-recorded EMG databases. 

These data were recorded with specific electrodes, skin conditions, electrode locations, soft 

tissue composition, and muscle anatomy. Good performance of the supervised classifiers 

could only be guaranteed under similar experimental conditions. 

Clustering is a technique for automatically grouping data, such as EMG signals. It can 

be used when the number of classes in the data is unknown or it is not possible to find. 

As mentioned in Section 1.1, unlike most of the previous studies, we would like to shift the 

training from the user to the machine. Therefore, the target movements (labels) and the 

number of movements (number of classes) are not defined. These parameters are expected 

to be discovered after the user trains the system. As a result, popular supervised classifiers 

such as artificial neural network classifiers cannot be used. On the other hand, clustering 

may help us accomplish the objectives of the thesis as outlined in Section 1.2. 
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2.4 Brief Overview of Relevant Clustering Methods 

2.4.1 What is clustering? 

Clustering is one of the most important techniques in pattern recognition applications. In 

clustering, similar objects are grouped together. Each group is called a cluster. Different 

clusters are recognized by the dissimilarities among their members. In clustering, the data 

are not labelled. Therefore, it is considered as unsupervised learning. In contrast, in su

pervised learning, the classes are predefined and the task is to understand the basis for the 

classification from a set of labelled data (training or learning set). This information is then 

used to classify future observations. Clustering is pivotal in data mining applications such as 

scientific data exploration, information retrieval and text mining, spatial database applica

tions, computational biology, and many others where labelling a large set of sample patterns 

is not possible. 

2.4.2 Fuzzy C-Means Clustering 

Fuzzy c-means (FCM) has been used in this study as the preferred unsupervised classifier. 

Fuzzy c-means is a method of clustering which allows one data point to belong to two or 

more clusters. This method, which was developed by Bezdek in 1981 [1], is frequently used 

in pattern recognition. It is based on finding the fuzzy membership /-Lij and cluster centroid 

<;, to minimize the following objective function: 

C N 

Jm L L(/-Lij)m Ilxj - <;112 , 1:::; m :::; 00, (2.2) 
i=l j=l 

where m is the fuzziness index, /-Lij is the degree of membership of observation Xj in the 

cluster i, Xj(j = 1 ... N) is the lh d-dimensional data point, <; is the d-dimensional centre 

of the cluster, and 11.11 is any norm measuring the similarity between an empirical data point 

and a cluster centre [1]. Pal and Bezdek [29] showed the best choice for m is probably in the 

interval [1.5, 2.5], whose mean and midpoint, m = 2, have often been the preferred choice 

for many users of fuzzy c-means. Based on preliminary investigations by the author of this 

thesis, the chosen value for m was 1.8 in this study. 
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Fuzzy partitioning is carried out through an iterative optimization of the objective func

tion (2.2), with the update of membership Pij and the cluster centres Ci by: [1] 

(2.3) 

j=l (2.4) Ci= N 

L (Pij)m 
j=l 

Iterative optimization will stop when 

(2.5) 

where 0 < € < 1 is a termination criterion, and k is the iteration step. This procedure always 

converges to strict local minimum of Jm [1J starting from an initial guess of /-lij, but different 

choices of initial /-Lij might lead to different local minima. 

Referring to Equation (2.2), it can be seen that in order to minimize the function Jm , the 

number of clusters (C) should be specified. Therefore, fuzzy c-means clustering is considered 

a partially supervised classification algorithm. 

Specifying the number of clusters can be a subjective exercise. Therefore, several methods 

have been developed to automatically validate the number of clusters. 

2.4.3 Cluster Validity Criteria 

Cluster validity refers to the process of validating the number of specified clusters. Validation 

reveals how well the data points are clustered. In general, indices of cluster validity fall into 

one of three categories: 
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• Some indices measure partition validity by evaluating the properties of the crisp struc

ture imposed on the data by the clustering algorithm, such as Dunn's validity index 

[30], and Davies-Bouldin validity index [31] 

• In the case of fuzzy clustering algorithms, some validity indices such as partition coef

ficient [1] and classification entropy [1] use only the information of fuzzy membership 

grades to evaluate clustering results. 

• The third category consists of validity indices that not only make use of fuzzy mem

bership grades but also the structure of the data. The partition index [32], Xie-Beni 

index [33], and Silhouette validation method [34] are examples. The Silhouette val

idation method has been widely used with k-means and fuzzy c-means algorithms 

[35, 36, 37, 38]. The main advantage of using the silhouette index among other clus

ter validity indices is that regardless of the data dimension, cluster definitions can be 

visually illustrated in a 2-dimensional plot. 

Since only fuzzy partitioning is used in this research, cluster validity indices for crisp 

structures are not considered in this stUdy. It should also be noted that none of the available 

cluster validity indices are perfect by itself for all applications. Therefore, in this study, 

several prominent cluster validity criteria are studied. This would help to choose the best 

cluster validity index for this application. 

Below we briefly explain the aforementioned cluster validity criteria used in this thesis. 

Partition Coefficient (PC) 

Bezdek [1] designed the partition coefficient to measure the amount of overlap between 

clusters. He defined the partition coefficient as follows: 

1 C N 

PC(C) = N LL)flij)2, 
i=l j==l 

(2.6) 

where Pij (j = 1,2, ... N) and (i = 1,2, ... C) is the membership of data point j in cluster i. 

The disadvantage of PC is lack of direct connection to some property of the data themselves. 
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The optimal number of clusters is the value of C which maximizes Equation (2.6). 

Classification Entropy (eE) 

CE measures the fuzziness of the cluster partition only, proposed by Bezdek [1], and it is 

similar to the partition coefficient. 

1 C N 

CE(C) = - N L L(JLij)log(JLij) 
i=1 j=1 

(2.7) 

Partition Index (SC) 

Partition index (SC) is the ratio of the sum of compactness and separation of the clusters. 

It is a sum of individual cluster validity measures normalized through division by the fuzzy 

cardinality of each cluster [32]. 

where 

N 

C L(JLij)m Ilxj - £;11 2 

SC( C) L -'-j=-1-C-=----

i=l niL II£; - Ck 112 

k=l 

N 

ni = LJLij 
j=1 

(2.8) 

(2.9) 

is called the fuzzy cardinality of duster i. A lower value of SC indicates a better partition. 

Xie-Beni separation index 

Xie-Beni validity index [33] is obtained by dividing the objective function described in Equa

tion (2.2) by the number of data points and the square of the minimum distances among the 

cluster centres. The separation index S( C) is defined as 

C N 

L L(JLij)m IIxj - £;11 2 

S(C) = _'=_1-'---___ ---;:;-

N x mini,k II£;-
(2.10) 
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where mini,k lie;. - Ck" is the minimum Euclidean distance between cluster centres. The 

above index can be interpreted as the average compactness over all data points divided 

by the minimum separation. The farther apart the clusters are, the larger the value of 

mini,k lie;. - ckll, and the smaller S(C}. Thus, the smallest S(C) indeed indicates a valid 

optimal partition. 

Silhouette Validation lVlethod 

The silhouette value [34J is a measure of the classification quality. The silhouette values 

show how close the elements of a cluster are together and how far they are from the next 

closest cluster. Therefore, average silhouette values can be applied for evaluating clustering 

validity. The algorithm consists of the following steps: 

For the ith object, we denote by A the cluster to which it belongs, and compute 

a (i) IAI1_ 1 jE~r'i d (i,j), 

where aU) is an average dissimilarity of the ith object to all other objects of A. 

N ow consider a second cluster C different from A and write 

d(i,C) 1~ILd(i,j), 
JEG 

where d (i, C) is an average dissimilarity of the ith object to all objects of C. 

After computing d (i, C) for all C we take the smallest d (i, C): 

b(i) = mind(i,C) 
Gr'A 

(2.11) 

(2.12) 

(2.13) 

The cluster B which attains this minimum [that is, d (i, B) = b (i) 1 is called the neighbour 

of object i. This is the second-best cluster for object i. 

The silhouette value s (i) of the object i is defined as: 

. b(i} - a(i) 
s (z) = max {a (i), b (in 

(2.14) 

Clearly s (i) always lies between -1 and 1. The value s (i) may be interpreted as follows: 
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• s (i) ~ 1 => object i is well classified in A. 

• s (i) ~ 0 => object i lies intermediate between two clusters (8 and A) 

• s (i) ~ => object i is badly classified (closer to 8 than to A.). 

The average of all s(i) is called the at'eroge silhouette ra/ue. and is u...~ to justify the 

total number of clusters. 

2.5 Chapter Summary 

In order to understand the origin of the E:\IG signal. the reader should b:n-e rollie bas:c 

background on muscle physiology which was given at the begi:m::-g of this c!:..a?ter. DlG 

properties and a popular E~IG recording technique were n~\iewed in ttis (ha.p~€r. Tti3 ';I.-a5 

followed by a review of past studies on E:\IG signal cl.?~"S:B.c~1.tio:1 a!!d rele\'.-t;:t pa:tem reccg-

llition techniques. In this research, unlike most pre\iO'.!3 

Systt'lll is used. The fuzzy c-llleans algorithm was i!!uocucro <>,5 the ~refcrred d'.:iteri::g 

technique in this research. The main adv::mtage of usllg a f...:.z...ry- d:.:.s:eri.::.6 wrs-r..:5 cr..s:p 

tl'ring (i.e. k-lllC'iUlS) is that there is not a hard bQt:l:da.ry bet"w;::} the d~-te::s_ b:e2.G. 

('nell data point (ft'<\tun') has a uH:'mbership dt";r~ i!l e~,,('b of t!:.e (bster'S. \\l.th tr:e 

('-Illl'IUlS algorithm, thC' muubt'l" of dusters should 1x> :!!?~ct'd a prien. l"clvrtt.t:ra.::eLy. 
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Chapter 3 

Experimental method 

3.1 Introduction 

The first section of this chapter outlines the equipment set-up and the signal [('cording 

method used in this study. The next section introduces the feature extraction and real-time 

classification technique, as well as the experimental protocoL 

3.2 Equipment set-up and data recording 

3.2.1 The ethics 

It was required both by Ryerson University and Bloorview ~Iac}'Iillan Children's Centre 

that all graduate student research involving human subjects be reviewed by the relevant 

research ethics board before work began. A project proposal for this research was prepared 

and successfully passed both the scientific review and the ethical review by the responsible 

research ethics board at Bloorview 1IacMillan Children's Centre. 

3.2.2 Participants 

The number of participants in previous studies varied from 1 to 12 persons. }'Iost of the 

studies were done on able-bodied people [10, 19, 14,26, 15, 21, 12]. There were only a few 

amputees (mostly only one amputee subject) who participated in previous studies. In this 

study, we recruited a convenience sample of 8 able-bodied adults and 1 below elbow amputee. 
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Due to the lack of standardized measures in EMG classification studies, a rigorous power 

analysis could not be conducted for sample size estimation, at the time of this writing. 

Able-bodied subjects consisted of a convenience sample of adults aged 20-30 years with 

no upper limb deficiencies. An amputee was recruited from Bloorview MacMillan Children's 

Centre. It was particularly desirable to choose an amputee who was not a powered prosthesis 

user since he or she would most likely be unfamiliar with forearm muscle control. This lack 

of prior training would present a nontrivial challenge to the automatic separation of EMG 

signals. 

3.2.3 The electrodes and skin preparation 

Pre-gelled Agj AgCI disposable wet-type electrodes made by Grass (model: F-E8SD) were 

used in this study. These electrodes are less expensive than active electrodes (e.g. Otto 

Bock) and can be applied to the subject's skin easily and securely. No skin preparation was 

performed to minimize the total experiment duration. The whole experiment on each subject 

was expected to take about 30 minutes per subject. The proposed algorithm was expected 

to learn from the user and adapt itself to the user's variations. Therefore, performing the 

experiment on unprepared skin actually provided information about system robustness to 

low quality signals recorded from unprepared skin. 

3.2.4 Recording site 

In the normal limb, at least two opposing muscles are required to control a joint [4]. The 

interaction of agonist! and antagonist2 and often synergist muscles determines the action of 

the joint. Two site control is a first step towards utilizing these natural interactions [39]. 

Therefore, two muscle sites were chosen in this study. 

It is believed that the bulk of the muscle produces higher amounts of EMG signals. 

Thus, it was desirable to put the electrodes on the bulk of the muscles [7]. The electrodes 

were placed in pairs with one reference electrode at each site, over the group of agonist and 

1 A muscle responsible for producing a specific movement. This muscle contracts to move the limb. 
2 A muscle that relaxes while the agonist contracts. 
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antagonist muscles on the forearm, as illustrated in Figure 3.1. The location of the attached 

electrodes on the forearm was photographed for future reference. 
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(a) (b) 

Figure 3.1: The Electrode locations: The electrodes were placed in pairs with one reference 
electrode (the marked electrode). Figure 3.1(a) shows the location of the electrodes placed on 
forearm flexor muscles. Figure 3.1 (b) shows the location of the electrodes placed on forearm extensor 
muscles. 

3.2.5 Data acquisition 

The raw EMG signals from two muscle sites on the forearm, were amplified by a GRASS 

TELEFACTOR 15A54 amplifier. This amplifier conforms to Underwriters Laboratories 

(UL) 2601-1 safety standard, and certified to Canadian Standard Associations (CSA) C22.2 

#601-1 safety standard. This amplifier optically isolated the subject from the amplifier so 

that it was safe for direct recording from a human subject. The low cutoff frequency (-6 

dB) on this amplifier can be set at: 0.01, 0.1, 0.3, 1, 3, 10, 30 and 100 Hz and high cutoff 

frequency (-6 dB) can be set at 30,100, 300, 1000 and 6000 Hz. The amplifier also has a 

line notch-type filter (50/60 Hz), jumper selectable, to remove the power line noise. The 

amplification was adjustable from 50 to 200,000. 

In this study, the gain of the amplifier was set at 5000 and the signals were band-passed 

inside the amplifier. Although much literature has suggested the usable band for EMG 

signals is from 20 Hz to 500 Hz [4, 7], due to limitations on the amplifier, the chosen band 

for this experiment was set as 30 Hz to 1000 Hz. The low frequency cutoff filter was used 
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to avoid motion artifact [7J. In order to eliminate the power line 60 Hz noise, the built-in 

line notch filter was used in addition to the primary filters. The amplified signals then were 

fed to a personal computer (P4- 2.8 GHz, 1GB RAM) equipped with a National Instrument, 

PCI-6014 data acquisition board. The signals were sampled at 2000 samples per seconds to 

avoid anti-aliasing. Figure 3.2 illustrates the power spectrum density calculated for Subject5 

after the training session. This confirms that although the high cutoff filter was set at 1000 

Hz, there is not much information beyond 500. 

The necessary system program responsible for initializing the data acquisition board and 

recording the data was written in MATLAB® 7.1. Figure 3.3 shows the equipment setup. 

x 10" Power Spectral DenSiIY Estimate Ilia Welcl1 

3· 

Figure 3.2: Power spectral density (PSD) calculated over the training session for Subject5. The 
line notch filter eliminated the power line 60 Hz noise. It can be seen that the usable band for the 
recorded EMG signals in this experiment, is from 30 Hz to 500 Hz which agrees with the findings 
of previous studies. [4, 6, 7]. The PSD recorded from flexor muscles and extensor muscles on the 
subject's forearm are designated as channell and channe12, respectively. 

3.3 The Protocol 

The experimental protocol has been summarized in Figure 3.4. The algorithm simply ex

tracted the features from the raw EMG signals recorded at two sites, and clustered the feature 

space. The membership value for each data point was calculated and used for classification. 

A testing session at the end, estimated the performance of the algorithm. 
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As mentioned previously, the objective of this project is to automatically define different 

preselected intentional movements. Therefore, the subject was not restricted to any prede

fined sitting position. However, in order to establish a well-definf'Ai and repeatable resting 

position for each individual, each subject wa.s a.5ked to sit on a chair, to relax and to rest 

his or her arm in the most comfortable position. The subject was not required to perform 

any predefined activities. Instead, the participant wa.'3 a.5bhl to perform self-s<:'locted forea.rm 

moYements, that were deemt,><i both perceivable and repeatable, as soon as the computer 

prompted. The computer started to extract the features every 0.2 seconds in real-time, as 

illustrated in Figure 3.5. All necessary data were saved in both the computer memory and 

the hard drive. This session was con5idered 8,S truining ~ession and it end(hl after recording 

of two minutes worth of data. The subj(,'Ct could rest at any time while the data were being 

recorded. 
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3.3.2 Feature Extraction (Step 1) 

The traditional goal of the feature extractor is to characterize an object to be recognized 

by measurements whose values are very similar for objects in the same category, and very 

different for objects in different categories [40]. Referring to section 2.2.5, it has been widely 

reported that the amount of force that a muscle generates correlates ,,;ith the root-mean

square (RMS) value of the EMG signal of the corresponding contracting muscle. Therefore, 

RlV1S of the EMG signals could constitute the feature space. On the other hand, many 

researchers have used autoregressive (AR) coefficients as a possible feature space. In this 

study, both RMS feature space and AR coefficients were studied. 

R!vlS feature space 

The RMS values could be calculated as: 

(3.1) 

where Xl, X2, ••• ,Xn are the data points. 

In this study, the RMS feature of each channel was calculated to create a 2-dimensional 

feature vector. It was argued that the response time for the control system should not 

introduce a delay perceivable by the user. This threshold is generally regarded to be roughly 

300 milliseconds [19, 14J. In this study we calculated the mIS features of each channel 

within a 200 millisecond window. This ensured that the algorithm made the decision in less 

than 300 milliseconds. 

Preliminary studies showed that this feature space was not suitable for clustering, since 

the data did not appear to naturally segment into groups. For instance, the fuzzy clustering 

algorithm used in this study [lJ was not able to differentiate clusters close to the origin. 

Figure 3.7(a) illustrates one of the preliminary results based on the calculated R.\IS features 

from the extensor and flexor muscles, for each 200 millisecond window. These results were 

obtained from an able-bodied subject, over a 2-minute training session. 

It is shown in Figure 3.7(a) that data points are concentrated around the origin and they 
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are spread far across the axes. In order to spread the concentrated data points away from the 

origin of the plot and make the data points across the axes more clustered, a special function 

was needed. This function should be able to amplify data points around the origin more, 

in order to spread them, and amplify farther data point from the origin less, to concentrate 

them. One of the functions that met these requirements was the natural logarithm function. 

Figure 3.6 shows the general plot of this function. It can be seen this function amplifies the 

points around the origin with a high gain and then gradually lessens amplification of the 

more distant data points, nonlinearly. It should be noted that only positive numbers have 

natural logarithm values. 

RMS values of EMG signals are always positive. Therefore, the natural logarithm of the 

RMS features were calculated and plotted, to form the feature space as follow: 

where Fx y. is the calculated feature for the /h(j = 1,2, ... , N) feature. N is the length J. 3 

of the feature vector. Xlj, X2j,"" Xnj are sample data points, recorded from flexor mus

cles (channell), and Ylj, Y2j, ••. ,Ynj are sample data points, recorded from extensor muscles 

(channeI2). n is the length of the window over which the features were calculated. In this 

study, as mentioned earlier in this section, the length of the window should be 200 millisec

onds. Since the sampling frequency was set at 2000 samples per seconds, the length of the 

sequence would be: n 400 

Figure 3.7(b} illustrates the effect of the natural logarithm function on the feature space. 

Autoregressive (AR) Coefficients feature space 

The AR model of the current sample of the signal xU) is described as a linear combination 

of previous samples plus an error term eU) which is independent of past samples: 
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xU) -2: akX(j - k) + eU), 
k=l (3.3) 

j = 0,1, ... , n - 1, 

where xU) are the samples of the modelled signal, ak are the AR coefficients, p is the model's 

order, e(j) is the time series ofresidual values (prediction errors), and n is the length of the 

window over which the features were calculated. The model can be interpreted as a linear 

system with e(j) as its input (white noise) and x(j) as its output. The transfer function 

H(z) for the AR process is: 

H( ) = X(z) 
z E(z) 

1 
p 

1 + 2:akz-k 
k=l 

The spectrum of the model can be estimated from Equation (3.4) as: 

1 
PAR = ------" 

p 

1 + Lake-iwk 
k=l 

(3.4) 

(3.5) 

It has been shown that the EMG spectrum changes with muscle contraction state, re-

suIting in a change in AR coefficients [41]. To define the order of the model, various experi

mental and theoretical approaches have been proposed [41J. The results of both approaches 

show that a model order of 4 is adequate for AR time series modelling of EMG signals 

[12,17,24,41,42]. 

There are many ways to compute AR coefficients. The Burg algorithm [43] is probably 

the most widely known AR procedure. In this study, MATLAB® built-in function 'arburg' 

was used to calculate the 4th order AR coefficients on each recording site, to form an 8-

dimensional feature space. Unfortunately, the higher the dimension of the feature space, the 

more the number of samples required for AR coefficient estimation. This is known as 'the 

curse of dimensionality' and was proposed by Bellman in 1961 to describe the exponential 

gro¥lth in combinatorial optimization as the dimension increases [44]. 
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Many researchers have used different methods such as Principal component analysis 

(peA) or Genetic algorithm (GA) to project a higher dimensional feature space onto a 

lower dimension space [14, 15, 23, 22]. 

In this study an alternative and simpler method was investigated to reduce the dimen

sionality of the feature space. We define vector Aj, created by 4th order coefficients of the 

flexor muscle group (channell recording site), and Bj , created by 4th order coefficients of 

the extensor muscle group (channel2 recording site), both calculated for the ih O.2-second 

window (Figure 3.5), 

(3.6) 

(3.7) 

In order to investigate how AR coefficients obtained from each channel vary over the 

training session, a feature vector, FAj,Bj was created and plotted: 

(3.8) 

Figure 3.8(a) illustrates the created feature space based on Equation (3.8). Each re

gion shows the bivariation of corresponding AR coefficients, calculated from 2 channels 

((aij,bij),i = 1,2,3,4,j = 1,2, ... N). The 'Resting position" which is shown with black 

symbols on the plot, occurred when the forearm was in a neutral position and no movement 

was performed. The cluster arising from the first two seconds of the resting position (from a 

preliminary trial) is shown by the black symbols in Figure 3.8(a). In the real-time prelimi

nary trials we observed that the four detected clusters based on AR coefficients of the flexor 

and extensor channels, vary from one movement to another, away from the resting cluster. 

As a result, it was expected that the standard deviation among the AR coefficients for each 

channel, could yield a meaningful feature space. 

The standard unbiased deviation estimate, S, of a data vector x is given by, 
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where 

1 N 
X= - LXj 

N j=l 

(3.9) 

(3.1O) 

and N is the number of elements in the sample. In this study, MATLAB® built-in function 

std(x) , using Equation (3.9) was used to create a new 2-dimensional feature space as follows, 

(3.11) 

where Stdev is the standard deviation using Equation (3.9). 

Definition 

From now on, we refer to the feature space created using Equation (3.11) as the Stdev(AR) 

feature space and the feature space created using Equation (3.2) as the Log(R1\1S) feature 

space. Figure 3.8(b) shows a 2-dimensional feature space created and plotted based on 

Equation (3.11). 

The raw data as well as the aforementioned Log(RMS) and Stdev(AR) features of each 

channel were recorded and calculated simultaneously in real-time and saved in MATLAB® 

format, in the hard drive, for further analysis. 

N onstationary conditions and AR features 

AR modelling requires that the fitted signal be stationary over the given interval. The EMG 

signal, due to its random nature, is considered to be nonstationary. However, it has been 

shown that an AR model can be applied to a nonstationary process provided that the process 

can be segmented as locally stationary [45]. 

Signal stationarity over short epochs can be tested with different approaches , but are 

rarely applied in the case of EMG signals [46]. 
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Reverse arrangement test 

In this study, the reverse arrangement test was used to validate the stationarity of the 

recorded EMG signal within 0.2-second windows. 

The reverse arrangement test can detect a monotonic trend in a time series xU = 

1,2, ... , n). The method is based on the computation ofthe number oftimes that xU) > x{k) 

with j < k (this inequality is called a 'reverse arrangement') for all j. If the sequence of 

xU) are independent observations of the same random variable, then the number of reverse 

arrangement is a random variable with 

M 
n(n -1) 

ean = -...:...---:.. 
4 

(3.12) 

and 

V
. n(2n + 5)(n - 1) 

anance = 72 (3.13) 

An observed number of reverse arrangements significantly different from the mean (Equa

tion (3.12)) indicates nonstationarity because of the possible presence of a trend in xU). The 

results of this test showed that, on average, more than 85% of all recorded signals v.,rithin a 

0.2-second window, passed the stationary criterion at a significance level of 0: 0.05. 

The effect of windowing on EMG signal 

It has been shown [47, 46] that the particular window applied to estimates of spectral pa

rameters of EMG signals has a negligible effect. The rectangular window (used in this study 

- Section 3.3.1) is acceptable and even preferable in EMG spectral estimation [47]. 

3.3.3 Clustering (Step 2) 

At the end of the training session, fuzzy c-means clustering algorithm [1] was applied to 

the proposed feature spaces, to find the different clusters of activities associated to different 

movements. Each subject estimated the number of different performed movements. This 

number was taken as the number of clusters and applied to the fuzzy c-means clustering 
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algorithm. Unlike most applications, in this study, since the user defines the number of 

self-selected movements, the cluster validity is not expected to find the optimum number of 

clusters. In this study cluster validity was used to validate the following . 

• The performance of the fuzzy c-means algorithm. Cluster validity ensured that the 

clustering algorithm converged properly to its minimum, so that the data points were 

assigned correctly to the cluster to which they belong. 

• The optimum number of clusters. This number should be found automatically. Dif

ferent cluster validity algorithms were being investigated in this study, as described 

in Section 2.4.3. Since the number of performed movements were strictly defined by 

the user, the performance of these cluster validity algorithms for finding the optimum 

number of clusters can be investigated. 

The generated clusters along with the centres of the clusters was shown to the user on the 

computer screen. Figure 3.I0Ca) shows an example of a clustered Log(RMS) feature space 

using fuzzy c-means algorithm. Figure 3.10(b) shows an example offuzzy c-means clustering 

of Stdev(AR) feature space. The centre of the clusters have been magnified in black. 

It was assumed that each movement should have its own unique associated cluster in both 

Log(RMS) and Stdev(AR) feature spaces. Therefore, at the end of the training session 

(Section 3.3.1), both Log(RMS) and Stdev(AR) feature spaces were clustered using the 

fuzzy c-means algorithm and the results were saved in a file for further analysis. 

3.3.4 Cluster validity (Step 3) 

Preliminary studies showed that the number of movements expressed by the user, was best 

estimated by the silhouette [34] validation method. For instance, the subject who created 

the feature space plotted in Figure 3.9(a) expressed the number of self-selected movements as 

6. In this example, the silhouette validation method was the only cluster validity index that 

estimated the number of clusters correctly. Figure 3.9 shows an example of the preliminary 

results of the fuzzy c-means clustering of a feature space based on the natural logarithm of 
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RMS values, and the performance of the silhouette validity index. The number of clusters 

varies from 2 to 10 and the maximum mean of the silhouette value occurs when the number 

of clusters is set to 6. 

Other cluster validity indices such as, Partition coefficient, Classification entropy, Parti

tion index, and Xie-Beni separation index were computed as well. These results were saved 

in the computer hard drive for subsequent analysis. 

3.3.5 Membership values for classification (Step 4) 

For classifying new data after the training session, the fuzzy membership values based on 

Equation (2.3) were calculated for each new point and in turn, each point was assigned to 

the cluster to which it had the highest membership. 

Let Fl, F~ represent the calculated features for the /h sampling window. As mentioned 

previously, these two features were formed to create a 2-dimensional feature F(j ). Since the 
x,y 

fuzzy clusters have already been created in the feature space, (Section 3.3.3), the maximum 

membership value for each new data point, J-Lb" assigns this point to the corresponding 

cluster, Ci . This process repeats every 0.2 seconds. Therefore, for every 0.2 second, we have 

a classified feature in real-time. 

The visual feedback 

In order to create a more user friendly environment, the software program displayed a window 

consi~ting of separated vertical blue bars. Each bar was associated with a specific cluster. 

The bars were labelled arbitrarily as MovemenLl to MovemenLn, where n was the nth 

cluster. Referring to Figure 2.6, since the amount of force produced by a muscle is a nonlinear 

function of the RMS value of the EMG signal, it was preferable to take the Log(RAfS) 

feature space as the primary feature space, and then compare the results with the Stdev(AR) 

feature space. By visually comparing Figures 3.7(b) and 3.8(b), it appears that for the same 

empirical data set, the Log(RMS) feature space is better clustered than Stdev(AR) feature 
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spaceS. Therefore, in this study, the visual feedback was associated to the Log(RMS) feature 

space. Figure 3.10 shows an example of the aforementioned clustered feature spaces and the 

user interface for 6 movements associated with 6 different clusters (forearm movements). 

For each new data point, the software program highlighted the corresponding vertical bar 

in red, as soon as the maximum membership value of the new point, J.Lb;, was discovered. 

Therefore, J.Lb; served as a highlight in the visual feedback to the user, to indicate the 

movement selected by the user. 

Figure 3.10(d) shows an example of a user who is using the visual feedback as a response 

to his forearm movements. In this example, the user is doing wrist flexion and the computer 

responds to the user by highlighting the first bar from the left on the computer screen. 

3.3.6 Labelling the clusters (Step 5) 

The user was given a chance to highlight the bars by performing the same forearm move

ments, performed during training, for another two minutes. This helped the subject find the 

relationship among the movements and the highlighted bars. 

At the end of this session, if the user felt that the system responded to the movements 

accordingly, the software would ask the subject to label the movements. Otherwise the 

system would ask the subject to retrain the system. The system may not respond to the 

user due to the following two main reasons: 

1. The subject did not train the system properly and did not provide repeatable natural 

movements during the training session. 

2. The fuzzy c-means algorithm converged to a local minimum such that the data points 

were not properly assigned to the clusters.4 

When the subjects felt that the system followed their movements properly, they were 

asked to label the vertical bars, which corresponded to their forearm movements. They 

3It should be noted that visual inspection of a data set does not guaranty the cluster separability. It is 
also unknown if Log(RM S) features make a well separated feature space for other subjects or other trials. 

4This happened only once. In this case, the user did not re-train the system. Instead, fuzzy c-means 
algorithm was re-ran , at which point the algorithm converged properly. 
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could label the movements in any language or with any words which would help them to 

remember the movement. As will be discussed in section 3.3.8, the computer cued the user 

to create movements in random sequence. Therefore, labelling the movements was necessary 

to estimate the performance of the system. 

For each movement, the user was given five seconds to choose any of the unlabelled bars 

(movements) to label. As mentioned in Section 3.3.5, every 0.2 seconds a new data point 

with the maximum membership value I-Lb
i 

was assigned to the ith cluster. This process was 

hidden from the user. The user was provided with visual feedback in form of vertical blue 

bars, highlighted in response to the calculated maximum membership value I-Lb
i

• At the end 

of the 5-second window allowed for labelling one of the movements, the last membership 

value highlighted the corresponding vertical bar. It was assumed that at the end of the 

5-second window, the user would have selected the desired movement (bar) to label. The 

user was given a chance to verify his or her choice and could repeat the selection process as 

desired. Let I-Lb
k 

be the last calculated maximum membership value. Therefore, the label 

that the user chose, was assigned to the kth cluster, Ck . This process was done simulta

neously on both Log(RMS) and Stdev(AR) feature spaces. This means that if I-Lb
k 

is the 

last calculated maximum membership value in Log(RMS) feature space, there is a similar 

maximum membership value, i.e. flb
k

, in the Stdev(AR) feature space. It should be noted 

that cluster Ck in the Log(RMS) feature space is not necessarily cluster Ck in Stdev(AR) 

feature space. flb
k 

may point to cluster Cm, where m =f k. 

In order to compare the performance of Log(RMS) and Stdev(AR} formulations, it 

was necessary to find the one-ta-one relationship between the clusters in these two feature 

spaces. Therefore, when cluster Ck was labelled by the user in the Log(RMS} feature space, 

the corresponding cluster in the Stdev(AR) feature space (i.e. Cm) was virtually assigned 

the same label. The one-to-one relationship between the clusters in the mentioned feature 

spaces, were calculated and saved in a file along with other information obtained in this 

session. Figure 3.11 illustrates the labelling process. 

An example of six different movements and their corresponding labelled vertical bars are 
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illustrated in Figure 3.12. In this example, the subject labelled the movements in Spanish. 

3.3.7 Familiarizing with new labels (Step 6) 

When the discovered movements were labelled, the subjects were given another minute to 

become accustomed to the labelled movements. They were asked to choose any of the 

movements randomly and to try to highlight the corresponding vertical bars by performing 

the same forearm activities with which they trained the system. 

3.3.8 Testing (Step 7) 

For error estimation, the user was required to perform one of the labelled movements ran

domly. Therefore, a random sequence representing the movement indices had to be gener

ated. 

A uniform random sequence of length of N, consisting of indices representing movements, 

was generated. The length of the sequence was 10 times as long as the number of generated 

movements. This would assure that each movement was randomly requested exactly 10 times 

during the testing procedure. For creating this sequence of length of N, a smaller sequence 

of indices from 1 to n was generated. Each index of the sequence represented a movement, 

where n was the maximum number of discovered movements. This sequence was permuted 

to rearrange the indices randomly. This can be mathematically expressed as follow: 

Let {ai} be a unique set of positive integer indices: 

ai E Z ai =f aj, 'ifi, j , i = 1 ... n, j 1 ... n, i =f j 

where Z is the set of positive integers. 

We define P( {ai}) E zlxn as permutation of ai 

We define B as the uniformly distributed sequence of random indices 

(3.14) 

(3.15) 

where k is the repetitions of each movement, n is the number of detected movements, and 

Pj ( {ai}) is the /h permutation of {ai} , i = 1. .. nand j = 1. .. k 
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It should be noted that larger k results in better error estimation, but due to the limitation 

of the duration of the study, k = 10 was chosen. This ensured that each index (movement) 

in the longer testing sequence was repeated 10 times. 

Based on the uniformly distributed sequence B, which represented the target movements, 

the computer randomly selected one of the movements and highlighted the corresponding 

vertical bar in yellow. This highlight served as a prompt for the user to perform the requested 

movement. As mentioned in Section 3.3.5, the visual feedback was associated with the 

Log(RMS) feature space. It is clear that the generated random sequence B, was the sequence 

of random indices associated with the clusters in the Log(RMS) feature space. Clearly, the 

cluster indices in the Stdev(AR) feature space are not the same as the cluster indices in the 

Log ( RM S) features. Therefore, it was needed to find the target sequence for Stdev( AR) 

feature space. Based on the calculated one-to-one relationship among clusters in these two 

feature spaces, which was described in Section 3.3.6, the corresponding target sequence 

for the Stdev(AR) feature space was created. This sequence, let's say fl, held the target 

movements in Stdev(AR) feature space and helped the computer to monitor the user's 

performance based on Stdev(AR) feature space in the background. 

'-IVe introduced time Td as the dwell time. Td was set at 3 seconds. Therefore, the user's 

response time (T 8) was valid as long as Ts =:; Td. 

Preliminary results showed that if Td were set at two seconds the users would not have 

enough time to respond to the computer and generate the requested movement. A three 

second time window for Td was estimated from preliminary tests on the author and it was 

found that most users could comfortably respond to the computer within a three-second 

window. 

3.4 Summary 

In this chapter the experimental method and the setup protocol were discussed. Two different 

2-dimensional feature spaces were introduced as Log(RMS) and Stdev(AR). The fuzzy c

means algorithm was introduced as the clustering algorithm of choice. Different cluster 
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validity indices were also applied to the detected fuzzy clusters to estimate the optimum 

number of clusters. The membership values were used to assign each data point to the 

appropriate cluster. The classification was done in real-time by calculating the membership 

values of the new data points. Chapter 4 presents the results obtained based on the proposed 

method. 
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Step 1 

Step 2 

Step 3 

Step 4 

I 

S ... 

StepS 

Step 6 

Step 7 

Figure 3.4: The experimental protocol. Steps 1,4,5,6 and 7, required real-time feature extraction. 
This technique was described in Section 3.3.1. The reclustering method is considered for future 
development. 
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Figure 3.5: Real-time feature extraction of raw E 1G for training s ssion. The computer extracts 
the natural lo rrarithm of RIVIS values, recorded from each recorrung site, for every o.~ seconds in 
real-time. The training session ended after 2 minutes. Tills real-time feat ure extraction technique 
was used in this study as needed. For example, it was used in Steps 1 4 5, 6 and 7 in Figure 3.4. 
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Figure 3.6: The natural logarithm function . 
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Figure 3.9: Example of cluster multiplicity determination by visual inspection (Figure 3.9(a)) 
and silhouette method (Figure 3.9(b)). Figure 3.9(a) shows a feature space based on the natural 
logarithm of RMS values. The subject expressed 6 different self-selected movements, which can be 
confirmed by visual inspection. Figure 3.9(b) presents the value of the silhouette validity index for 
fuzzy clustering of the feature space from 2 to 10 clusters. It can be seen that the maximum mean 
of silhouette value occurs at 6 clusters. 
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Figure 3.10: Clustered feature spaces using fuzzy c-means algorithm. Figure 3.1O(a) shows an 
example of the clustered Log(RA1S) feature space using fuzzy c-means along with the centre of 
the clusters magnified in black. Figure 3.10(b) shows an example of fuzzy c-means clustering of 
Stdev (AR) feature space, using Equation (3.11), along with the centre of clusters. Figure 3.1O(c) 
shows an example of the mapping of the clusters on vertical bars for real-time visual feedback 
during the experiment. Each bar is associated with a forearm movement. In our experiment , the 
labels were arbitrary and set by the user when the relationship among the forearm movements and 
the bars was discovered by the user . Figure 3.1O(d) shows the user who is using the visual feedback 
as a response to his forearm movements. In this example, the user is doing wrist flexion and the 
computer responses to the user by highlighting the first bar from the left on the computer screen. 
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Figure 3.11: Labelling the clusters. The EMG signals are recorded from two Channels (ChI and 
Ch2). The features from each channel (Pi , P~) are calculated and combined to form the feature 
vector, p(j )' which yields a 2-dimensional feature space. J-LJc· . is the maximum membership value 

X,Y " 

of the current calculated feature which assigns it to the ith cluster. This process is repeated every 
0.2 seconds. J-Lb

k 
is the last maximum membership value, calculated at the end of the 5-second 

window for labelling one of the movements. Therefore, the label that the user chooses is assigned 
to the kth cluster, which is Ck . 
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(a) Rest (b) Casi Rest (c) Supinated Punio 

(d) Mano estirada adajo (e) Punio Arriba (f) Mano stirada right 

(g) Labelled vertical bars (Visual feedback) (h) Clustered Log(RMS) feature space us
ing fuzzy c-means. The centre of clusters 
are magnified in black. 

Figure 3.12: An example of a subject who could create six different movements which were both 
perceivable and repeatable for himself over time (Subject5). After training the system, the ubject 
labelled the movements in a way which best facilitated recall . He chose Spanish-English words 
for this purpose. Figures 3.12(a), 3.12(b), 3.12{c) , 3. 12(d), 3.12((,), 3.12(f), show the mo' men 
and corresponding labels. Figure 3.12(g) shows the visual feedback, provided to the subject. Each 
bar corresponds to a specific movem nt (elu ter) and it is labelled entirely by th user. In this 
example, the subject is in the process of lab !ling the sixth movement which he called 'Casi Reb " 
by highlighting the corresponding bar. Figure 3.12(h) shows the corre ponding clustered feature 

space along with the chosen lab is for th clusters 
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Chapter 4 

Results 

4.1 Introduction 

In this chapter, the performance of the individual subjects as well as the performance of 

the group under study are presented. These results were obtained based on the Log(RMS) 

and Stdev(AR) feature spaces. These feature spaces were clustered using the fuzzy c-means 

algorithm during the training session. New data points were classified by calculating their 

membership values in real-time. As discussed in Section 3, two 2-dimensional feature spaces 

were created: 

1. Log(RMS) is the natural logarithm of RMS values, recorded from each input channel. 

This feature was calculated based on Equation (3.2) 

2. Stdev(AR) is the standard deviation of a 4th order AR model for each input channel. 

This feature was calculated using Equation (3.11). 

Since the subjects were asked to perform any self-selected, natural and repeatable move

ments, both the number of movements and the type of the movement vary from one subject 

to another. Therefore, the performance for each subject has been calculated based on the 

number and type of the movement that the specific subject created in the training session. 

The training session was covered in Section 3.3.1. 

In this chapter, the error estimation technique is discussed, followed by the individual 

and group performance results. The complete results for all individual subjects are included 
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in Appendix A. In the last part of this chapter, the performance of the different cluster 

validity algorithms, which were used in this study, are compared. 

4.2 Error estimation 

To estimate the error, a movement was considered as an intentional self-selected movement 

if the subject could maintain the contraction for five consecutive sampling windows. This 

could be mathematically explained as follows: 

Let Fl,y be the feature vector calculated in the /h sampling window. 

We define Il~ as the maximum membership value of the data in the lh window. Therefore, 

a movement is considered intentional if: 

(4.1) 

Referring to Section 3.3.2, each sampling window was 0.2 seconds over which the features 

were calculated. This means that the subject should maintain the contraction (movement) 

for 1 second (5 consecutive movements x O.2-second window=1 second). Then, the computer 

would recognize the contraction (movement) as an intentional movement. The requirement 

for 5 consecutive classifications ensures that the algorithm only hones in on intentional 

movements. This procedure is illustrated in Figure 4.1. 

The performance for the ith movement was calculated by: 

Af. 
~=T' i= 1 ... n, (4.2) 

where ~ is the calculated performance for the ith movement, Mi is the number of correct 

movements for the ith movement, n is the total number of different movements and k is the 

number of repetitions for each requested movement by the computer. 
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Figure 4.1: The estimation of the correct intentional movement. Fk,y is the feature vector 

calculated in the lh sampling window. tL~ is defined as the maximum membership value of the 
. '+1 '+2 '+3 +4 data point in the lh window. If tL},. = tL},. = tL},. tL},. tL},., then the current movement is 

an intentional movement. Amplitude is in arbitrary units. 

4.3 Classification results 

An example of a subjects's performance results is shown in Table 4.1. These results have been 

calculated for Subject5. In this example, the subject created 6 different movements that were 

perceivable to himself. The movements were named mostly in Spanish. Each movement has a 

corresponding cluster in both the Log(RM S) and Stdev(AR) feature spaces. The computer 

recognizes each cluster by its cluster index. As mentioned earlier, the cluster indices may 

differ from one feature space to another. It is also possible that two different movements 

have two different clusters in one feature space, but share a cluster in another feature space. 

In this case, these two movements are not separable in the latter feature space. For example, 

in Table 4.1, the corresponding cluster indices for movements 'supinated punio' and 'Casi 

Rest' are cluster #5 and cluster #6 in Log(RMS) feature space, respectively. These two 

movements share cluster # 5 in Stdev(AR) feature space. Therefore, these movements are 

not separable in Stdev(AR) feature space, which indeed affects the average performance. 

The accuracy of each movement was calculated using Equation (4.2), where k = 10. That 

is, each movement was repeated 10 times. Therefore, if the subject fails to perform one 
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movement, the accuracy is 90% for this movement. 

The subject's accuracy was considered as the average accuracy over all movements. The 

average accuracy for SubjectS over 6 movements was 85% ± 17.08%. The performance for 

all other subjects can be found in Appendix A 

The average accuracy for all participants in this study are compared in Table 4.2. The 

results l were obtained based on Log(RMS) feature space. Subject9 was the only amputee 

who participated in this study and never used a powered prosthesis before. 

Table 4.3 shows the same group results based on Stdev(AR) features. l Comparing Ta

ble 4.1 and Table 4.2 clearly shows that using the Log(RMS) feature space, leads to a better 

performance. 

4.4 Cluster validity analysis results 

At the end of each trial, the performance of each cluster validity algorithm was calculated. 

This test was done to find what algorithm could estimate the optimum number of clusters 

(movements) with minimal error. Table 4.4 compares the performance among different 

cluster validity indices for Subject!. In this example, at the end of the training session, 

Subject! claimed that he performed 6 different movements. Therefore, this number was 

taken as the base number for comparing cluster validity indices. The results shown in 

Table 4.4 are calculated based on the Log(RMS) feature space. For the 'Partition' and 

'Xie-Beni' indices, the optimum number of clusters is where the score attains minimum. 

For 'Silhouette', 'Partition coefficient' and 'Classification entropy' the optimum number of 

clusters, occurs when the score is maximized. Figure 4.2 is the visual representation of 

Table 4.4. It can be seen that in this example, only the Silhouette cluster validity index 

correctly estimates the actual number of clusters. 

Similar scores were obtained for other subjects. The complete cluster validity results for 

individual subjects based on the Log(RMS) and Stdev(AR) feature spaces can be found in 

Appendices B, and C, respectively. 

I The results obtained from Subject2 were eliminated as he could not comply with experimental protocoL 
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4.5 The best cluster validity index candidate 

The results obtained in Section 4.4 for all subjects, suggests that the cluster validity indices 

generally do not estimate the actual number of movements, as specified by the users, for 

each trial. Therefore, for estimating the best score, the cluster validity averaged over all 

trials was considered. 

The cluster validity error is simply defined as: 

(4.3) 

where Se is the cluster validity error for the index in question, Gaet is the actual number 

of clusters defined by the user, and Gest is the number of clusters estimated by the cluster 

validity algorithm in question. To have a better understanding of Equation (4.3), consider 

Table 4.4. The number of different movements claimed by Subject! (Gaet ) was 6. Therefore, 

the cluster validity errors for Subject! for all the tested indices are: 

• Se IGaet - 91 = 3 (Partition Index) 

• Se = IGaet - 71 = 1 (Xie-Beni Index) 

• Se = IGaet 61 = 0 (Silhouette Index) 

• Se = IGaet - 21 = 4 (Partition Coefficient) 

• Se = IGaet - 101 = 4 (Classification entropy) 

Now define S as the average cluster validity performance for the index in question, cal

culated for over all subjects as follows, 

NT 

LSi 
S = k=l (4.4) 

NT ' 

where Sf, is the cluster validity error for the index in question calculated for the ith subject, 

and NT is the total number of trials. In this study, since we had 7 able-bodied subjects and 

two trials of an amputee, the total number of trials was set at NT = 9. 
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Table 4.5 compares the calculated average cluster validity performance for all five studied 

indices. The best candidate for the cluster validity index is the index that has the minimum 

deviation from the actual claimed number of clusters. Referring to Table 4.5, it can be seen 

that the 'Silhouette validity index', on average, could predict the number of clusters with 

least error. The second best candidate for this application, is the 'Xie-Beni index', with 

performance equal to that of the Silhouette index, in Stdev(AR) feature space. 

4.6 Summary 

In this chapter individual and group performance were presented. It was shown that the 

proposed algorithm performs better in the Log(RMS) feature space. The performance of 

different cluster validity algorithms were compared and it was found that on average, the 

'Silhouette index' estimates the actual number of performed movements with less error in 

the Log(RMS) feature space. It was also shown that both 'Silhouette' and 'Xie-Beni' indices 

perform comparably in the Stdev(AR) feature space. 

Chapter 5 will discuss the results in more details. 
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Table 4.1: The results obtained from Subject5. The subject labelled his performed movements 
mostly in Spanish. Each movement has a corresponding cluster in both the Log(RM S) and 
Stdev(AR) feature spaces. Cluster index is an integer number assigned to each cluster in ei
ther of the feature spaces. The computer program internally refers to each cluster by this index. 
Accuracy1 is calculated based on the clustered data in the Stdev(AR) feature space. This calcu
lation assumes that each cluster in the Log(RM S) feature space has a corresponding cluster in 
the Stdev(AR) feature space, and the number of clusters are equal in both feature spaces. Unlike 
Accuracy1, Accuracy2 takes the exact number of clusters in the Stdev(AR) feature space. In this 
case, if two clusters have the same index number in the Stdev(AR) feature space, it means the 
feature space has one cluster less than the Log(RM S) feature space. In this case, the group mean 
accuracy is calculated based on the exact number of clusters in the Stdev(AR) feature space. In 
this example, it is inferred that supinated punio and Casi Rest clusters are the same movement, 
have the same cluster in the Stdev(AR) feature space, and share the same accuracy. 

Name of the Cluster Accuracy for Cluster Accuracy1 Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

supinated 5 100.00 5 20.00 20.00 
punio 

Casi Rest 6 80.00 5 0.00 

mana esti- 1 90.00 1 90.00 90.00 
rada abajo 

Rest 3 100.00 4 90.00 90.00 

Punio arriba 4 50.00 3 90.00 90.00 

mana esti- 2 90.00 2 70.00 70.00 
rada right 

Average N/A 85.00 ± N/A 60.00 ± 72.00 ± 
among 17.08 36.51 27.13 
movements 
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Table 4.2: Experimental results based on the Log(RMS) features. For each subject, the accuracy 
was calculated by averaging the score over all movements. The score for each movement was 
calculated using Equation (4.2) 

Subject Accuracy No. of Per- No. of Per- Accuracy for 
mean formed formed move- movements 
among move- movements ments 2::80% 2::80% 
ments (%) 

Subject! 75.00 ± 18.93 6 3 90.00 ± 8.16 

Subject32 90.00 ± 12.65 5 4 95.00 ± 8.66 

Subject4 94.00 ± 4.90 5 5 94.00 ± 4.90 

Subject5 85.00 ± 17.08 6 5 i 92.00 ± 7.48 

Subject6 48.89 ± 39.85 9 4 92.50 ± 4.33 

Subject7 96.67 ± 4.71 6 6 96.67 ± 4.71 

Subject8 86.00 ± 8.00 5 5 86.00 ± 8.00 

Subject93 56.00 ± 37.20 5 2 95.00 ± 5.00 

Subject93 87.50 ± 12.99 4 3 93.33 ± 9.43 

Group 79.90% 5.67 ±1.41 4.11 ±1.27 92.72% 
Average ±16.81% ±3.18% 

2 Subject3 repeated the test due to misunderstanding of the protocol. 
3 Subject9 (amputee) was asked to participate in the study twice to investigate the possible 
improvement from the first session to the second session. 
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Table 4.3: Experimental results based on Stdev(AR) features. For each subject, the accuracy was 
calculated by averaging the score over all movements. The score for each movement was calculated 
using Equation (4.2). Expected No. of Movements is the number of movements in the Log(RM S) 
feature space. This assumes that if the Stdev(AR) feature space is as qualified as Log(RM S), 
the same number of clusters should be found. Actual No. of Performed Movements is the actual 
number of clusters that the user 'virtually' labelled in the Stdev(AR) feature space. (For more 
information refer to Section 3.3.6) 

Name Expected Accuracy Actual Accuracy No. of Accuracey 
No. of for No. of for Actual Performed for No. of 
Movements Expected Performed No. of Move- Performed 

No. of Movements Performed ments > Move-
Movements Movements 80% ments > 

80% 

Subject1 6 26.67 ± 4 40.00 ± a N/A 
24.27 18.71 

Subject32 5 51.00 ± 4 63.75 ± 2 100.00 ± 
41.52 36.64 0.00 

Subject4 5 38.00 ± 3 63.33 ± 2 85.00 ± 
39.19 30.91 5.00 

Subject5 6 60.00 ± 5 72.00 ± 3 90.00 ± 
36.51 27.13 0.00 

Subject6 9 18.33 ± 5 33.00 ± 1 90.00 ± 
28.28 30.92 0.00 

Subject7 6 71.67 ± 6 71.67 ± 4 92.50 ± 
34.84 34.84 8.29 

Subject8 5 65.00 ± 4 81.25 ± 3 88.33 ± 
34.93 14.31 8.50 

Subject93 5 29.00 ± 3 48.33 ± 1 90.00 ± 
34.70 32.74 0.00 

Subject93 4 52.50 ± 3 70.00 ± 1 100.00 ± 
35.62 21.60 0.00 

Group 5.67 45.80 4.11 60.37 ± 1.89 ± 91.98 ± 
Average ±1.41 ±18.62 ±1.05 16.28 1.27 5.38 

2 Subject3 repeated the test due to misunderstanding of the protocol. 
3 Subject9 (amputee) was asked to participate in the study twice to investigate the possible 
improvement from the first session to the second session. 
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Table 4.4: Comparing the scores of different cluster validity indices obtained form Subject!. 
For 'Partition' and 'Xie-Beni' indices, the optimum number of clusters is where the score is the 
minimum. For 'Silhouette', 'Partition coefficient' and 'Classification entropy' the optimum number 
of clusters, occurs at the maximum score. 

No. of 
Clusters 

2 
3 
4 
5 
6 
7 
8 
9 

10 

Partition index 

-o ... 
Q) 
.0 
E 

0.65064 
0.314355 
0.293784 
0.240109 
0.196282 
0.167794 
0.155124 

0.13806 
0.164747 

5 
4 ----

3 

Xie-8eni index 
8.126673 
9.415495 
6.736207 
8.591402 
8.944959 
6.481326 
9.870567 
9.189331 
8.492805 

Silhouette index Partition coefficient 
0.612376 0.734102 

0.59488 0.675246 
0.606054 0.65235 

0.70219 0.658036 
0.706429 0.660865 
0.686248 0.644219 
0.649376 0.621625 
0.640582 0.610087 

0.64035 0.585975 

!+-~~~~~~~~_::~:::_::J::r=J~~=.~:~:::,:::_::~'~~ 
j 

z 

Cluster validity indices 

Classification entrol'l 
0.419002 
0.582835 
0.676572 

0.71245 
0.737112 
0.789852 
0.850926 
0.893465 
0.970473 

Figure 4.2: The visual representation of Table 4.4. It can be seen that, only silh~uette index was 
successful at estimating the optimum number of clusters, as expressed by the subject. 
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Table 4.4: Comparing the scores of different cluster validit~· indices obtained form Subject l. 
For 'Partition ' and 'Xie-Beni ' indices , the opt.imum number of clusters is where the score is the 
minimum. For 'Si lhouette ', 'Par tition coefficient' and 'Classification entropy' the optimum number 
of clusters. occurs at the ma.ximum score . 

No. of 
Clusters 

2 
3 
4 
5 
6 
7 
8 
9 

10 

Partition index Xie-8eni index Silhouette index Partition coefficient Classification entropy 
0.65064 8.126673 0.612376 0.734102 0.419002 

0.314355 9.415495 0.59488 0.675246 0.582835 
0.293784 6.736207 0.606054 0.65235 0.676572 
0.240109 8.591402 0.70219 0.658036 0.71245 
0.196282 8.944959 0.706429 0.660865 0.737112 
0.167794 6.481326 0.686248 0.644219 0.789852 
0.155124 9.870567 0.649376 0.621625 0.850926 
0.13806 9.189331 0.640582 0.610087 0.893465 

0.164747 8.492805 0.64035 0.585975 0.970473 

10 ~---------------------------r~~ 

II) .... 
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Cluster validity indices 
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Figure 4.2: The visual representation of Table 4.4. It can be seen tha.t, only silh~uette index was 
successful at estimating the optimum number of clusters, as expressed by the subject. 
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Table 4.5: Average cluster validity performance. Each number shows the average offset between 
the actual number of clusters determined by the subject and the estimated number of clusters. For 
example, in the Log(RMS) feature space, on average, the Xie-Beni index, estimated the number 
of the clusters with ±3 00 clusters offset from the actual number of clusters . , 

, .' 
Feature Partition Xie-Beni Silhouette Partition Classification 
Space index index index coefficient entropy 

Log(RMS) 4.00 3.00 2.44 3.67 4.11 

Stdev(AR) 4.00 3.33 3.33 3.67 4.33 
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Chapter 5 

Discussion 

5.1 Introduction 

Before opening a discussion on the results, it should be noted that the performance results 

obtained in this study, may not be comparable to those of previous studies. Previous re

searchers used different approaches to classify forearm muscle signals. Nevertheless, each 

approach has its own pros and cons. For example, as mentioned in Section 2.3, in the previ

ous studies, the number of recording sites for recording EMG signals, varies from a single site 

up to 8 channels. In the past studies, a great deal of different features in different domains 

(time domain, frequency domain, time-frequency domain) were investigated and different 

classifiers were used. The majority of the systems, although yielding very high accuracies, 

were investigated off-line. Therefore, the author believes that the results obtained in this 

study should only be compared with studies that demonstrated real-time classification from 

2 muscle sites. 

5.2 Subject's performance 

Referring to Table 4.2, which shows the results based on the Log(RMS) feature space, it 

can be seen that, on average, all subjects except Subject6 could produce between 4 to 6 

movements, with better than 75% accuracy. Although Subject6 provided 9 different move

ments at the training session, he failed to produce the same type of movements later in the 
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testing session. Subject6 later revealed that not all 9 movements felt naturaL Therefore, 

he could not remember how he generated those movements. Althought, this poor perfor

mance affected the group average performace, the algorithm suggested that Subject6 could 

perform only four repeatable self-selected movements with 92.5±4.33% accuracy. Subject2 

performed combinational movements (Le. rotating a wrist while opening and closing fingers). 

Therefore, the results for this subject were eliminated from the test. This may suggest this 

algorithm may not work for all individuals. It is expected that the subjects should under

stand how to use the system and how to train it. Otherwise, the system may fail to learn 

from the user. 

5.3 Log(RM S) or Stdev(AR) feature space? 

Comparing the results in Table 4.2 to Table 4.3 shows that the Log(RMS) feature space per

forms much better than the Stdev(AR) feature space. The number of repeatable movements 

as well as the accuracy is higher based on the Log(RMS) feature space. This may be due 

to the fact that RMS is a nonlinear function of force (Section 2.2.5, Figure 2.6). Log(R!vfS) 

may reflect the nonlinear relationship observed between the measured RMS value and con

traction force. In contrast, referring to Section 3.3.2, Stdev(AR) feature space was expected 

to perform as well as Log(RMS), but it failed to produce comparable results. This maybe 

do to the fact that in AR modelling, the signal is assumed to be locally stationary. It also 

assumes that the system is linear-time-invariant. Although the results obtained from 'reverse 

arrangement test', described in Section 3.3.2 showed that more than 85% of all recorded sig

nals within a 0.2-second window, passed the stationarity criterion at a significance level of 

a = 0.05, the rest of the windowed signals which did not pass the test, may have caused the 

calculated AR coefficients to be invalid. Therfore, this may have caused Stdev(AR) feature 

space to be poorly clustered. It is also possible that the 4th order chosen for AR modeling 

is not sufficient for modelling signal within the sampling window. Alternately, perhaps the 

standard deviation of AR coefficients is not a suitable dimension reduction function in this 

study. This portion needs further investigation and study. 
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5.4 The user error 

It appears that the accuracy of the system was affected by user error. Although the system 

asked users to label the movements themselves during the testing session, when the system 

asked the user to perform a specific movement, the user may have performed the wrong 

movement. Several subjects expressed nervousness in completing the test. This state of 

stress likely accounted for heightened user error in some instances. In spite of expressing 

nervousness in responding to the computer prompt at the testing session, most users found 

the control system to be very responsive and easy to switch from one movement to another. 

5.5 Movements repeatability 

Preliminary tests showed that the system was very sensitive about the resting point. For 

example, if the user rests his or her forearm on the arm chair with his or her hand closed, this 

resting point is different from when he or she rests with the hand open. This is exactly what 

happens in real life applications because although these two are considered as similar resting 

positions from the user's point of view, physiologically speaking, these two are different 

movements. (i.e. rest with the hand close is different from the rest with the hand open). 

This problem was also observed while the subjects performed movements other then 'Rest'. 

Although, the subjects were asked to concentrate on their movements and their forearm 

positions to avoid this type of error, monitoring the subjects during the experiment revealed 

that some of the subjects did not perform exactly the movements with which they had trained 

the system. Some of the errors may have been due to this problem. Subject3 volunteered to 

perform the second trial because of this misunderstanding. Referring to Table 4.2 it can be 

seen that Subject3 had one of the highest scores among users. This proves that the subject 

should train the system by performing repeatable natural movements so that he or she can 

produce them again after training session. 

It is expected that for increasing the accuracy of the system, more trials are needed. 

Unfortunately, due to limited time and resources in this study, it was not possible to perform 
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several trials on every participant and investigate the performance accuracy over different 

trials. However, Subject3 and Subject9 performed 2 different trials and the results showed 

significant increase in accuracy. This may be due to the fact that the subject learns how to 

manipulate the system over time. Although 2 trials alone are not sufficient to conclude that 

the accuracy increases with the number of trials, further investigation is warranted. 

The surprisingly high accuracy for the lone amputee participant in this study (Subject9) 

could be due to the lack of fingers. Lack of finger movements and finger positions during the 

experience for Subject9, may have helped the subject to perform the forearm movements 

without being concerned about the finger position. For example, 'Rest' position for this 

subject had only one possible meaning, regardless of the position of the fingers. 

To be admissible, a movement had to surpass an 80% accuracy threshold. Such move

ments were deemed repeatable movements. This definition of repeatable movements may 

help clinicians to identify the most reliable signals to map to a prosthetic hand with mul

tiple degrees of freedom. For example, as mentioned earlier, although Subject6 claimed 9 

performed movements, the algorithm suggested that only 4 of them could be used reliably 

(with 92.5% ± 4.33 accuracy) as control signals. 

5.6 The system's delay 

Currently, the delay time for error estimation is 1 second (0.2 seconds x 5 consecutive calcu

lated features) within a 3-second window, which was earlier introduced as Ta. The algorithm 

should be assured that the requested movement was not performed by chance. Therefore, 

it waited for five consecutive movements (one second) before assigning the performed move

ments into one of the obtained categories. In real life applications, this delay may also be 

eliminated as all the movements are intentionally initiated by the subjects instead of being 

cued by a computer. As a consequence, Ta would be eliminated because in real life applica

tions, the user would perform self-selected movements spontaneously. Therefore, there would 

no need to introduce the delay, Td into the system. 
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5.7 The best cluster validity index in this application 

As mentioned in Section 2.4.2, the number of expected clusters should be passed to the fuzzy 

c-means clustering algorithm before clustering the feature space. The objective of using a 

cluster validity index is to estimate the optimum number of clusters available in the feature 

space. Fortunately, in this study, the number of clusters was declared by the subject. If the 

subject felt that he or she produced 5 different movements, this number was taken as the 

number of expected clusters in the feature space. The validity of the clusters was confirmed 

by Step 4 of the protocol. Referring to Figure 3.4, Step 4 is when the subject was given the 

chance to test the system's responsiveness. If the subject felt that the system was responsive, 

the feature space was well clustered and the number of defined clusters was valid. This step 

could subjectively validate the clusters in the feature space. In order to validate the clusters 

objectively, as mentioned earlier, the performance of five different cluster validity indices was 

compared to the subjective results. 

Referring to Table 4.5, although the results look somewhat disappointing, the 'Silhouette 

cluster validity index' in the Log(RMS) feature space seemed to estimate the optimum 

number of clusters with minimum error. On the other hand, in the Stdev(AR) feature 

space, both 'Xie-Beni index' and 'Silhouette index' performed better than the other cluster 

validity indices. However, in a fully automatic system where the number of movements are 

expected to be discovered entirely by the algorithm, more reliable cluster validity algorithms, 

or possibly a combination of these indices should be considered. 

5.8 Limitations 

As the system uses wet-type electrodes and performs amplification distally, the system is 

susceptible to motion artifact. Some of the misclassified features may be due to this phe

nomenon. This can be eliminated by embedding both the amplifier and the filters inside the 

electrode at the skin surface, as in conventional Otto Bock electrodes. 

The software program was vvTitten in MATLAB®. It has been reported that the 
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MATLAB® environment is not suitable for real-time applications. For instance, the sys

tem had to acquire data, stop data acquisition, and then calculate the features. In order 

to calculate the features for the next sampling window (0.2 seconds later), this process had 

to be repeated. This 'loop' introduced a delay in the experiment. It is believed that by 

implementing the algorithm into an embedded system, this delay can be minimized. 

The clustering is based on the fuzzy c-means algorithm which is to optimize Equation 

(2.2). Due to the nature of all minimization algorithms, the process may not always converge 

to a global minimum and as a result, the feature space may be poorly clustered. Therefore, 

new points maybe misclassified and assigned to a wrong cluster. This error can be reduced 

by setting different starting points and performing the fuzzy c-means accordingly to find the 

optimum solution to Equation (2.2). 

5.9 Summary 

This chapter reviewed the comparison between the two proposed feature spaces based on 

the subject's performances. It was found that the Log(RMS) feature set exhibits superior 

performance. Several factors were mentioned as possible causes of lowering the performance 

of the Stdev(AR) feature space. The 'Silhouette validity index' was confirmed to be the best 

candidate for this application and limitations of the proposed system were identified. 
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Chapter 6 

Conclusions 

6.1 Conclusion 

A novel method has been proposed for automatically clustering and classifying muscle sig

nals from self-selected intentional movements in real-time. This algorithm used a very simple 

feature set (natural logarithm of RMS values) to classify the muscle signals, which may suit 

real-time application where the computational complexity should be considered. The clas

sification was done by the fuzzy c-means clustering algorithm, which is an unsupervised 

classification technique. Unlike the previous studies, in this study the user was not con

strained to perform predefined movements. The subject trained the system based on his or 

her self-selected intentional movements. Therefore, the system could be adapted to his or her 

ability to produce different forearm movements. The performance of different cluster validity 

indices were compared and it was found that the 'Silhouette cluster validity index' was the 

best among all the tested indices in terms of agreement with the user specified number of 

movements. Since no skin preparation was done, results suggest that this algorithm could 

be robust to any skin condition. 

On average, most people were able to produce 4 different movements with 92.72% ±3.18% 

accuracy, and 5 movements with 79.90% ±15.81 % accuracy, which seems to be reliable 

enough for prosthetic control. The visual feedback helped the participants to see the respon

siveness of the computer to their forearm movements. In spite of expressing nervousness in 

responding to the computer prompt during the testing session, most users found the control 
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system to be very responsive and were able to switch from one movement to another with 

ease. The system could also suggest the number of repeatable movements. This might help 

the clinicians to identify the most reliable control signals, derived from forearm movements, 

for powered prosthesis. 

6.2 Summary of the contributions 

The contributions of this thesis can be summarized into two different categories: 

6.2.1 Methodological Contributions 

• Two new feature spaces, the natural logarithm of the root-mean-square (Log(RMS)) 

and the standard deviation of autoregressive coefficients (Sidev(AR)), were introduced 

for EMG pattern recognition. These had not been used in any of the past studies. The 

novel choice of the 2-dimensional Log(RMS) feature space, was particularly conducive 

to clustering. 

• The fuzzy c-means algorithm was proposed as the means to cluster the novel feature 

spaces. Real-time classification was done by calculating the membership value of each 

data point. The author believed that none of the reviewed literature at the time 

of writing this thesis had used this unsupervised approach to classify forearm E1fG 

signals. 

• The Silhouette index was shown to yield the best estimation of cluster multiplicities (Le. 

the number of different movements). Optimality was measured in terms of minimum 

classification error for the maximum number of movements. 

6.2.2 Clinical Contributions 

• A new learning system was proposed. Unlike previous studies, the subject was not 

restricted to any predefined movements. The system was trained entirely on each 
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subject's self-selected intentional movements. Therefore, learning was shifted from the 

subject to the machine. 

• A new interactive method was proposed to help the subject graphically label the created 

self-selected movements. 

• In unprecedented fashion, the proposed algorithm suggested the number of reliable and 

repeatable movements a subject had produced. This feature might help clinicians to 

identify the most reliable control signals for powered prosthesis. 

• Unlike previous studies, the subject could switch from one movement to another in 

real-time without any restrictions. 

• Since no skin preparation was done in this study, the results suggested that this system 

could learn and adapt itself to the current skin condition of the subject. This capability 

may help clinicians to fit multi-function prosthetics, faster and with less problems. 

• It may take up to several weeks to train an amputee to control a power prosthetic 

hand. The method developed in this thesis required minimal user training. In fact, 

in the present study, users only had 2 minutes of training. It appeared that the 

results of this study significantly contributed in reducing the training period for the 

amputee subjects, thereby potentially lowering the cost and the resources associated 

with amputee training. 

6.3 Future work 

Most of the previous work that used other approaches such as artificial neural network, were 

not adaptive over time. Once the network is trained, it is not possible to retrain the network 

in real-time based on the newly recorded EMG data. In contrast, the proposed method may 

overcome this problem in real-time applications as it keeps finding new clusters based on 

the previous data. This, will be investigated by implementing the algorithm into a real life 

application. 
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Although no skin preparation was done in this study, the system was still able to classify 

different hand movements regardless of the signal quality. The system calculated the features 

based on the skin condition at the time of training. If the skin condition changed over time, 

due to the change in recorded EMG signal, the clusters moved accordingly. But as the 

system keeps finding new clusters based on the recorded data, new clusters will replace the 

older ones. This could be considered as a slow transition from older clusters to the new 

clusters in the feature space. Robustness of the algorithm to different skin conditions will 

be investigated in the future. 

The author is hoping this algorithm may contribute to the design of new upper extremity 

prostheses, which are user-independent and can operate on the basis of a user's self-selected 

functional intent. 
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Appendix A 

Detailed results for all subjects 

In this appendix the detailed results obtained from all subjects are shown. The subjects 

labelled the performed movements that were perceivable to themselves. Each movement has 

corresponding clusters in both Log(RMS) and Stdev(AR) feature spaces. Cluster index is 

an integer number assigned to each cluster in either of the feature spaces. The computer 

program internally refers to each cluster by this index. Accuracy1 is calculated based on the 

clustered data in the Stdev(AR) feature space. This calculation assumes that each cluster 

in the Log(RAfS) feature space has a corresponding cluster in the Stdev(AR) feature space, 

and the number of clusters are equal in both feature spaces. Unlike Accuracy1, Accuracy2 

takes the exact number of clusters in the Stdev(AR) feature space. In this case, if two 

clusters have the same index number in the Stdev(AR) feature space, it means the feature 

space has one cluster less than the Log(RMS) feature space. In this case, the group mean 

accuracy is calculated based on the exact number of clusters in the Stdev(AR) feature space. 

Subject3 repeated the test due to misunderstanding of the protocol. Subject9 (amputee) 

was asked to participate in the study twice to investigate the possible improvement from the 

first session to the second session. 

The results obtained from Subject2 were eliminated as he could not comply with exper-

imental protocol. 
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Name of the Cluster Accuracy for Cluster Accuracy1 Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Up 1 90.00 4 60.00 60.00 

Palm Up 2 70.00 5 0.00 10 

Split Finger 5 40.00 5 10.00 

Fist 4 70.00 6 50.00 50.00 

Rest 6 100.00 6 0.00 

Down 3 80.00 3 40.00 40.00 

Average N/A 75.00± N/A 26.67± 40.00 ± 
among 18.93 24.27 18.71 
movements 

Table A.l: The performance results from Subject! 

Name of the Cluster Accuracy for Cluster Accuracyl Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Down 5 100.00 1 100.00 100.00 

Fist - Bit- 4 80.00 4 20.00 20.00 
UP 

Straight UP 3 100.00 2 35.00 35 

Rest 2 100.00 2 0.00 

Palm UP 1 70.00 3 100.00 100.00 

Average N/A 90.00± N/A 51.00± 63.75 
among 12.65 41.52 36.64 
movements 

Table A.2: The performance results from Subject3 
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Name of the Cluster Accuracy for Cluster Accuracyl Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Palm 2 90.00 2 80.00 80.00 

Rest 3 100.00 1 90.00 90.00 

UP 1 100.00 3 20.00 20.00 

Down 5 90.00 4 0.00 0.00 

Fist 4 90.00 5 0.00 0.00 

Average N/A 94.00± 4.9 N/A 38.00± 38.00± 
among 39.19 39.19 
movements 

Table A.3: The performance results from Subject4 

Name of the Cluster Accuracy for Cluster Accuracyl Accuracy2 

movement index for Log(RMS) index for (%) (%) 
Log(RMS) features (%) Stdev(AR) 
features features 

supinated 5 100.00 5 20.00 20.00 

punio 

Casi Rest 6 80.00 5 0.00 

mana esti- 1 90.00 1 90.00 90.00 

rada abajo 

Rest 3 100.00 4 90.00 90.00 

Punio arriba 4 50.00 3 90.00 90.00 

mano esti- 2 90.00 2 70.00 70.00 

rada right 

Average N/A 85.00 ± N/A 60.00 ± 72.00 ± 

among 17.08 36.51 27.13 

movements 

Table A.4: The performance results from Subject5 
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Name of the Cluster Accuracy for Cluster Accuracy 1 Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Rest 1 100.00 2 90.00 90.00 

Rotate right 9 30.00 9 40.00 40 

Flex Left 7 10.00 9 0.00 

Flex Right 6 20.00 5 10.00 10 

Straight Up 5 90.00 5 0.00 

Straight 3 90.00 5 0.00 
Down 

Rotate left 2 0.00 8 20.00 20.00 

Straight 4 10.00 4 5.00 5.00 
Fingers 

Fist 8 90.00 4 0.00 

Average N/A 48.89±39.85 N/A 18.33± 33.00± 
among 28.88 30.92 
movements 

Table A.S: The performance results from Subject6 
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Name of the Cluster Accuracy for Cluster Accuracy 1 Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Palm 2 100.00 5 100.00 100.00 
Rest 4 100.00 2 100.00 100.00 
Soft Fist 1 100.00 4 90.00 90.00 
Tight Fist 3 100.00 3 80.00 80.00 

Down 5 90.00 6 0.00 0.00 

Fist UP 6 90.00 1 60.00 60.00 

Average N/A 96.67±4.71 N/A 71.67± 71.67± 
among 34.84 34.84 
movements 

Table A.6: The performance results from Subject7 

Name of the Cluster Accuracy for Cluster Accuracy 1 Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Rest 1 100.00 2 60.00 60.00 

Fist 5 80.00 4 80.00 80.00 

Flexion 3 80.00 1 85.00 85.00 

Extension 2 80.00 1 0.00 

Flat 4 90.00 5 100.00 100.00 

Average N/A 86.00±8.00 N/A 65.00± 81.25± 
among 34.93 14.31 
movements 

Table A.7: The performance results from Subject8 
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Name of the Cluster Accuracy for Cluster Accuracy 1 Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Rest 1 100.00 1 90.00 90.00 

Wrist right 2 30.00 2 0.00 10.00 

Arm twist to 5 60.00 2 10.00 
the left 

Arm twist to 4 0.00 5 45.00 45.00 
the right 

Wrist down 3 90.00 5 0.00 

Average N/A 56.00±37.20 N/A 29.00± 48.33± 
among 34.70 32.74 
movements 

Table A.8: The performance results from Subject9 - Trial #1 

Name of the Cluster Accuracy for Cluster Accuracyl Accuracy2 
movement index for Log(RMS) index for (%) (%) 

Log(RMS) features (%) Stdev(AR) 
features features 

Wrist right 3 80.00 2 100.00 100.00 

Wrist down 2 100.00 3 60.00 60.00 

Twist right 4 70.00 3 0.00 

Rest 1 100.00 1 50.00 50.00 

Average N/A 87.50±12.99 N/A 52.50± 70.00± 
among 35.62 21.60 
movements 

Table A.9: The performance results from Subject9 - Trial #2 
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Appendix B 

Detailed results of different cluster 
validity indices based on Log(RMS) 
feature space 

In this appendix, detailed results of different cluster validity indices applied to Log( RM S) 

feature space for each individual is reviewed. The actual number of movements claimed by 

the subject is a highlighted row in the table. The estimated optimum number of clusters 

based on different indices are also highlighted in the corresponding column. It should be 

noted that for 'Partition' and 'Xie-Beni' indices, the optimum number of clusters is where 

the score is the minimum. For 'Silhouette', 'Partition coefficient' and 'Classification entropy' 

the optimum number of clusters, occurs at the maximum score. 

No. of 
Clusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 0.65064 8.126673 0.612376 0.734102 0.419002 
3 0.314355 9.415495 0.59488 0.675246 0.582835 
4 0.293784 6.736207 0.606054 0.65235 0.676572 
5 0.240109 8.591402 0.70219 0.658036 0.71245 
6 0.196282 8.944959 0.706429 0.660865 0.737112 
7 0.167794 '. 6.481326 0.686248 0.644219 0.789852 
8 0.155124 9.870567 0.649376 0.621625 0.850926 
9 ' 0.13806 9.189331 0.640582 0.610087 0.893465 

10 0.164747 8.492805 0.64035 0.585975 0.970473 

Table B.1: The results from cluster validity test for Subjectl 
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No. of 
Clusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 0.442855 17.275022 0.670362 0.779907 0.354988 
3 0.302975 10.906927 0.686647 0.708998 0.534151 
4 0.213069 13.825942 0.682793 0.69624 0.5942051 
5 0.207981 7.651438 0.632415 0.657257 0.696598 
6 0.178931 18.512948 0.582722 0.626858 0.779159 
7 0.188656 8.773921 0.577969 0.609826 0.843401 
8 0.19308 4.833199 0.546979 0.574936 0.935225 
9 0.170477 5.731126 0.559709 0.565149 0.977137 

10 0.147213 . 4.781307 0.515152 0.534642 1.053964 

Table B.2: The results from cluster validity test for Subject3 

No. of 
Clusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 1.193147 9.468989 0.537111 0.697116 0.464836 
3 0.419385 7.929489 0.614999 0.661235 0.607476 
4 0.277711 9.42425 0.601553 0.635307 0.705256 
5 0.25394 17.636872 0.562421 0.59637 0.810815 
6 0.245411 5.305926 . 0.615576 0.590336 0.871144 
7 0.266697 6.092545 0.559936 0.56077 0.965571 
8 0.216861 9.152159 0.544343 0.552302 1.002512 
9 0.233067 5.086164 0.547911 0.532733 1.075175 

10 0.21589 5.233357 0.580739 0.535687 1.092867 

Table B.3: The results from cluster validity test for Subject4 

No. of 
Clusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 0.273862 18.381967 0.689767 . 0.800724 0.322204 
3 0.189523 8.094421 :. - 0.72172 0.773236 0.421339 
4 0.192465 15.917488 0.70713 0.721704 0.548184 
5 0.200919 14.576765 0.638542 0.658979 0.690415 
6 0.154886 6.295869 0.581236 0.618011 0.783442 
7 0.147862 6.087663 0.584796 0.604343 0.83303 
8 0.143025 4.76202 0.587115 0.588241 0.891242 
9 0.145683 3.487917 0.52914 0.545734 0.993829 

10 0.127667 5.895475 0.534961 0.542513 1.020324 

Table B.4: The results from cluster validity test for Subject5 
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No. of 

Xie-Beni inqex I Silhouette index Clusters Partition index Partition coefficient Classification entropy 2 0.591228 149.07279 0.71479 0.808181 0.321715 3 0.406249 12.425423 0.688414 0.734783 0.490202 4 0.195783 17.171468 0.753798 0.73695 0.524609 5 0.201715 10.326327 0.726148 0.697353 0.624923 it= 0.129893 16.246895 0.74311 0.730785 0.582111 
0.141956 10.580136 0.70787 0.714192 0.635601 

8 0.108656 5.99321 0.711724 0.74189 0.582921 
9 

10 

No. of 
Clusters 

2 
3 
4 
5 
6 
7 
8 
9 

10 

No. of 
Clusters 

2 
3 
4 
5 
6 
7 
8 
9 

10 

0.123686 5.470089 0.664947 0.713408 . '0.655504 
0.104755 12.268958 0.726765 0.746857 0.59283 

Table B.5: The results from cluster validity test for Subject6 

Partition index Xie-Beni index Silhouett~ Partition coefficient Classification entropy 
0.20669 19.987621 O. " 0.871226 0.213684 

0.212084 10.437215 0.784946 0.816644 0.340489 
0.204587 11.004662 0.792923 0.791776 0.416357 
0.195701 8.149356 0.766118 0.758728 0.499417 om .453084 0.674137 0.716466 0.589518 
0.1 10.815532 0.688178 0.704912 0.631883 
0.14 23.398877 0.681923 0.697684 0.661479 
0.146759 10.842847 0.590513 0.638236 0.790802 
0.126562 10.374092 0.601905 0.654829 0.768479 

Table B.6: The results from cluster validity test for Subject7 

Partition index Xie-Beni index Silhouette index Partition coefficient Classification entro 
0.596888 452.7753 0.588082 '. 0.741199 0.409268 
0.277367 6.506738 .' 0.637198 0.690495 0.558276 
0.208738 6.182448 0.596298 0.644058 0.681795 
0.176825 8.114561 0.584736 0.623887 0.755959 
0.183304 5.07942 0.557079 0.582166 0.870028 
0.183769 6.552859 0.548527 0.560457 0.948236 
0.139621 7.648326 0.535701 0.557106 0.974043 
0.146695 6.716973 0.538791 0.538147 1.042589 
0.151399 4.819369 0.557596 0.520321 1.109927 

Table B.7: The results from cluster validity test for Subject8 
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No. of 
Clusters Partition index Xie·Beni index Silhouette index Partition coefficient Classification entropy 

2 0.30978 9.287381 0.750831 0.833868 0.27987 
3 0.27 12.319618 0.657939 0.738013 0.468336 
4 0.243 5.158272 0.697432 0.711287 0.565306 
5 0.235008 8.605832 0.647133 0.66692 0.677551 
6 0.222819 8.138481 0.6697 0.648453 0.746924 
7 0.184999 5.329139 0.604592 0.617256 0.817567 
8 0.182984 4.541947 0.580786 0.596245 0.880761 
9 0.187549 5.923449 0.592341 0.58626 0.92653 

10 0.175043 5.662729 0.555865 0.564997 0.986399 

Table B.S: The results from cluster validity test for Subject9 (Trial #1) 

No. of 
iClusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 0.271423 16.701643 .. 0.828785 0.876343 0.216761 
3 0.270071 13.659609 0.746767 0.778315 0.40253 
4 0.303731 21.318801 0.706893 0.722449 0.537478 
5 0.254113 11.525047 0.649096 0.686477 0.628478 
6 0.24921 13.135648 0.653272 0.666768 0.698646 
7 0.245762 6.892603 0.637422 0.642898 0.769503 
8 0.261888 11.296902 0.571421 0.591928 0.891781 
9 0.216983 5.712739 0.566348 0.582676 0.91684 

10 0.214295 7.061058 0.539088 0.561583 '0.976243 

Table B.9: The results from cluster validity test for Subject9 (Trial #2) 
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Appendix C 

Detailed results of different cluster 
validity indices based on Stdev(AR) 
feature space 

In this appendix, detailed results of different cluster validity indices applied to Stdev(AR) 

feature space for each individual is reviewed. The actual number of movements claimed by 

the subject is a highlighted row in the table (highlighted in yellow). The estimated optimum 

number of clusters based on different indices are also highlighted in the corresponding col

umn (highlighted in green). It should be noted that for 'Partition' and 'Xie-Beni' indices, 

the optimum number of clusters is where the score is the minimum. For 'Silhouette', 'Par

tition coefficient' and 'Classification entropy' the optimum number of clusters, occurs at the 

maximum score. 

]NO. of 
iClusters Partition index Xie-8eni index Silhouette index Partition coefficient Classification entropy 

2 1.918308 20.2236 ,.' 0.737194 ,: 0.7341023 0.419002 
3 1.920054 11.861537 0.624506 0.6752457 0.582835 
4 1.423545 13.188563 0.534372 0.6523501 0,676572 
5 1.32238 4.677331 0.515741 0.6580361 0.71245 
6 1.287681 8.357447 0.463223 0.6608651 0.737112 
7 1.143205 8.131436 0.436759 0.6442192 0.789852 
8 1.142941 5.273848 0.468223 0.6216248 0.850926 
9 1.085639 4.473085 0.484071 0.6100869 0.893465 

10 1.02944 3.246107 0.460313 0.5859745 ' 0.970473 

Table C.I: The results from cluster validity test for Subjectl 
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No. of 
Clusters 

2 
3 
4 
5 
6 
7 
8 
9 

10 

No. of 
Clusters 

2 
3 
4 
5 
6 
7 
8 
9 

10 

Partition index 
2.095321 
1.709251 
1.556335 
1.273236 
1.184577 
1.184947 
1.229178 
1.164396 
1.010628 

Xie-Beni index 
30.064534 

15.14686 
8.979462 

17.849045 
7.542964 
5.567849 
3.182005 
4.192892 
3.615247 

Silhouette index 

Table C.2: The results from cluster validity test for Subject3 

Xie-Beni index Silhouette index 
4 0.504596 

0.56874 
0.58801 

0.519378 
0.50148 

0.473183 
0.464306 
0.490992 
0.494399 

Partition coefficient 
0.6971157 
0.6612347 
0.6353069 
0.5963701 
0.5903364 

0.56077 
0.552302 

0.5327332 
0.5356866 

Classification entro 
0.464836 
0.607476 
0.705256 
0.810815 
0.871144 
0.965571 
1.002512 
1.075175 

'1.092867 

Table C.3: The results from cluster validity test for Subject4 

Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 
1.623981 9.603393 :' , 0.688002 0.8007241 0.322204 

1.48042 10.604762 0.560069 0.773236 0.421339 
1.224036 12.428556 0.614735 0.7217035 0.548184 
1.064484 8.974024 0.609454 0.658979 0.690415 
0.908951 3.85959 0.540857 0.6180114 0.783442 
0.825214 6.173928 0.6043433 0.83303 
0.737346 3.812036 0.529635 0.5882406 0.891242 
0.729579 , 3.723168 0.542417 0.5457338 0.993829 
0.747594 4.651802 0.537331 0.5425132 ' . 1.020324 

Table C.4: The results from cluster validity test for Subject5 
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.... -

No. of 
Clusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 1.718306 19.599801 0.700312 0.8081815 0.321715 
3 0.663844 6.740262 . 0.801677 0.7347833 0.490202 
4 0.5136961 13.394371 0.796665 0.7369499 0.524609 
5 0.45552 6.027654 0.703255 0.6973534 0.624923 
6 0.432291 I 5.805754 0.673561 0.7307845 0.582111 
7 0.421557 9.695696 0.6582 0.7141916 0.635601 
8 0.398685 11.93615 0.634474 0.7418896 0.582921 
9 0.424023 8.145222 0.631639 0.7134084 0.655504 

10 0.437115 7.962195 0.588825 0.7468575 0.59283 

Table C.S: The results from cluster validity test for Subject6 

No. of 
Clusters Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy 

2 0.627204 19.220594 0.860898 0.8712257 0.213684 
3 0.806804 9.568371 0.760025 0.8166438 0.340489 
4 0.65295 12.608071 0.642451 0.791776 0.416357 
5 0.605865 7.880822 0.610948 0.7587277 0.499417 
6 0.673964 8.323339 0.606083 0.716466 0.589518 
7 0.686497 5.155336 0.584894 0.7049125 0.631883 
8 0.648245 5.524454 0.589968 0.6976835 0.661479 
9 0.597411 7.347014 0.546189 0.6382356 0.790802 

10 0.59755 5.767824 0.536315 0.6548288 0.768479 

Table C.6: The results from cluster validity test for Subject7 

INo. of 
Partition index Xie-Beni index Silhouette index Partition coefficient Classification entropy IClusters 

2 2.381912 71.098963 0.617552 0.7411993 0.409268 

3 1.619139 8.773492 0.532496 0.6904948 0.558276 
4 1.233158 5.151035 0.545659 0.644058 0.681795 

5 1.22386 7.575612 0.436911 0.6238872 0.755959 

6 0.973674 5.724714 0.512377 o.~ 0.870028 

7 0.968917 6.426531 0.499195 0.5604 0.948236 

8 0.961064 6.820682 0.467921 0.5571063 0.974043 

9 0.921622 4.188363 0.463121 0.5381465 1.042589 

10 0.875758 4.610532 0.448709 0.5203207 1.109927 

Table C.7: The results from cluster validity test for Subject8 
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No. of 
Clusters Partition index Xie-8eni index Silhouette index Partition coefficient Classification entropy 

2 3.813039 19.671554 0.570698 0.833868 0.27987 
3 2.924254 6.48129 0.533172 0.7380128 0.468336 
4 2.802523 4.93337 0.47208 0.7112874 0.565306 
5 1.961616 7.222247 0.483688 0.6669203 0.677551 
6 1.756749 8.712028 0.466498 0.6484526 0.746924 
7 1.700364 6.362208 0.49746 0.6172563 0.817567 
8 1.70819 4.526776 0.472099 0.5962454 0.880761 
9 1.670011 3.430397 0.460878 0.5862603 0.92653 

10 1.612629 6.680348 0.466195 0.5649969 0.986399 

Table C.B: The results from cluster validity test for Subject9 (Trial #1) 

No. of 
Clusters Partition index Xie-8eni index Silhouette index Partition coefficient Classification entropy 

2 2.754286 21.286159 0.679215 0.8763432 0.216761 
3 2.657722 8.895187 0.559302 0.7783153 0.40253 
4 2.395907 9.697809 0.607502 0.7224493 0.537478 
5 1.818515 5.85742 0.556708 0.6864771 0.628478 
6 1.696182 6.288385 0.526756 0.6667677 0.698646 
7 1.613887 4.193458 0.51758 0.6428978 0.769503 
8 1.585083 5.973523 0.506427 0.5919281 0.891781 
9 1.578307 12.228796 0.524382 0.5826757 0.91684 

10 .. 1.453954 4.779107 0.497273 0.5615835 0.976243 

Table C.g: The results from cluster validity test for Subject9 (Trial #2) 
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Appendix D 

List of Publications 

In this section, we list the publications resulted from our research work for the thesis. 

Refereed Conference Paper 

• Momen, K., Krishnan, S., Beal, D., Bouffet, E., Kavanagh, B., Chau, T., "Self

organization of the communication space based on user range-of-motion: a framework 

for configuring non-contact augmentative communication devices", Proceedings of the 

28 th Canadian Medical And Biological Engineering Society, Quebec City, Quebec, 

September 9-11, 2004. 

Journal 

• Momen, K., Krishnan, S., Chau, T., "Real-time Classification of Muscle Signals from 

Self-selected Intentional Movements" (Under submission). 
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