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ABSTRACT 

 

The aim of this research is to show how social networks can be used for marketing purposes. 

This is implemented with the assistance of learning algorithms. The method proposed in this 

research is based on the analysis of “Support Vector Machines”, which facilitates analysis of all 

information gathered from the social websites. It differs from other methods currently being used 

by social networking websites, which do not take advantage of classification. 

By using public information from social networks, a dataset was formed. It comprised of a 

thousand users and seven features. The examined features were location, age, gender, 

occupation, relationship status, and average travel time/year. In this research, the dataset will be 

examined twice: first using a regular SVM; and next by using “Weighted Feature Support Vector 

Machines”. For the latter, to assign weights, a method called “Pairwise Comparison” will be 

used to rank the importance of features. 
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 CHAPTER 1 

INTRODUCTION AND PROBLEM STATEMENT 

1.1. Thesis Statement 

This thesis covers the fields of Artificial Intelligence (AI), Machine Learning (ML), Data 

Analysis and Social Networking. Specifically, it uses certain AI tools to gather data from social 

networking websites, in particular Facebook, for the purpose of increasing the accuracy of 

prediction by improving the performance of the employed machine learning approach. It then 

applies the proposed method to a dataset gathered by the Facebook Application Programming 

Interface (API). 

1.2. Motivation 

Social networking websites have become very popular and are used by an increasing number of 

people to interact daily, exchange information online and even seek advice or obtain ideas from 

other people’s social networking sites. Due to the open nature of Facebook, Facebook users 

supply the Facebook database with information ranging from location to explicitly defined 

interests. Apart from providing a space for people to socialize with old acquaintances and meet 

new people, social networks have increasingly developed into an arena for teaching, marketing, 

and even advertising. Social networks such as Facebook, Twitter, LinkedIn and many more have 

been growing faster with their ever-growing number of members. They each have their own 

target group, but users may join any of them to become part of a special community, such as 

business people, computer engineers, fashionistas, etc., or they could just become part of a larger 

community and interact with friends. Facebook has been one of the largest social networks in the 

world, with more than one billion monthly and 618 million daily active users as of December 

2012 [1]. According to checkfacebook.com, Canada has nearly 18 million users, which amount 

to a 52.83% penetration into the market [2]. Facebook is not only suitable for advertising and 

expanding already made businesses, but also for businesses that have not yet been established or 

have yet to make a name for themselves. It makes most of its money through advertising [3]. Its 

approach is to show the demographic distribution of users to marketers and researches, which 

will allow them better to understand the market they are targeting. Table 1.1 shows the current 

advertising technique used by Facebook. 
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Table 1.1: Personalized advertising 

1 

A business creates an ad 

A gym opens in a specific 

neighbourhood. The owner 

creates an ad to make people 

come in for a free workout. 

2 

Facebook gets paid to 

deliver the ad 

The owner sends the ad to 

Facebook and describes who 

should see it: people who live 

in that neighbourhood 

3 

The right people see the ad 

Facebook shows the ad to 

users who live in that specific 

town and like to run. That is 

how advertisers reach targeted 

users without Facebook 

sharing their private info. 

 

Following this approach, Facebook decides which ads to show to the user, based on two types of 

information: (a) the things that users share, such as pages that a user has liked or their location, 

and (b) information received through third parties that collect non-personally identifiable 

information about users’ activities when they visit the parties’ websites [4]. Such information 

may include the content users have viewed, the date and time they viewed this content, products  

purchased, or location information associated with users’ IP addresses. Seeing the ever-

increasing membership of social networks, businesses are increasingly drawn to such a market to 

advertise. It is environment friendly, cannot be marked as spam and is much less costly. 

Accompanying the growth in Information Technology and Social Networks have been the 

advancements in Artificial Intelligence. Research on Artificial Intelligence has raised many new 

issues and ventures and given birth to many disciplines, many of which are focused on the ability 

of machines to mimic human traits such as reasoning, judgement and foresight. Machine 

Learning is the science dedicated to simulating such human behaviour, with the main goal being 

to design a machine that can manifest the same level of human intelligence or one much higher. 

The ability to make predictions is a capability of the human mind. However, if machines were 

able to do that by themselves, with the help of AI and Machine Learning (ML), which they 

presently can to some extent, it would play an important role in marketing, businesses and many 

aspects of life that all depend on possessing knowledge about the future trends. 
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1.3. Goals 

The goal of this thesis is to increase the efficiency of social network marketing and advertising 

by means of Machine Learning. The fundamental idea behind this research is to have machines 

do what the human mind can do, but at a much faster rate and in a more accurate manner. 

Humans are by far the most advanced species with regard to learning new things and making 

decisions, because when placed in a situation they have never faced before, they draw upon 

previously gained knowledge to make a decision. They can also assign varying degrees of 

importance to various issues in making a decision. These capabilities enable them to make 

decisions and predictions even when faced with a new situation. The method proposed in this 

research is make predictions based on training sets gathered from social networking sites, in the 

same manner as would have been made by a human mind. To accomplish such a feat without a 

ML tool, many humans and many more hours will be needed in order to make decisions for such 

a large demographic. The accuracy of the proposed system will be analyzed to show its greater 

effectiveness over currently used methods. 

1.4. Contributions and methodology 

What is being proposed in this research is to gather the information through Facebook API and to 

use all of this data to make a prediction about individual users, specifically to predict whether a 

user will be traveling in the following year. This will enable advertisers to target the groups that 

are more likely to travel. The next part of this research, which will be enhanced by future 

research, is to use the analysis from the data gathered to recommend suitable destinations to 

users. This method of marketing permits targeted advertising and has a wider spectrum. A 

number of methods have been applied by others in the use of social networking for business 

purposes, and each method has had some success. We consider the method proposed in this 

research to be successful even if its outcome is an improvement of only 1% over previous 

approaches. By this is meant that even if the proposed method has the slightest advantage over 

not using it, this will be a significant advantage. Although there are many other social network 

platforms to choose from, this study focuses on only one: Facebook. This is partly because other 

researchers have used similar methods in a study of the same network, and our focus therefore 

permits readers to see the significance of the improvement of our proposed method compared to 

previous ones. 
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We explained earlier the significance of the fact that the human mind can assign varying degrees 

of importance to certain aspects of an issue when making a decision. Thus, it is evident that such 

an attribute should be incorporated into the design of a more reliable Machine Learning 

environment, thus requiring the assignment of weights to specific features. There are several 

ways in which such an assignment can be accomplished. In this thesis, we will use pairwise 

comparison, which is the preferred method used with the goal of integrating human subjectivity 

[5]. It was chosen because it makes it easier to rank the importance of objects in pairs, rather than 

several at the same time. 

In this thesis, we start with the information gathered through the Facebook API, and then use 

pairwise comparison to rank the different features in the data set. After calculating the weights, 

we use Weighted Support Vector Machines to classify the data. The data set will be tested once 

with the assigned weights and once without, to demonstrate that the results of the first test are 

considerably better. 

There are many classification algorithms, each of which possesses certain trademarks that set it 

apart from other classifiers. While each of these attributes serves a certain purpose, not all of 

them are useful for our purposes. As advantageous as each of these may be, not all of them take 

into account the importance of certain features over others. In this thesis, the term “features” is 

used to refer to the different attributes (age, gender, location, relationship status, and occupation) 

of anonymous users. 

Following are a list of contributions made in this thesis: 

1- Using a method based on Support Vector Machine to predict travelling behaviour of 

Facebook users, this will be the first time that this method has been used to predict the 

behaviour of Facebook users. 

2- Comparison of Support Vector Machines and Feature Weighted Support Vector 

Machines 

3- Comparison between having experts fill out the pairwise comparison table to having 

Support Vector Machine fill out the table. 
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1.5. Summary 

This research consists of three parts: 

1-Collecting data from Facebook API  

2-Training the classifier(s) (SVM) 

3-Prediction 

Each of these parts will be covered in detail in the different sections of this thesis. Chapter 2 

provides background information about the methods used in the thesis. Chapter 3 explains the 

methodology of this research. Chapter 4 then shows the implementation of the proposed method. 

 In conclusion, following an extensive literature review on studies implemented in this area, this 

study enables the display of the benefits, novelty and advantages of its proposed method, thereby 

showing the importance of analysing data gained through social networks with pairwise 

comparison and weighted support vector machines. 
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 CHAPTER 2 

LITERATURE REVIEW 

The first section of this chapter will begin by a literature review of Machine learning and 

learning algorithms, it will then move onto unsupervised learning, supervised learning, Support 

Vector Machines and Pairwise comparison. 

2.1. Machine Learning and Learning Algorithms 

With the growth of the Internet and Information Technology, many new areas have opened in the 

research of Artificial Intelligence, the goal being to simulate human thought. The ability to learn 

is what makes the human mind intelligent and therefore superior to machines. Machine Learning 

is the method used to make machines intelligent. It is a science that studies how to simulate the 

human brain and learning abilities, in order to develop new knowledge and skills as well as 

continuously improve on previous achievements. As the amount of data continues to increase by 

the second, the absence of sufficient human resources to analyze them and make a decision 

means that they have to be stored, and the decision making postponed to another date. This has 

necessitated data mining and the advantages that it brings. Un-analyzed data is worthless, while 

data that has been analyzed might be worth billions. Knowledge is and has always been a 

valuable resource, but it is the manner in which it is used that makes the difference. Machine 

learning looks for patterns in data, and learns from these patterns. 

The terms Machine Learning (ML) and Data Mining are often synonymously used. Machine 

Learning deals with the study, design, and development of the algorithms that give computers the 

ability to learn, while Data Mining may be defined as a process that starts from seemingly 

unstructured data and proceeds to extract knowledge and patterns from that data. During this 

process, Machine Learning algorithms are used. 

Learning algorithms are divided into two categories: supervised and un-supervised. 

Unsupervised learning algorithms do not need training sets. The most popular method in this 

area is clustering. However, in this thesis we focus on supervised learning algorithms, the most 

notable [7] among them being Neural Networks and Support Vector Machines. 



7 

 

2.1.1. Unsupervised Learning 

A major part of the information that is absorbed by our brains on a daily basis comes without any 

forms of instruction, or any obvious relationships to what we have absorbed or learnt before. 

According to Dayan [6] “ Unsupervised learning studies how systems can learn to represent 

particular input patterns in a way that reflects the statistical structure of the overall collection of 

input patterns. By contrast with SUPERVISED LEARNING or REINFORCEMENT 

LEARNING, there are no explicit target outputs or environmental evaluations associated with 

each input; rather the unsupervised learner brings to bear prior biases as to what aspects of the 

structure of the input should be captured in the output.” 

An example would be looking at something and identifying it. A person looks at objects and 

knows from prior knowledge what those objects are; he/she recognizes them from such prior 

knowledge. 

Two methods are used for unsupervised learning: density estimation techniques and feature 

extraction techniques. The first technique is based on building statistical models (such as 

Bayesian Networks), while the second technique is based on an effort to extract statistical 

regularities or irregularities directly from inputs. 

2.1.2. Supervised Learning 

Kotsiantis, explains supervised learning as: “the search for algorithms that reason from 

externally supplied instances to produce general hypotheses, which then make predictions about 

future instances”[7]. 

The human mind is mistake prone when it comes to decision making, analysis or trying to 

establish relationships between entities or features, thus making solution finding more difficult. 

This is when Machine Learning can be applied, which assists the decision making process and 

adds efficiency and accuracy. There are several machine learning applications involving tasks 

that can be set up as supervised. 

Machine learning has many applications, one of them being data mining. In any dataset, there are 

many instances, but in machine learning, all instances in a data set are represented by the same 

set of features. These features could be anything; they could be binary, continuous or categorical. 



8 

 

If the instances are given known labels (the correct outputs) then the learning is considered 

supervised, as opposed to unsupervised learning, where the instances are unlabeled. 

Table 2.1: Example of data (instances with known labels) in a standard format 

Instance 

(users) 

Feature 1 

(age) 

Feature 2 

(gender) 

… Feature n 

(location) 

Class 

(Did they 

travel in 

2012?) 

1 User 1 age 
User 1 

gender 
 

User 1 

location 
Yes 

2 User 2 age 
User 2 

gender 
 

User 2 

location 
No 

3 User 3 age 
User 3 

gender 
 

User 3 

location 
Yes 

… User n age 
User n 

gender 
 

User n 

location 
… 

 

Supervised machine learning is about algorithms that process instances from a training set and 

derive a set of rules from them. Therefore, they actually create a classifier that generalizes new 

instances, thus making predictions about instances and training sets in which their labels are 

unknown. Figure 2.1 shows how supervised learning is applied to real world problems. 

For the Purpose of this research, the “Instance” column will be filled by the Facebook users, and 

the “Features” being used are, in order: Age, Location, Gender, Occupation, Relationship status, 

and Average Travel Time per year. The last column in Table 2.1 is “Class”, which in SVM is 

also called the “label”, which in the case of this research it will be whether or not the specific 

Facebook user went on vacation in the year 2012.  
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Figure 2.1: The supervised machine learning process of Kotsiantis et al. (2007)[7] 

 

As is shown in figure 2.1, the process starts with data collection. There are two ways to do this: 

either by having an expert choose the most informative ones or through a brute-force method. 

After completing this step, it is time to choose which features are relevant and informative. This 

is called data pre-processing and preparation. This step is necessary because although there is a 

large amount of information available, a lot of it is low-quality data. In order to profit from the 

data, this information needs to go through a cleaning process. Zhang et al. [8] argue that the 

importance of data preparation is based on three facts: “(1) real-world data is impure; (2)high-

performance mining systems require quality data; and (3) quality data yields high-quality 

patterns.” 
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1. Real-world data may be incomplete, noisy, and inconsistent, which can disguise useful 

patterns. This is due to: 

 Incomplete data: lacking attribute values, lacking certain attributes of interest, or 

containing only aggregate data. 

 Noisy data: containing errors or outliers. 

 Inconsistent data: containing discrepancies in codes or names. 

2. Data preparation generates a dataset smaller than the original one, which can significantly 

improve the efficiency of data mining. This task includes: 

 Selecting relevant data: attribute selection (filtering and wrapper methods), removing 

anomalies, or eliminating duplicate records. 

 Reducing data: sampling or instance selection. 

3. Data preparation generates quality data, which leads to quality patterns. 

For example, we can: 

 Recover incomplete data: filling the values missed, or reducing ambiguity. 

 Purify data: correcting errors, or removing outliers (unusual or exceptional values). 

 Resolve data conflicts: using domain knowledge or expert decision to settle discrepancy. 

From the above presentation, it can be seen that even the first steps play a crucial role in 

supervised learning. Many studies have been undertaken on data preparation; this is not part of 

the focus of this thesis. 

It must also be borne in mind that data preparation methods differ from one learning algorithm to 

the other. That is why choosing a specific learning algorithm is a critical step in this procedure. 

This thesis mainly focuses on the learning algorithm of Support Vector Machines introduced in 

1995 by Vapnik [9]. It is a well-known and popular supervised learning algorithm, along with its 

by-product called “feature weight support vector machines”, which will be discussed next. 

2.2. Support Vector Machines 

Support Vector Machines (SVM’s) are the newest supervised machine learning technique [9]. 

The main idea behind SVM’s is that there is a hyperplane that separates two data classes. 
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Maximizing the margin and creating the largest possible distance between the hyperplane and the 

instances improves accuracy and reduces error. In contrast to other classical statistical methods 

where they decrease the feature dimensionality in order to control the outcome, SVM actually 

relies on the large margin factor that comes with an increased feature dimensionality [23]. 

When considering linearly separable data, once the optimum separating hyperplane is found, the 

data points that lie on the margin are known as the support vectors or support vector points and 

the solution is represented by the linear combination of only these points. Figure 2.2 [7] 

illustrates data belonging to two different classes using circles and squares. The classes are 

separated via an optimal hyperplane, and the data points that lie on its margin are known as the 

support vector points. 

 

Figure 2.2: Linearly Separable data [7] 

 

As can be seen in the image, all other data points are ignored, and the number of features in the 

training data does not affect the complexity of the Support Vector Machine. The number of 

support vectors made by the SVM learning algorithms is usually quite small. This is also one of 

 

 
  

  

  

  
  

Maximum 

margin 

hyperplane 

hyperplane 
optimal 

hyperplane 

Support Vector 

Support Vector 

Support Vector 
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the reasons why SVM’s are the preferred algorithm when dealing with learning tasks in which 

the number of features is much larger in comparison with the training instances. 

The original SVM algorithm was developed by Vapnik, and the current soft margin was 

subsequently proposed by Corina Cortez and Vapnik in 1993 and published in 1995[8]. In the 

case of very high dimensional problems, only occasionally are the data linearly separable. In 

practice, not all training sets are linearly separable, and even if they are, it is often preferable to 

find a solution that better separates the bulk of the data while ignoring the few unrelated noises. 

This is the concept of the soft margin. In those cases where no hyperplane can fully separate the 

test set, the soft margin method creates a hyperplane that separates the data in the best possible 

manner, while allowing some data points belonging to one class to be classified as a different 

class. See Cristianini [26] for a precise formulation of soft margin approaches.  

 

Figure 2.3: When no separating hyperplane exists, SVM uses a soft margin hyperplane 

 

Nevertheless, while the soft margin does add a bonus value to SVM, it is not the singular most 

important feature in this method. When data is not linearly separable, SVM resolves this issue by 

first mapping the input data space to a higher dimensional space and then defining a separating 

hyperplane there.  
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Figure 2.4: SVM mapping data from input space (a) to a higher dimensional feature space 

(b) 

 

The mapping is achieved by SVM’s use of kernel functions. Figure 2.4 is a simple portrayal of 

how SVM maps data from an input space to a higher dimensional feature space. As it can be 

seen separating the data into two groups in the linear space would have been more complex, 

while when mapped to a higher dimension it gained simplicity. According to Weston [27] SVM 

maps every point of the data input space into a higher dimensional feature space through such a 

transformation as  :         . With an appropriately transformed feature space of sufficient 

dimensionality, any training set can be suitably separated. Figure 2.5[27] portrays the complexity 

of lower and the simplicity of higher dimension separation through (a) a non-linearly separable 

data in a 2D input space and (b) SVM mapping the data into a 3D feature space where data is 

separable via a hyperplane.   

(a) (b) 
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Figure 2.5: SVM feature mapping the (2D) input data space to some other (3D) 

dimensional space;                                  [27] 

 

In this section, we undertake a brief review of some basic work on SVM’s for classification 

problems. For further details, the reader is referred to (Vapnik, 1995; Vapnik, 1998). 

Given a training set of N data points {     } (from N to k) =1,…. In this instance, we start with 

a two-class training set                        , in which        (in which   represents 

real numbers),              , and each                     is a vector which has the 

values of n different features. The goal is to find the maximum-margin hyperplane, whether 

linear or non-linear, that divides the points that have       , from those having      . 
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As stated previously the choice of a specific learning algorithm over other learning algorithms is 

a critical one. One of the methods used to evaluate a classifier is prediction accuracy, which can 

be implemented in different ways. One is to split the training set, use two-thirds for training 

purposes, and the remaining one-third for testing. Another method is cross validation in which 

the training set is split into equally sized subsets and for each of those cases the classifier is 

trained on the union of all the other subsets. This second method is more computationally 

expensive. 

Now if the error rate of a classifier is unsatisfactory, we will have to go back a step and 

reconsider a few aspects (as seen in figure 2.1). There is a variety of factors to use in such re-

examination, such as reassessing the choice of the learning algorithm, the relevancy of the 

features selected, the size of the training set, etc. 

In general terms, in support vector machines, all features in a certain training set have the same 

level of importance. While this might work for some problems, this is not the case for real-life 

problems. In a real-life problem, not all features in a data set carry the same degree of 

importance; some features are more relevant and some less relevant to the problem being solved 

or the research being done, thus also less relevant to our classification goals. For the purpose of 

this research, data was gathered from Facebook users, now not all of the data that users supplied 

on their profiles was relevant to this research. For example among the information that Facebook 

users provide on their profiles are music, books, TV shows, sports, apps, and games most of 

which would have no bearing on whether or not that particular user is going to travel the 

following year. Among the information users supplied on their profile are features that are 

considered more relevant for the purposes of this research, such as age, gender, location, average 

travel time per year, occupation and relationship ship status. However not all of these features 

hold the same amount of importance to predict the outcome of the research being followed, the 

age of a person might play a more significant role on a person traveling habits than the persons 

occupation. This issue can be efficiently solved through Weighted Feature Support Vector 

Machines (WFSVM), which assigns weights to features. In this thesis, we will show how the 

application of weights to features permits a more accurate and faster SVM and therefore more 

accurate and faster predictions. This is shown by first applying (unweighted) SVM to our data set 

and, at the second stage, applying WFSVM to our data set, in which weights will be assigned to 

relevant features. Thereafter, by comparing the error rate and accuracy of each method 
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conclusions may be drawn about the effectiveness of the methods for this particular problem, 

thus validating our choice. For further studies on WFSVM, the reader is referred to Suykens et 

al. [10] , Amutha et al. [11] and Sun et al. [12]. 

If              is the feature weight vector, then    is the indicator of the relative 

importance of the feature               for the classification. In this instance the fundamental 

difference between SVM and WFSVM is that in the latter, we use the afore-mentioned vector: 

                                  

This is used instead of the    vector alone. 

In actuality, the assigned weights are determined by the principle of maximizing deviations 

between categories. Several methods may be used in calculating the weights, the most well-

known of which are: Shannon’s Information Theory Xing et al. [46], Degrees of Standard 

Deviation Wang et al. [25], Values of deviations Sun et al. [24] and Pairwise Comparison. 

2.2.1. Why Weights Improve Accuracy 

The classical SVM only weights instances, not the features. While properly and sufficiently 

normalizing the features is a significant aspect of an accurate classification, the main reason 

behind the concept of adding weights is to take into account the level of importance of each 

feature. In solving classification problems with SVM, if the sample data contain features that are 

somewhat or even completely irrelevant to the main problem, this will affect the classification 

results.  This is why in this thesis we are proposing to add weights. Sun et al [12] describe other 

SVM-based methods that have previously been proposed to improve classification results, 

methods such as Fuzzy Support Vector Machine (FSVM) and the Weighted Support Vector 

Machine (WSVM). Although the importance of weight is acknowledged in these methods, the 

significance of the weightiness of features on classification is neglected. Sun et al[12] 

acknowledge this issue and address it. 

As mentioned before, there are many ways to calculate weights, the most popular among which 

include: 

1. Values of deviation 

2. Degree of standard deviation 
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3. Shannon’s Information Theory 

4. Pairwise Comparison 

Each of these methods will be explained in turn. 

2.2.2. Values of Deviation 

In mathematics and statistics, deviation is considered the measure of difference between the 

value of a variable and another value. The sign of this new value (whether negative or positive), 

shows the importance of the values. In this method, the weight of a vector is estimated through 

the value of deviation between two variables.  

In the paper by Sun et al [12], the shortcomings of known weighted SVMS were acknowledged. 

It was the fact that SVM took the importance of the sample into account but failed to take into 

account the relative importance of each feature in respect to the entire classification results. In 

the paper by Sun et al.[12], the weighted feature classification was used to add weights, thereby 

improving the accuracy of classification. In the first step, the deviation between two random 

variables was estimated and then the weights of features were determined based on the concept 

of maximizing the deviations between the different categories. Experimental results proved that 

their proposed method improved accuracy and decreased support vectors (number of support 

vectors). In Table 2.2, the results of Sun et al [12] are shown. 

 

 

 

 

 

 

 

Table 2.2: The experimental results with SVM and FWSVM using values of deviation [12] 

Table of data SVM FWSVM 
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Accuracy Number of 

Support 

Vectors 

Accuracy Number of 

Support 

Vectors  

1 82.36 198 88.66 172 

2 76.18 206 84.82 198 

3 79.36 222 82.16 202 

4 76.67 221 80.00 196 

5 66.67 298 72.18 282 

Mean of results 76.25 229 81.56 210 

 

2.2.3. Degrees of Standard Deviation 

In reality, standard deviation or variance is principally the measure of how close a value is to the 

average. If all values are close, the standard deviation will be small and the average can be 

considered an accurate estimation of the distribution. 

 Wang et al. [13] proposed to use WFSVM for the classification of semantic images in order to 

overcome the fact that the regular SVM algorithms on image classification did not distinguish 

between different features, but assigned the same weight to all low-level features. However, it 

was obvious that in high dimensional image data, some features were either more or less relative 

to the classification process. In semantic image classification, the more concentrated a feature is 

in a cluster, the greater the dominance of the feature in that cluster and more relevance in the 

outcome. Conversely, the more discrete a feature, the less dominant it is and therefore irrelevant 

to the outcome of classification. 

Standard deviation can estimate the degree of discreteness. The denser a feature’s distribution is 

in regards to the cluster, the smaller the standard deviation for that feature. It was through this 

method that Wang et al. [12] assigned the weights to each feature. In Table 2.3, the experimental 

results that Wang et al. [12] received using WFSVM and standard deviation are shown. 

Table 2.3: The average precision and training time comparison of image classification [24] 
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 Average Precision (%) Training Time (s) 

SVM 77.00 ~3 

WFSVM 93.86 ~0.6 

 

2.2.4. Shannon’s Information Theory 

According to Jaynes (1957)[47], “Information theory provides a constructive criterion for setting 

up probability distributions on the basis of partial knowledge, and leads to a type of statistical 

inference which is called the maximum-entropy estimate. It is the least biased estimate possible 

on the given information.” [27] 

Information theory, as developed by C. E. Shannon[28], is a branch of mathematics and 

computer science, which involves the quantification of information. It was developed to work 

with compressing communication data. Since then, the horizon of its application has been 

broadened to many other aspects of science. 

In order to make the classic SVM take into account and use the importance of certain samples, 

weighted samples, Xing et al [46] proposed the Linear Feature weighted Support Vector 

Machine. In it, they had two stages for constructing their proposed model. In the first stage, they 

determine the weights for each feature in the data set using Shannon’s Information Theory. 

These weights then displayed the contribution each feature had in the construction of the optimal 

hyperplane. In principle, the weight of a certain feature was assigned based on the amount of 

classification information that such a feature possessed. In the second stage, the retrieved feature 

weighted vector was applied to the original SVM using “dual quadratic programming formulae 

through detailed theoretical deduction.”[26] The experimental results gained through their study 

showed an improvement in performance in comparison to the traditional SVM. 

2.2.5. Scaling 

Generally, in most data sets the range of values in the raw data sets varies. Most machine 

learning algorithms cannot function objectively in such cases. For example, in a data set that has 

many features to factor from, if one of the features has a wide range of values ranging from 10 to 
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90, and another feature has the limited range of either 1 or 2, the outcome of the classification 

will be governed by the feature with the broader range. 

In Hastie et al [37], it is explained how scaling improves the outcome in neural networks. The 

concept can easily be applied to Support Vector Machines as well. 

In this part of the research, readers will come across various terms, such as rescaling, 

normalizing or standardizing, each of which has its own implementation and application. 

According to Sarle’s Neural Networks [38] , "Rescaling" a vector means to add or subtract a 

constant and then multiply or divide by a constant, as would be done to change the units of 

measurement of the data, for example, to convert a temperature from Celsius to Fahrenheit.  

"Normalizing" a vector most often means dividing by a norm of the vector, for example, to make 

the Euclidean length of the vector equal to one. In Neural Network literature, "normalizing" also 

often refers to rescaling by the minimum and range of the vector, to make all the elements lie 

between 0 and 1.  

"Standardizing" a vector most often means subtracting a measure of location and dividing by a 

measure of scale. For example, if the vector contains random values with a Gaussian distribution, 

you might subtract the mean and divide by the standard deviation, thereby obtaining a "standard 

normal" random variable with mean 0 and standard deviation 1.  

However, all of the above terms are used more or less interchangeably depending on the custom 

within various fields. Now the question is, should any of these things be done to a dataset? The 

answer is, it depends. In Elements of statistical learning [37], the scaling of the input data, 

determines the effectiveness of the weights. Therefor it can have a large effect on the final 

quality of the classification. By scaling, it ensures that all inputs are treated equally in the 

training and classification process. Figure 2.6, clearly the shows the benefits of scaling the input 

data. 

Figure 2.6 consists of two figures; the one on top is the data set without any scaling, 

standardizing or added weights, the figure in the bottom is the same data set only the features 

have been weighted. As it can clearly be seen, the classification results of the figure on top are 

more complicated and not as clear as the classification results achieved by figure in the bottom. 
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Figure 2.6: Different classification results, based on weights and no weights from Elements of 

statistical learning [37] 

There is a common misconception that the inputs to a multilayer perceptron, an artificial 

intelligence model widely used for artificial neural newtorks to map out sets of  input data into 

appropriate sets of output data, must be in the interval [0,1]. There is in fact no such requirement, 

although there often are benefits to standardizing the inputs as discussed below. However it is 
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better to have the input values centered around zero, so scaling the inputs to the interval [0, 1] is 

usually a bad choice. If one’s output activation function has a range of [0, 1], then obviously one 

must ensure that the target values lie within that range. 

2.3. Pairwise Comparison 

Pairwise Comparison is a method that has been widely used to recreate human subjectivity. It is 

a new approach for deriving priorities when comparison judgments are needed. What it does is 

that it divides the judgment into a series of interval comparisons. In this case, the features are 

being judged and evaluated. The assessment of the priorities derived in this fashion is formulated 

as an optimization problem, which in fact maximizes the decision makers with a specific crisp 

priority vector [14]. 

For features    …    , in Pairwise comparison it is assumed that the decision maker can 

compare between any two elements such as    and   , and then give a numerical value such as 

    as a ratio for their importance. In this scenario if    is more important than  , then       

and consequently            . For a sample with n features, n (n-1)/2 judgments are required. 

The following is the relation between the features: 

A: (  ,   )              ,   )      is represented by the matrix 

   (

   

 2 

  2

 22
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  2

 

 

 

   

) 

 

This is the Pairwise Comparison Matrix:     expressing how much    is more important than   , 

                 ,     is basically the measure of the relationship between two features, the 

bigger     is the bigger the difference between them, if       then the two features are 

indifferent and they have the same values. Moreover, there is also another relationship between 

the entries in the pairwise comparison matrix of                              : 

            . 
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Pairwise Comparison Matrices play a very important role in the analytical hierarchy process, a 

procedure that Saaty created in the 80’s [15]. It is even widely used by companies and 

governments to adjust their strategies [16]. 

2.4. Graph API 

The Graph API is the primary method to obtain data from and post data on Facebook’s social 

graph. It is also the method used to collect data for the purpose of this thesis. The data regarding 

a thousand users age, gender, location, relationship status, occupation, and average travel time 

per year was accessed using this API. The Graph API is basically a low level http based API that 

can be used to query public data[48][49], upload images, post new information and a variety of 

other similar tasks that an app might need to do in Facebook. 

API’s are composed of nodes, edges and fields. Nodes consist of users, a photo, a page or a 

comment. Edges consist of the comments on a photo or the photos on a page. Finally yet 

importantly, the field option consists of the birthday of a user or the name of a page.  

In general, information can be read from API’s by making simple HTTP GET requests to the 

relevant end point. For example, if it is needed to retrieve all the photos by someone, it could be 

done by making an HTTP GET request as follows: 

GET graph.facebook.com 

  /{node-id}/photos 

Publishing to API’s is made possible by making a HTTP POST request to the node in question: 

POST graph.facebook.com 

  /{node-id} 

Deleting is also accomplished through the same method by using the HTTP DELETE request.  

One of the advantages of working with the graph API is that it allows the customization of 

requests. For example  If it needed to to find the places a user has been tagged in or were created 

by that user, such parameters as center and distance or a placeID can be added to specify 

where the objects should be near to: 

GET graph.facebook.com 

  /search? 

    type=location& 

    center=37.76,-122.427& 

    distance=1000 
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 CHAPTER 3 

Methodology 

In this chapter, an approach is presented for implementing a system that applies supervised 

learning algorithms to information derived from Facebook to enhance recommender systems. 

There are three steps to this application: the first is gathering the data from Facebook, the second 

is training the classifiers, and the third is to use what we have gathered to predict the future 

outcome. The system takes advantage of public[48][49] and non-identifiable information that 

users put in their social networking websites (in this case Facebook) and uses it to make 

predictions about future actions of that specific user. This prediction could later on be used to 

enhance recommender systems. 

3.1. Data Collection 

There are many methods to elicit personal data from people, including online polls and surveys, 

in person surveys, observation, interviews, questionnaires, or simply gathering information from 

people’s social networking websites. However, many of these methods have their own 

limitations. For example, when put on the spot, people find it hard to describe the knowledge 

they regularly use, or not have the presence of mind to answer certain questions fully. Their 

answers might be biased as they might not feel comfortable telling a surveyor what they need to 

know, or they just do not want to share certain information on a random questionnaire. Therefor 

none of the above methods were used. As explained in Chapter 2, certain challenges were faced 

during the data collection phase. Attaining personal details for 1000 Facebook users was a 

challenging task. Furthermore, all the information used in this research, was data that had passed 

through the Facebook privacy filter, meaning it was information that was publicly available 

[48][49]. In addition, to avoid confusion, it is emphasised that the dataset is comprised of 

anonymous data, and it does not generate user identifiable information. Also due nature of the 

information being used in this research, which was publicly and legally accessible [48][49], no 

human participation was needed, and no one else other than the researcher was involved this 

process.  

In this section, in order to gather the information that is on users’ Facebook pages, the Graph 

API was taken advantage of. This is more of a direct method, since the information is taken from 



25 

 

people’s social networking sites. It is done through a simple HTTP GET request. A lot of 

information can be gathered using this process, but not all of it is useful or relevant, and by 

default not all the fields in a node or edge are returned when you make a query. One can choose 

the fields (or edges) they want returned with the "fields" query parameter. This is useful for 

making one’s API calls more efficient and fast. 

For example, the following Graph API call will only return the birthday in bgolub's profile: 

GET graph.facebook.com 

  /bgolub? 

    fields=birthday 

Our model should get the information about our user’s Name, Age, Location (by continent), Sex, 

Occupation, Relationship Status, and Average Travel Time per Year.  

To access certain data, the developer must, before executing the GET request, initially Get 

Access Token and acquire certain permission in order to be able to access user information. 

These select permissions fall into two categories: user data permissions and extended 

permissions. They, the afore mentioned permissions, consist of information regarding users’ 

friends, birthdays, location and other similar attributes. They can even be used to publish content 

to Facebook on behalf of a person who has granted an open graph publishing permission 

application to the publisher. One can determine which permissions are needed in the access 

token with the help of the Graph API reference.  

In Table 3.1 [8] a list of some roots nodes (or Endpoints) of the Graph API, along with their 

prospective representations is produced. A root node is an endpoint, which can be used to access 

certain information. For example by having the root node /friendlist as part of the GET 

request, the friend’s lists published by user will be displayed. 
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Table 3.1: Graph API root nodes and their representations [28] 

Endpoint Represents 

/album A photo album 

/app A Facebook app 

/comment A comment published by another node. 

/event An event 

/friendlist A grouping of friends created by someone on 

Facebook. 

/group A Facebook group 

/link A link shared on Facebook 

/object/likes A set of likes on a particular object. 

/place-tag An instance of a person being tagged at a 

place in a photo, video, post, status or link 

 

3.1.1.  Challenges faced with data collection 

As with most social networking sites, finding users with public info was difficult. Users place 

different privacy settings for different aspects on their profile. One of the challenges that arose 

when gathering information for this research was finding users with publicly accessible profiles. 

It should be noted and emphasised that the Facebook Graph API has only access to public 

information [48][49]. 

Another challenge was incomplete information. Not everyone fills out all the aspects of their 

profiles. For example some leave out their age or gender, or don’t update their relationship 

status. Therefore it was a very time consuming task for the researcher to obtain that information, 

in some cases it had to be done manually. 

The last issue in the data collection phase was the great amount of data needed for this research, 

because it was decided that the method should be implemented on a thousand users.  
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3.2. The Data Set 

In order to validate the methods and finding in this research, the system was initially tested on a 

smaller data set. After the initial testing stages accomplished in Behzadfar and Abhari [40] were 

achieved, the proposed method was implemented on a dataset of 1000 Facebook users. The 

features extracted from the Facebook API were, age, gender, location, occupation, average travel 

time per year, relationship status and whether or not did each specific user travel in the year 

2012. Table 3.2 shows is an example of how the data set will look like. However this is the 

dataset with only 5 users, the complete version has 1000 users. As it can be seen the Facebook 

users are defined by User 1 to User N, because no identifiable traits were used or saved (or even 

needed) during the course of this research. It must also be added that the actual dataset has one 

difference to this as the data had been scaled (as explained in section 2.3.5), so all the number 

would not be any higher than 10. In order for it to be understandable to the reader, the Table 3.2 

has been made to look like real values, so as to not confuse the reader. 

Table 3.2: Sample of training dataset for 5 users 

Facebook 

Users 
Age 

Location 

 
Gender Occupation 

Relationship 

Status 

Income 

Level 

Average 

Travel/year 

Traveled 

In 2012 

User 1 21 1 2 4 1 1 5 0 

User 2 82 4 1 6 1 7 6 1 

User 3 24 1 1 7 1 3 9 0 

User n 23 2 2 10 1 7 3 0 

 

3.3. Training the Classifiers 

After the data has been gathered, the algorithm must be trained using that data. With the growth 

of the internet and IT, the need for AI has also arisen. Gathering the data was one part of the 

work: the other part is making use out of all this data. One of the many applications of AI is 

simulating the human thought. In 1959, Arthur Samuel defined ML as a “Field of study that 
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gives computers the ability to learn without being explicitly programmed”[29]. The aim of 

Machine Learning is to obtain new knowledge. Machine Learning has two major types of 

algorithms: Supervised and Unsupervised. While supervised learning, such as “Classification”, 

focuses on prediction based on already known aspects of data, unsupervised learning such as 

“Clustering” focuses on the discovery of the unknown aspects of data. As mentioned earlier the 

human mind cannot be the best judge in every case and instance. ML scholars want the machine 

not only to simulate the human mind, but also to go over and beyond human capacity. Since the 

labels, whether the user has gone on vacation or not, are available from the beginning, in this 

research the focus is on using the methods of classification as opposed to clustering. [40] 

The training of the data is the starting point in filling a gap in the literature. This approach, along 

with its clarifications, sets this project apart from other work undertaken in this field. In machine 

learning, classification means identifying to which subsets a group on instances belongs [40]. 

There are many methods of classification but not all of these methods have the ability to learn. 

Among those that can be trained are Decision Trees, Support Vector Machines, and Neural 

Networks. The difficulty is to find a suitable method to realize the goals set for this research. 

In “Supervised Machine Learning: a review of classification Techniques” [7], the author goes 

into detail about the various supervised learning classification methods. He does not specify 

which method is the best, but carefully illustrates the different lines of research done in this area, 

giving the reader a comprehensive review of various learning algorithms, thereby letting readers 

decide which method is the best for their application. Table 3.2 displays the comparison between 

different types of learning algorithms. Each of these methods has certain attributes about it, and 

those specific attributes are what sets that particular method apart from others. In order to pick a 

suitable method for classification, the reader must find the one that fits their purpose. For further 

reading on this matter, please refer to [35][36]. 

 

 

 

 

Table 3.3: Comparison of learning algorithms [7] 
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 Decision 

Trees 

Neural 

Networks 

Naïve 

Bayes 

kNN SVM Rule- 

learners 

Accuracy in general ** *** * ** **** ** 

Speed of learning with 

respect to no. of attributes 

& instances 

*** * **** **** * ** 

Speed of classification **** **** **** * **** **** 

Tolerance to missing 

values 

*** * **** * ** ** 

Tolerance to irrelevant 

attributes 

*** * ** ** **** ** 

Tolerance to redundant 

attributes 

** ** * ** *** ** 

Tolerance to highly 

interdependent attributes 

** *** * * *** ** 

Dealing with 

discrete/binary/continuous 

attributes 

**** *** *** *** ** *** 

Tolerance to noise ** ** *** * ** * 

Dealing with the danger 

of overfitting 

** * *** *** ** ** 

Attempts for incremental 

learning 

** *** **** **** ** * 

Transparency of 

knowledge 

**** * **** ** * **** 

 

The table shows, many similarities between Neural Networks and Support Vector Machines. 

However, in this research Support Vector Machines were chosen due to certain qualities it 

possesses in comparison to Neural Networks. Due to the nature of the data set being used and its 

source (social networking websites), a number of important factors determined the choice of 

Support Vector Machines over Neural Networks. These include the classifier’s tolerance to 

redundant, irrelevant, and missing values, and the fact that the training optimization problem of 

the SVM necessarily reaches a global minimum and avoids ending in a local minimum [45], 

which may happen in NN’s. 
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After conducting several analyses on the data being used in this research, it was realized that not 

all features had the same influence on the outcome of the classification. This was done by 

analysing the results based on training the algorithms with only one feature. Therefore, it can be 

concluded that certain features were more important in the outcome of the research than were 

others. In some instances, when different features were tested together, the outcome was better 

than when the feature was being tested separately [40]. Therefore, it was concluded that using 

the Feature Weighted Support Vector Machine (FWSVM) was a suitable choice for this data set 

and the objectives of this research. Thus, although SVM had rather desirable outputs, the 

breakdown point was further improved by adding weights (WFSVM) 

. 

3.3.1.  Pairwise Comparison and Weight Calculation 

This section is devoted to explaining, how pairwise comparison and weight calculation work for 

our collected data. Assuming that we have a dataset with   features,    samples and    classes, 

and the goal is to create a classifier based on these assumptions, the first step is to assign weights 

to the F features. To do this, we need an expert to rank the importance of each feature and fill the 

pairwise comparison table   .  

In this part of the research, another method to fill out the pairwise comparison table is proposed 

(as opposed to experts filling out the table): to let SVM take the place of the experts and help 

create the pairwise comparison table. Afterwards, by comparing the results of each of the 

features against the results of the whole the table can be fully filled out. 

To investigate fully the advantage of these two methods, in this thesis the weights are calculated 

using both methods and then the results are compared to see which one results in a better 

classifier. 

In either method, it is our responsibility to ensure that the pairwise comparison table is 

consistent. This is done by analyzing all of the           and     triads from              . The 

triads must be modified until the table is fully consistent. This part can be repeated as many 

times as needed. Figure 3.1 illustrates the process in a manner that is very easy to follow. 

In some cases, adding weights not only does not increase the performance of the classifiers, but 

also decreases it as well. Since an average user is not in the position to judge such a fact, in this 
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thesis two different approaches to the same weight calculation method (pairwise comparison 

table): 

1-weight calculation reached with experts filling out the pairwise comparison table and 

2-weight calculation reached with filling out the pairwise comparison table with the 

assistance of support vector machine itself 

 are observed and then the performance of the preferred outcome is compared to the performance 

of the non-weighted classifiers [43], to judge which method has better results. 

Calculating weights for 

Pairwise comparison table

Dataset

Pairwise comparison Table 

by:

1- Experts

2-SVM

Consistency Analysis

Consistent

Yes

No

Calculate 

weights

Locate 

inconsistent 

triads

Recalculate 

inconsistent 

triads
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Figure 3.1: How weights are calculated when data goes through the pairwise comparison 

process. 

 

After the weights have been calculated by means of geometric weights or mean weights, the 

numbers can then be normalized [31-34]. However, this is not necessary in this case because 

whether or not the weights are normalized, they will give the same results. For example, if all the 

numbers in the data set were to be normalized and rounded up to the next even number it will 

make any difference in the outcome, as the difference between each of those instances in the 

dataset will still have stayed the same. In this project, it is the relative difference between the 

features that shows the preferential value of each feature. The aim is to ascertain the importance 

of certain features over others. Because it did not add to the efficiency of the system, it was 

decided not to normalize the weights and save time. By efficiency of the system, the accuracy of 

the outcome is meant. In conjunction with these explanations, readers can also deduce that 

whether normalized or not, the difference will be the same.  

The main advantage to scaling is that it avoids the risk of being faced with the issue of features 

with greater numeric ranges dominating those with smaller numeric ranges. For example if one 

feature, i.e. age, ranges from 5-100 and another feature, i.e. gender, has the value of 0 or 1, the 

models outcome falls the risk to be dominated by the first feature. Furthermore, because kernel 

values usually depend on the inner products of feature vectors, e.g. the linear kernel and the 

polynomial kernel, large attribute values might cause numerical problems [39]. However, the 

point to remember is that the same method of scaling must be used on both the training and 

testing data. In this thesis both the training and testing data was scaled. 

After the weights have been calculated, there is no need to normalize them. The values retrieved 

from the pairwise comparison table can be used directly. 

3.3.1.1.  Weight Calculation Using Experts 

The weight calculation as explained before is done with the assistance of the pairwise 

comparison table. Therefore, it can be judged that the results of the weights are greatly 

influenced by how the table is filled out. There are many methods for assigning weights to 

features. However, from the very start, one of the chief concerns of this research was realizing an 
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unbiased result. That is the reason for using expert’s opinions and not simply the general 

population to fill out the table. Furthermore, by using the pairwise comparison table in this 

process, it was hoped also to eliminate certain errors of inconsistency, the main concern being 

that the human mind with its biases and limitations cannot be free of error. 

To fill out the pairwise comparison table, the researcher did extensive research in the area to be 

able to sufficiently give opinions as an expert. After much research in this area and the traveling 

habits of people, the expert ( or in this case the researcher) filled out the pairwise comparison 

table. Travel agents work and earn money by booking flights and getting a certain commission 

off those travels. Although many trips are either impromptu or last minute or the traveler just 

found the agency online and by accident, many agents work through their existing clients. They 

know when a specific client of theirs usually takes a trip and what tours or destinations they are 

interested in. The agent keeps track of clients in the lookout for good deals and potential travel 

times. An ideal travel agent not only keeps track of all their clients, but also makes notes about 

what customers could potentially be prospective clients. They keep an eye out for certain 

features in each customer. These were among the points that the researcher had to bear in mind 

in order to fill out the comparison table. Such detail is not exclusive to traveling, in any retail 

setting; such issues are important and are practised daily by sales people. In order to be the best 

at what they do, and to keep their customer base, sales people keep note of such details and make 

predictions about what purchases will their client might be interested in. 

The objective of this part of the research was to gain this information from the experts in this 

area, in order to fill out the pairwise comparison table aptly as possible. This is the process of 

developing a unique weighted system through eliciting expert judgments.  

This is what any expert travel agent or salesperson does on a daily basis: making judgments 

about their customers and taking the information they receive daily and applying it to other 

situations. However, in the case of the human mind, this process is more time consuming and not 

always as accurate. The approach chosen in this project was to take advantage of the evaluations 

of multiple experts.  
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3.3.1.2.  Weight Calculation Using SVM 

While filling out the pairwise comparison table and later on using it to improve the results of the 

basic SVM, another course of action came to mind. Every time the SVM was run on matlab 

certain attributes were returned, such as accuracy, number of support vectors and so on. Through 

further research in this area, a new course of direction presented itself. Why not let SVM decide 

the importance of each feature, that is, the relative dominance of certain features over others? 

It is this weightiness that assists in filling up the pairwise comparison table. However, in this 

instance, the amount of weightiness is judged by the outcome of SVM. 

When running SVM in matlab, certain attributes will be returned after the SVM has been trained 

and classified. In line with what is being proposed in this section, SVM was first trained and 

classified for each feature separately and then the results were compared to examine the level of 

accuracy. In this step, SVM determines which feature is more important by itself. However, 

because a feature can seem important in a stand-alone situation but might give a different result 

when combined with other features, this process was repeated, but this time the features were 

paired in two’s. 

Pairing the features in two’s resulted in SVM being trained using two features at a time. This 

gave 21 different results. Just obtaining these results was not the end of the exercise; each of 

these results had to be compared and evaluated. To evaluate the results involving the two pairs, a 

specific method was followed. Once the training and classification was completed, and the 

accuracy rate for the combination of two features was returned, this number was compared with 

the maximum accuracy that the individual feature SVM returned. The results of that comparison 

were then divided into two, giving each feature the same amount of responsibility. At the end of 

all the comparisons, the end results for each feature would be the sum of all their related 

comparison results. For example, the end result for feature 1 would be the sum of all the results 

of the comparisons for   2,    3,    ,    ,    and     . In Table 3.3, the different combinations 

and their respective comparisons are shown. 
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Table 3.4: Comparison of two-some variations of SVM 

        Sum of 

Comparisons 

Feature

1 

        

    

  2     

          2  

  3      

         3  

         

            

         

            

         

            

         

            
68.06 

Feature

2 

 2      

          2  

        

  2 

         

      2  3  

         

      2     

         

      2     

         

      2     

         

      2     
75.53 

Feature

3 

         

      3     

        

       3  2  

        

  3 

         

      3     

         

      3     

         

      3     

         

      3     
67.78 

Feature

4 

        

             

        

          2  

         

         3  

        

    

         

            

         

            

         

            
72.68 

Feature

5 

        

             

        

          2  

         

         3  

         

            

        

    

         

            

         

            
68.16 

Feature

6 

        

             

        

          2  

         

         3  

         

            

         

            

        

    

         

            
68.28 

Feature

7 

        

             

        

          2  

         

         3  

         

            

         

            

         

            

        

    
68.15 
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Once the sum of comparison for each feature was established, those values were then used to fill 

up the pairwise comparison table. From there, the specific calculations needed for the pairwise 

comparison tabled were performed and, together with the weights, were calculated using 

geometric means. 

The same method was followed for comparison in three’s. This will bring the plane to the third 

dimension. In this section, the different variations will include                  

              . 

This process can go on for a very long time, but for the sake of this research and weight 

calculation, the separate comparisons between the dimensions were only carried out up to the 

third dimension, resulting in 124 different possible combinations. 

The SVM method for calculating the values for the different dimensions in one’s then in two’s 

and three’s is explained below. The training and classification of SVM for one dimension is 

displayed in this pseudo-code displayed below: 

 

Run the following for each dimension (feature 1 to 7) and store result: 

Train the algorithm using one out of all of dimensions of first 800 samples(a dimension of 

Training set)  

Get the predicted labels for one out of all of dimensions of the last 200 samples (a dimension of 

test set)  

Get the accuracy by dividing the (correct-predictions)/(total number of samples in test set) 

 

As it is clearly displayed in the coding above, the SVM is trained and classified with the scaled 

training dataset. The result of the classification in saved in another object and that is used to 

calculate the following: 
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Run the following for each possible combination of 2 dimensions out of all dimensions (2 of 7) 

and store result: 

Train the algorithm using two out of all of dimensions of first 800 samples(two dimensions of 

Training set)  

Get the predicted labels for two out of all of dimensions of the last 200 samples (two dimensions 

of test set)  

Get the accuracy by dividing the (correct-predictions)/(total number of samples in test set) 

 

After the results from running SVM have been gathered, the next step is to analyze these results. 

This is done by comparing the result of each combination with the maximum result for the stand-

alone results, that is, by comparing                                  with  

                                                    . 

In Table 3.4, the different possible combinations are displayed. However, as certain 

combinations are simply a repetition of an earlier combination, we refrained from reposting those 

certain combinations. For example, for the features 1, 4 and 7, the combinations 1:4:7, 1:7:4, 

4:1:7, 4:7:1, 7:1:4 and 7:4:1 will all give the same result. Therefore, by figuring out the answer to 

one of them, the answer to all possible combinations would have been resolved. 

 

Table 3.5: Comparison of three-dimensional variations of feature one in SVM 

Feature1 

  23   

       2  23   3  

  3   

       3  3       

  2   

       2  2       

  2   

       2  2       

  2   

       2  2       

  3   

       3  3       

  3   

       3  3       

   3   

           3   3  

  3   

       3  3       

      

                  

      

                  

      

                  

      

                  

      

                  

      

                  

Feature one’s contribution in discrimination on 3 dimensional space will be equal to the average of above 
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The discriminatory power of other features (2-7) in third dimension can be calculated by 

following the same pattern demonstrated in Table 3.4. 

With the results gained from the different combinations of the features, each feature gained new 

importance. When training a SVM the number of support vectors in each training is supplied by 

SVMstruct. When running the application with only one feature, the number of support vectors 

was greater than when 2 were combined. As stated in the literature above, apart from the 

accuracy of SVM, the number of support vectors is also important. The lower the number of the 

Support Vectors, the less conflict there is between the features. This extra step served two 

purposes: first, it revealed the significance of having dimensions, and secondly, it gave a new 

face value to each feature. The pairwise comparison table was then filled out using the insights 

gathered from this step. 

In the following pseudo-code, the above mentioned step will be repeated for 3-dimensional 

combinations: 

Run the following for each possible combination of 3 dimensions out of all dimensions (3 of 7) 

and store result: 

Train the algorithm using three out of all dimensions of first 800 samples(three dimensions of 

Training set)  

Get the predicted labels for three out of all of  dimensions of the last 200 samples (three 

dimensions of test set)  

Get the accuracy by dividing the (correct-predictions)/(total number of samples in test set) 

 

3.4. Prediction 

In the previous section, the methodology behind how the datasets were trained and different 

weight judging techniques were experimented, was explained. In this section the methodology 

behind the prediction of the SVM algorithm is explained. The outcome of the research is judged 

by the results gained in this section. 
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In most of supervised learning methods, such as SVM, the first step is to train the algorithm and 

generate the classifier model. The second step is to test the model by evaluating the performance 

and accuracy of classification. There are multiple methods to evaluate the accuracy of a SVM 

classifier, one of the reliable methods is cross validation, which is also one of the options that 

can be added on to the classifier in libsvm. The classification process is achieved through the 

classifier function. When classifier returns the results of the classification, in order to be able to 

fully evaluate these results and then compare them with other results, the result of each 

classification is put into a separate value called “dimension-x accuracy”. Then the result of that 

specific dimension is compared to the other dimensions results using pairwise comparison. This 

process was followed for all the one-dimensional, two-dimensional and three-dimensional 

results.  

During the prediction part of this research, the results from the classification process are realized. 

These are the results that assist in proving the importance of weights. The results from both the 

classification of the un-weighted SVM and the weighted SVM (using the calculated weights) are 

prepared and finally compared.  

3.5. Summary 

In this Chapter, the processes taken to fill out the pairwise comparison table and the reason for 

choosing them, the methods behind data collection, data training, and finally prediction were all 

explained. Most importantly, this part of the research has established how it has been proposed to 

improve the system by adding weights. 
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 CHAPTER 4 

Implementation, Results and Experiments 

4.1. Introduction 

In this chapter, 2 different sets of weights will be achieved by implementing pairwise 

comparison tables; once with the assistance of experts and once with the assistance of SVM. 

Next both sets of weights will be applied to the data set. The results gathered from each of the 

implementations will be compared with each other, to assess the more effective method of 

assigning weights. Next the algorithm will be trained without the use of weights and the result of 

this non-weighted training and the previous weighted training will be compared with each other. 

The result of that comparison will shed light on the effectiveness of the suggested methods. 

 

4.2. Assigning Weights to Datasets 

In order to assign the weight to the datasets, the pairwise comparison table must be filled out. 

Before doing so, the appropriate weights must first be calculated. As explained in Chapter 3, 

other than filling out the table based on the judgment of experts, another course of action is 

filling it out based on the results gathered from SVM. 

4.2.1. Calculating Weights Using SVM 

This part of the project is accomplished in a couple of steps. The first step is training and 

classifying our SVM based on a single feature at a time. This means that the training and 

classification is run once for each feature. Once the SVM has been trained, it returns a value and 

an accuracy measure. This is needed to fill out the pairwise comparison table. The training and 

classification of the data set based on a single feature is displayed below.  

 

dimTrain(1:800,1) = dimension1(1:800); 

svmstruct = svmtrain(labels(1:800),dimTrain); 

dimPred(1:200,1) = dimension1(801:1000); 

  

Answer =svmpredict(labels(801:1000),dimPred,svmstruct) 
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Each time this command is executed for each dimension (i.e. feature), the result below is 

displayed. 

optimization finished, #iter = 862 

nu = 0.682500 

obj = -545.999787, rho = -1.000510 

nSV = 603, nBSV = 460 

Total nSV = 603 

Accuracy = 65.5% (131/200) (classification) 

 

As is displayed above, the accuracy of the SVM using only the first feature for training is 65.5%. 

This process has to be executed once for each feature. Table 4.1 shows the results gained from 

the one-dimensional training of SVM. 

Table 4.1: Results from one-dimensional SVM 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Accuracy 

(%) 
65.87 75.87 65.87 72.12 65.87 65.87 65.87 

 

From looking at the results in Table 4.1, it can be deduced that feature 2 (location), with an 

accuracy rate of 75.87%, has the most influence on the results. Using the results gathered from 

Table 4.1, the related pairwise comparison table can be calculated. This process is shown in 

Table 4.2. The value of each cell in table 4.2 is corresponding row divided by corresponding 

column.  For example cell in row one column two is (feature 1 accuracy / feature 2 accuracy) 

which is : 

 
     

     
  = 0.868 
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Table 4.2: Pairwise Comparison Table for one-dimensional rendering of SVM 

F/F Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Feature1 1 0.86 1 0.91 1 1 1 

Feature2 1.15 1 1.15 1.05 1.15 1.15 1.15 

Feature3 1 0.86 1 0.91 1 1 1 

Feature4 1.09 0.95 1.09 1 1.09 1.09 1.09 

Feature5 1 0.86 1 0.91 1 1 1 

Feature6 1 0.86 1 0.91 1 1 1 

Feature7 1 0.86 1 0.91 1 1 1 

 

As explained earlier, after the pairwise comparison table is assigned and validated, the weights 

can then be calculated. There are many ways to calculate weights from a pairwise comparison 

table, but for the purpose of this research, the geometric means method was used. In geometric 

means the weight of each feature is calculated by the seventh root of the result gained by 

multiplying each of the seven values in the same row as the feature being analysed. 

 

Table 4.3: The weights of features calculated by geometric means 

 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Accuracy 

(%) 
0.96 1.11 0.96 1.05 0.96 0.96 0.96 

 

These results, Table 4.3, will be used in the next phase of the research by insertion into the SVM.  

However, as explained in previous sections, the appeal of SVM is its multi-dimensional feature. 

The next step is to obtain the two dimensional results from SVM. Below is the Matlab code used 

to calculate the accuracy of 2-dimenstional classifications.  
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i(1:200,1)=scaled(801:1000,1) 

i(1:200,2)=scaled(801:1000,2)  

model=svmtrain(scaled(1:800,1:2),scaled(1:800,8)) 

combo1n2=svmpredict(scaled(801,1000,8),i(1:200,1:2),model) 

count1n2 = 0 

 for j=1:200 

if (combo1n2(j)==scaled(j+800,8)) 

count1n2=count1n2+1 

end 

end 

 

 This means obtaining the results from all of the possible 2-combinations of the seven features. 

In Tables 4.4 - 4.10, different combinations will be displayed. In Table 4.4, the results of 

combining one other feature with feature number 1 are displayed. This, means that in the training 

phase of SVM, feature number one and another feature were only included in the training 

process. 

Table 4.4: The two dimensional feature combinations and accuracy including feature 1 

Feature 

Combination 
F1F2 F1F3 F1F4 F1F5 F1F6 F1F7 

Accuracy (%) 74.9 65.2 71.9 64.8 65.8 65.8 

 

As displayed in Table 4.4, the combination of features 1 and 2 has given the best results, that is, 

in terms of the accuracy of the SVM. 

Table 4.5: The two-dimensional feature combinations and accuracy including feature 2 

Feature F1F2 F2F3 F2F4 F2F5 F2F6 F2F7 

Accuracy (%) 74.9 74.9 78.1 74.8 75.5 75 
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In Table 4.5, the combination of feature 2 with other features for the purpose of training the 

SVM is displayed. It can be seen from the table that the result of combining feature 2 and 4 has 

so far given the best results. 

Table 4.6, displays the various combinations that can be made with feature number 3. As in the 

case of the previous combinations, the accuracy rate is important for the next step. 

Table 4.6: The two-dimensional feature combinations and accuracy including feature 3 

Feature Combination F3F1 F3F2 F3F4 F3F5 F3F6 F3F7 

Accuracy (%) 65.2 74.9 70.5 64.5 65.8 65.8 

 

Table 4.7 reveals the effect of the combination of feature number 4 with other features. From the 

results in the table, it is clear that the highest accuracy rate is when feature number 4 is combined 

with feature number 2. 

Table 4.7: The two-dimensional feature combinations and accuracy including feature 4 

Combination F4F1 F4F2 F4F3 F4F5 F4F6 F4F7 

Accuracy (%) 71.9 78.1 70.5 73.6 71 71 

 

In Table 4.8, the two dimensional combination of feature number 5 with other alternative 

features is displayed. This all follows the idea that, although one feature by itself has certain 

discriminatory powers, it might have a higher distinction rate when combined with other features 

or one other specific feature in this case. 

Table 4.8: The two-dimensional feature combinations and accuracy including feature 5 

Combination F5F1 F5F2 F5F3 F5F4 F5F6 F5F7 

Accuracy (%) 64.8 74.8 64.5 73.6 65.8 65.5 

 

The combination between feature number 6 and the other features in its set is displayed in Table 

4.9. 
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Table 4.9: The two-dimensional feature combinations and accuracy including feature 6 

Combination F6F1 F6F2 F6F3 F6F4 F6F5 F6F7 

Accuracy (%) 65.8 75.5 65.8 71 65.8 65.8 

 

The final combination is that of feature number 7 with others in its dataset, which is displayed in 

Table 4.10. 

 

Table 4.10: The two-dimensional feature combinations and accuracy including feature 7 

Combination F7F1 F7F2 F7F3 F7F4 F7F5 F7F6 

Accuracy (%) 65.8 75 65.8 71 65.5 65.8 

 

It is clear from the results in Tables 4.4 to 4.10 that feature 2 and 4 have a greater influence on 

the results when they are combined with other features. However, because guesswork is not 

permitted in research, Table 4.11 below shows the product of the evaluation of the two 

dimensional combination results. 

Table 4.11: Accuracy rate of features based on two-dimensional rendering of SVM 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Weight 68.06 75.53 67.78 72.68 68.16 68.28 68.15 

 

These results are needed to fill out the pairwise comparison table. To reiterate what was 

explained before, the method being proposed involves letting SVM fulfil the role of the experts 

in filling out the pairwise comparison table. Instead of experts identifying which feature is more 

important and how much more important it is, the outcome from utilizing SVM will reveal the 

influence of the features in classification results. Table 4.12 displays the pairwise comparison 

table based on the two dimensional accuracy of the features in the dataset. 
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Table 4.12: Pairwise Comparison Table for two-dimensional rendering of SVM 

F/F Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Feature1 1 0.90 1.00 0.93 0.99 0.99 0.99 

Feature2 1.10 1 1.11 1.03 1.10 1.10 1.10 

Feature3 0.99 0.89 1 0.93 0.99 0.99 0.99 

Feature4 1.06 0.96 1.07 1 1.06 1.06 1.06 

Feature5 1.00 0.90 1.00 0.93 1 0.99 1.00 

Feature6 1.00 0.90 1.00 0.93 1.00 1 1.00 

Feature7 1.00 0.90 1.00 0.93 0.99 0.99 1 

 

With the help of our pairwise comparison table the weights based on the two dimensional 

amalgamation of the features can be calculated. The final feature and their respective weights 

based on two dimensional combinations and pairwise comparison are presented in Table 4.13. 

Table 4.13: The weights of features calculated by means of Geometric means 

 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Weight 0.97 1.08 0.97 1.04 0.97 0.97 0.97 

 

These weights will be used in the training and classification of the SVM of the dataset for this 

thesis. 

This process can go on for many more variations, but for the purpose of this thesis, only 

combinations up to three levels are being considered. In the tables below, the results of the 

different combinations can be seen. Table 4.14 displays the different possible combinations with 

feature number one and the accuracy they each achieve. 
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Table 4.14: The three-dimensional feature combinations and accuracy including feature 1 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F1F2F3 75.9 F1F4F2 76 F1F6F2 75.2 

F1F2F4 76 F1F4F3 71.5 F1F6F3 65.8 

F1F2F5 75.3 F1F4F5 70 F1F6F4 69.8 

F1F2F6 75.2 F1F4F6 69.8 F1F6F5 65.4 

F1F2F7 75.2 F1F4F7 71.2 F1F6F7 65.8 

F1F3F2 75.9 F1F5F2 75.3 F1F7F2 75.2 

F1F3F4 71.5 F1F5F3 64.2 F1F7F3 65.8 

F1F3F5 64.2 F1F5F4 70 F1F7F4 71.2 

F1F3F6 65.8 F1F5F6 65.4 F1F7F5 65 

F1F3F7 65.8 F1F5F7 65 F1F7F6 65.8 

 

In Table 4.14, the different possible combinations including the first feature are displayed. The 

first column displays the features being combined while the second column displays the accuracy 

of the combination. 

In Table 4.15, the different possible combinations involving the second feature are displayed.  
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Table 4.15: The three-dimensional feature combination and accuracy including feature 2 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F2F1F3 75.9 F2F4F1 76 F2F6F1 75.2 

F2F1F4 76 F2F4F3 78.1 F2F6F3 74.8 

F2F1F5 75.3 F2F4F5 78 F2F6F4 78.2 

F2F1F6 75.2 F2F4F6 78.2 F2F6F5 74.2 

F2F1F7 75.2 F2F4F7 78.3 F2F6F7 75.1 

F2F3F1 75.9 F2F5F1 75.3 F2F7F1 75.2 

F2F3F4 78.1 F2F5F3 76.5 F2F7F3 75.3 

F2F3F5 76.5 F2F5F4 78 F2F7F4 78.3 

F2F3F6 74.8 F2F5F6 74.2 F2F7F5 74.5 

F2F3F7 75.3 F2F5F7 74.5 F2F7F6 75.1 

 

Table 4.16 displays the results of combining feature number 3 with feature 6 in this data set. As 

has probably been observed up to this point, some of the features are repeated in different 

combinations. For example, the combination between features 1, 2 and 3 on one hand and 

features 3, 1 and 2 on the other are very similar; in fact, they are the same. However, carrying out 

three different assessments, once for feature 1 and then for feature 2 and 3, is vital. Because the 

result of the outcome we are interested in is the influence of all three features, the contribution of 

each of these features to the result of this combination should be assessed separately in order to 

reach an unbiased and fair conclusion. 
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Table 4.16: The three-dimensional feature combination and accuracy including feature 3 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F3F1F2 75.9 F3F4F1 71.5 F3F6F1 65.8 

F3F1F4 71.5 F3F4F2 78.1 F3F6F2 74.8 

F3F1F5 64.2 F3F4F5 71.8 F3F6F4 69.5 

F3F1F6 65.8 F3F4F6 69.5 F3F6F5 66.1 

F3F1F7 65.8 F3F4F7 70 F3F6F7 65.8 

F3F2F1 75.9 F3F5F1 64.2 F3F7F1 65.8 

F3F2F4 78.1 F3F5F2 76.5 F3F7F2 75.3 

F3F2F5 76.5 F3F5F4 71.8 F3F7F4 70 

F3F2F6 74.8 F3F5F6 66.1 F3F7F5 65.4 

F3F2F7 75.3 F3F5F7 65.4 F3F7F6 65.8 

 

Table 4.17 shows the various different combinations involving feature number 4 and the 

additional features in the dataset. 

Table 4.17: The three-dimensional feature combination and accuracy including feature 4 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F4F1F2 76 F4F3F1 71.5 F4F6F1 69.8 

F4F1F3 71.5 F4F3F2 78.1 F4F6F2 78.2 

F4F1F5 70 F4F3F5 71.8 F4F6F3 69.5 

F4F1F6 69.8 F4F3F6 69.5 F4F6F5 71.8 

F4F1F7 71.2 F4F3F7 70 F4F6F7 69.7 

F4F2F1 76 F4F5F1 70 F4F7F1 71.2 

F4F2F3 78.1 F4F5F2 78 F4F7F2 78.3 

F4F2F5 78 F4F5F3 71.8 F4F7F3 70 

F4F2F6 78.2 F4F5F6 71.8 F4F7F5 73.4 

F4F2F7 78.3 F4F5F7 73.4 F4F7F6 69.7 
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Although in some cases the best combination can be guessed from a comparison of only a few 

features, this is not the proper procedure. Because of the error of the human mind, it is neither 

safe nor correct to guess the best method by just comparing a few different combinations. As 

explained before, some features do not show their importance alone but reveal their influence 

only when they are combined with others. In Table 4.18, the different combinations containing 

feature number 5 are displayed. 

Table 4.18: The three-dimensional feature combination and accuracy including feature 5 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F5F1F2 75.3 F5F3F1 64.2 F5F6F1 65.4 

F5F1F3 64.2 F5F3F2 76.5 F5F6F2 74.2 

F5F1F4 70 F5F3F4 71.8 F5F6F3 66.1 

F5F1F6 65.4 F5F3F6 66.1 F5F6F4 71.8 

F5F1F7 65 F5F3F7 65.4 F5F6F7 65.8 

F5F2F1 75.3 F5F4F1 70 F5F7F1 65 

F5F2F3 76.5 F5F4F2 78 F5F7F2 74.5 

F5F2F4 78 F5F4F3 71.8 F5F7F3 65.4 

F5F2F6 74.2 F5F4F6 71.8 F5F7F4 73.4 

F5F2F7 74.5 F5F4F7 73.4 F5F7F6 65.8 

 

In Table 4.19 presents the combination of feature 6 with the other features in the dataset for the 

purpose of this thesis. 
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Table 4.19: The three-dimensional feature combination and accuracy including feature 6 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F6F1F2 75.2 F6F3F1 65.8 F6F5F1 65.4 

F6F1F3 65.8 F6F3F2 74.8 F6F5F2 74.2 

F6F1F4 69.8 F6F3F4 69.5 F6F5F3 66.1 

F6F1F5 65.4 F6F3F5 66.1 F6F5F4 71.8 

F6F1F7 65.8 F6F3F7 65.8 F6F5F7 65.8 

F6F2F1 75.2 F6F4F1 69.8 F6F7F1 65.8 

F6F2F3 74.8 F6F4F2 78.2 F6F7F2 75.1 

F6F2F4 78.2 F6F4F3 69.5 F6F7F3 65.8 

F6F2F5 74.2 F6F4F5 71.8 F6F7F4 69.7 

F6F2F7 75.1 F6F4F7 69.7 F6F7F5 65.8 

 

The final group of combinations is the one comprising feature number 7. Feature number 7 goes 

through the various different combinations (thirty to be exact). This is displayed in Table 4.20. 

Table 4.20: The three-dimensional feature combination and accuracy including feature 7 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

Feature 

Combination 

Accuracy 

(%) 

F7F1F2 75.2 F7F3F1 65.8 F7F5F1 65 

F7F1F3 65.8 F7F3F2 75.3 F7F5F2 74.5 

F7F1F4 71.2 F7F3F4 70 F7F5F3 65.4 

F7F1F5 65 F7F3F5 65.4 F7F5F4 73.4 

F7F1F6 65.8 F7F3F6 65.8 F7F5F6 65.8 

F7F2F1 75.2 F7F4F1 71.2 F7F6F1 65.8 

F7F2F3 75.3 F7F4F2 78.3 F7F6F2 75.1 

F7F2F4 78.3 F7F4F3 70 F7F6F3 65.8 

F7F2F5 74.5 F7F4F5 73.4 F7F6F4 69.7 

F7F2F6 75.1 F7F4F6 69.7 F7F6F5 65.8 
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A comparison of the results gathered from tables 4.14 - 4.20 is presented in Table 4.21, which 

displays the results of this comparison by giving each feature a new accuracy rate (%). 

Table 4.21: Accuracy rate of features based on third dimensional rendering of SVM 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Weight 70.14 76.04 70.43 73.15 70.49 70.2 70.42 

 

Once again, the influence of feature number 2 and 4 is evident. This is not to say that the other 

features have had less influence on the outcome of our SVM; it is only the fact that when 

considering our data set in three dimensions, two of the features have a higher influence rate on 

the outcome than the others.  

Having analyzed the results from SVM, these results can assist in filling up the pairwise 

comparison table as discussed in Chapter 3 section 3.3.1.2 . Table 4.22 serves this purpose, for 

the 3D SVM results. 

Table 4.22: Pairwise comparison table for three-dimensional rendering of SVM 

F/F Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Feature1 1 0.92 0.99 0.95 0.99 0.99 0.99 

Feature2 1.08 1 1.07 1.03 1.07 1.08 1.07 

Feature3 1.00 0.92 1 0.96 0.99 1.00 1.00 

Feature4 1.04 0.96 1.03 1 1.03 1.04 1.03 

Feature5 1.00 0.92 1.00 0.96 1 1.00 1.00 

Feature6 1.00 0.92 0.99 0.95 0.99 1 0.99 

Feature7 1.00 0.92 0.99 0.96 0.99 1.00 1 

 

After the calculations for the pairwise comparison table have been completed, the weights can 

finally be estimated. These weights, estimated with the assistance of three-dimensional SVM 

rendering, are displayed in Table 4.23. 
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Table 4.23: The weights of features calculated by means of Geometric means 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Weight 0.98 1.06 0.98 1.02 0.98 0.98 0.98 

 

Up to this point, two different methods for weight calculation have been revealed. The first is the 

method proposed in this research, that is, making the determination based on SVM (i.e. letting 

SVM decide), and the second is the traditional method of using experts in the field (Table 4.24). 

One set of weights was gathered based on the judgment of the experts, and three different 

weights from the training of SVM, one for each of the dimensions tested. In the next section, 

these weights will be applied and their results will be compared. 

4.2.2. Assigning Weights using expert judgment 

One of the ways in which a pairwise comparison table can be filled is with the assistance of 

experts. The expert in the case of the project proposed in this research is one of the highest rated 

travel agents in a well-known travel agency. 

This expert was asked to assign weights to the features, based on their influence, on a scale of 1-

5. The level of this influence is measured by what aspects this agent deemed more important in 

whether or not a client will be traveling in the following year. Table 4.24 displays the result of 

that judgement. 

 

Table 4.24: Influence rate of features based on expert judgment using a 1-5 scale 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Weight 4.5 3 1.5 2 1.5 2 2.5 

 

The next step was to construct a pairwise comparison table with each of those listed objectives. 

This is displayed in Table 4.25. 
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Table 4.25: Pairwise Comparison Table based on expert judgment 

F/F Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Feature1 1 1.5 3 2.25 3 2.25 1.8 

Feature2 0.66 1 2 1.5 2 1.5 1.2 

Feature3 0.33 0.5 1 0.75 1 0.75 0.6 

Feature4 0.44 0.66 1.33 1 1.33 1 0.8 

Feature5 0.33 0.5 1 0.75 1 0.75 0.6 

Feature6 0.44 0.66 1.33 1 1.33 1 0.8 

Feature7 0.55 0.83 1.66 1.25 1.66 1.25 1 

 

From the analysis of the above pairwise comparison table, a table of weights was obtained, 

which is displayed as follows in Table 4.26. 

 

Table 4.26: The weights of features calculated by geometric means 

Feature Feature1 Feature2 Feature3 Feature4 Feature5 Feature6 Feature7 

Weight 1.98 1.32 0.66 0.88 0.66 0.88 1.10 

 

In the next section these weights will be used to assign weights to the SVM, the results of which 

will be compared to those obtained when the weights were calculated using only SVM. 

4.3. Analyzing the Dataset or Sets 

Having calculated, the respective weights in the previous section, this section is devoted to 

adding the weights to the training and classification process. The previous section provided this 

research with three sets of weights. Each of these weights will be applied to the system and 

afterwards the results will be compared to each other and then finally compared to the results of 

the SVM without weights. 

 

 



55 

 

The process for the one dimension is as follows: 

 

dimTrain(1:800,1) = dimension1(1:800) 

 

svmstruct = svmtrain(labels(1:800),dimTrain) 

 

(1:200,1) = dimension1(801:1000) 

 

svmpredict(labels(801:1000),dimPred,svmstruct) 

 

Alternatively, we can simply use SVM train with the cross validation option activated as well: 

 

 

svmtrain(scaled(:,8),scaled(:,1:7)*oneDimWeights,’-v 3 ’) 

 

 

In using libsvm, there is a basic model that is followed and also certain libsvm options that users 

can add on, if needed. In the model above, the first instance “scaled(:,8)” represents the 

training label. The next instance is the training matrix, which has the one-dimensional weights 

multiplied to it. The final instance contains the libsvm options, in which, for the purpose of this 

research, it is stated that a 3-fold cross validation mode is needed. This means that the dataset 

will be divided into three parts, the first two parts of which will be used for training, and the 

remaining part used for prediction. 

 
Optimization finished, #iter = 327 

 

Nu = 0.562775 

 

Obj = -350.586842, rho = -2.001969 

 

nSV = 385, nBSV = 367 

 

Total nSV = 385 

 

Cross Validation Accuracy = 77.1% 
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Figure 4.1 : ROC Curve for one dimensional weights 

In Figure 4.1 the ROC curve for one dimensional weights is displayed. The space below the line 

shows the accuracy of the model for that dimension. 

The next step is to apply the weights gathered from the two dimensional SVM and PWC. 

 

svmtrain(scaled(:,8),scaled(:,1:7)*twoDimWeights,’-v 3 ’) 

 

This is the same process as followed for the one-dimensional weights. In the command above, 

the first instance is the label, the second instance the training matrix, the third instance is a 

matrix of the two dimensional weights achieved in the previous section and the third section is 

the 3-fold cross validation command. The results of this command are as follows: 
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optimization finished, #iter = 357 

 

nu = 0.583225 

 

obj = -362.393274, rho = -2.612750 

 

nSV = 395, nBSV = 380 

 

Total nSV = 395 

 

Cross Validation Accuracy = 77.1% 

 

 

 

Figure 4.2 : ROC Curve for two dimensional weights 

In Figure 4.2 the ROC curve for two dimensional weights is displayed. The space below the line 

shows the accuracy of the model for that dimension. 
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The next part is applying the weights from the third dimension and obtaining their results. Below 

is the specific command needed for this part. The first two instances are the same, while the third 

instance is the weighted matrix of the results gathered from the three dimensional SVM and 

PWC, which is being multiplied with the training instance matrix. 

 

svmtrain(scaled(:,8),scaled(:,1:7)*threeDimWeights,’-v 3 ’) 

 

These are the results from executing the above command. 

optimization finished, #iter = 345 

nu = 0.569758 

obj = -354.534925, rho = -2.161477 

nSV = 389, nBSV = 371 

Total nSV = 389 

Cross Validation Accuracy = 77.2% 
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Figure 4.3 : ROC Curve for three dimensional weights 

In Figure 4.3 the ROC curve for three dimensional weights is displayed. The space below the 

line shows the accuracy of the model for that dimension. 

With the results for weighted-by-SVM calculated, the next step in this procedure is to add the 

results of the weights obtained with the help of experts in the area. 

svmtrain(scaled(:,8),scaled(:,1:7)*pwcWeights,’-v 3 ’) 

Below are the results from that command: 

optimization finished, #iter = 1009 

nu = 0.588133 

obj = -239.667414, rho = -0.469234 

nSV = 649, nBSV = 193 

Total nSV = 649 

Cross Validation Accuracy = 73.6% 
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With all the weights added to the SVM, this thesis will proceed first with comparing these results 

with each other and then compare the best of such results with those of a simple SVM. Table 

4.27 fully displays these results. 

 

Table 4.27: the results of different weights 

Weight achievement method SVM accuracy (%) 

One dimensional SVM weights 77.1 

Two dimensional SVM weights 77.1 

Three dimensional SVM weights 77.2 

Expert judgement weights 73.6 

 

Figure 4.4 : ROC Curve Comparison 
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In Figure 4.4 the ROC curve comparing all models is displayed. The space below the line shows 

the accuracy of the model for that dimension. As it is clearly shown in Figure 4.3, the space 

below the black line, which signifies the accuracy of third dimensional weights, is significantly 

larger than the rest. Also the space below the red line which signifies the non-weighted model 

has the lowest amount of space. 

The best result, or the most accurate rate of prediction, belongs to the results of the weights that 

were achieved through the third dimensional rendering of SVM. In Table 4.28, these results will 

be compared to the results of an un-weighted SVM. The SVM being used in this section will be 

scaled as well. As explained earlier in Chapter 2, scaling is different from weights. 

svmtrain(scaled(:,8),scaled(:,7)*0.921,'-v 3') 

These are the results from that command: 

optimization finished, #iter = 310 

nu = 0.684685 

obj = -455.999551, rho = -1.010194 

nSV = 476, nBSV = 434 

Total nSV = 476 

Cross Validation Accuracy = 65.8% 

Table 4.28: Comparison of results between un-weighted and weighted SVM (FWSVM) 

 Accuracy (%) Number of Support 

Vectors 

Weighted SVM 

(WFSVM) 

77.2 389 

Un-weighted SVM 

(SVM) 

65.8 476 
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The results displayed in Table 4.28 reveal the final outcome of the proposed method in this 

research. It enables us to reach a verdict on the issue of whether weights were a helpful factor in 

this exercise, since it is obvious that when the weights were added, the accuracy increased and 

the number of support vectors decreased, both of which are desirable. In Table 4.27, the 

preferred method for adding weights was decided upon based on the accuracy level. 

With the results that are visible in Table 4.28 , in order to get a perfect percentage of 

improvement of the preferred weighted method over the non-weighted method, the Table 4.28 

results were divided by each other. And the following is the outcome of that: 

                     

                         
      

                                      

                                          
      

As in can be seen by applying weights, the overall accuracy has improved by 17% and the 

number of Support Vectors has decreased (which is also an improvement) by 8%. 

 

Figure 4.5 : The comparison between predicted results and actual results 
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As a final explantation of the results and experiments in this thesis, Figure 4.5 displays the 

comparison between the actual outcome and predicted outcome in an ROC Curve. In this type of 

curve every time the result is positive, the previous results gets incremented. If the result is 

negative, the curve stays the same. As it can be seen in the figure above, the two lines standing 

for the predicted and actual labels, are steadily growing together, other than a few slight 

differences. 

4.4. Summary 

In this chapter, two different methods for achieving weights were proposed, each of these 

methods was implemented and the weights achieved. Those weights were then incorporated into 

SVM and based on those results, a preferred method of attaining weights was chosen. The result 

of that method was then compared with a regular SVM, which had only been scaled. The 

outcome was that adding weights to SVM for the purposes of this research was successful, and 

the method proposed in the thesis was effective. 
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 CHAPTER 5 

Conclusion and Future Studies 

5.1. Conclusion 

The goal of this research was to make use of two already known practices. The application of 

Support Vector Machines to predict and classify information, along with the use of social 

networks for advertisement, is a widely used practice. It is by combining the two together and 

adding weights to certain features (WFSVM) that this research shines a light on a potentially 

different level of advertising: “Smart Advertising”[40]. 

During the course of this thesis, it was proposed that by the addition of proper weights to SVM, 

the results of the classification will show improvement. It increases the accuracy and decreases 

the support vectors. Two different methods were proposed for the purposes of this research.  

The first method used the knowledge of experts to assist in weight calculation. It fell upon the 

experts to judge the importance of features by providing the measures for the mutual relationship 

between the features. 

The second method proposed was to let the SVM assist in this judgment by having the SVM 

train and classify the data in one, two and three-dimensional cases. The results gathered from this 

approach were significantly superior to those of the first mentioned approach. 

When compared to each other, the method in which SVM was allowed to assist in the weight 

calculation process achieved a higher accuracy and lower support vectors, both of which are 

desirable outcomes of an SVM classification method. 

The results realized in this thesis, were a positive step in the direction of designing an effective 

system for “Smart Advertising”. However, it should be stated that the proposed method would 

have yielded more positive results if it had involved the use of “natural data”, data gathered from 

nature or medical resources. This was not the case for the data set used for the purpose of this 

thesis, which was derived from the Facebook depository.  

The type of data that was used for the purpose of this research had certain attributes, one of them 

being that it was often irregular and unpredictable. As stated before, more natural data would 
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have yielded significantly better results. However, this research did have many benefits, a 

number of which are listed below: 

 Having SVM determine the classification ability of each feature. 

 Proposing a method for taking advantage of Facebook data, and finding this method 

useful. 

 It proved the advantage of having weights over not having weights. 

 Using a simple method of classification (i.e. SVM), which created hyperplanes that 

solved classification problems. 

 Using Simpler models: rather than having a very complicated classification, the datasets 

were taken into multi-dimensions to make classification simpler. 

 Faster classification 

 Quick learning. 

 Human mind simulation: being able to surpass the judgment of experts.  

And most importantly, 

 A contribution to the knowledge currently being utilized in social networks. 

5.2. Contributions 

Following are a list of contributions made in this thesis: 

1- Using a method based on Support Vector Machine to predict travelling behaviour of 

Facebook users, this will be the first time that this method has been used to predict the 

behaviour of Facebook users. 

2- Comparison of Support Vector Machines and Feature Weighted Support Vector 

Machines 

3- Comparison between having experts fill out the pairwise comparison table to having 

Support Vector Machine fill out the table. 
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5.3. Future Studies 

In this thesis, data were gathered and classified using the most appropriate method conceivable. 

However, this should not be and is not the end of this endeavor. 

During this research the approach of having SVM determine the importance of features was 

proposed, which was undertaken until the third dimension. This can be continued in multi-

dimensional planes, and there is no reason why a particular feature cannot play a different role in 

multi-class classifications. This is only one aspect of the future development of this research. 

Completing this work and adding recommender systems to it could lead to the achievement of, 

smart recommendation. The current practice is for people to find data. A person can go and 

search the web to find what he/she is looking for. Cookies from the websites previously visited 

are stored and next time he/she goes onto a social networking site, he/she is shown ads for a 

specific thing. The success of such an approach is based on the random fact that the user has not 

yet found what they were looking for. In this age, the time has passed for a user to go looking for 

data; instead, it is time for data to find users, and that is what this research is aimed at. Thus, data 

will be trained to predict future trends, so that in the future, at the opportune time, the data will 

go to find the users. There is no failure in this new approach, compared to the older system of 

doing things, which just collected cookies and then sent relative ads (randomly), something we 

are still doing but less randomly. The new approach still does that, but less randomly, and more 

on principle. This is not a very difficult task; it simply uses a lot of the information gathered in 

this study for a different purpose. However, that is not within the scope of this thesis. Here, the 

focus was only to prove the ineffectiveness of previous studies, how they can be improved by 

machine learning, and how a more optimal result can be achieved by adding weights to the 

features. 
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