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The increase number of vehicles on roads and the immense number of fatal accidents they cause have driven the research and development of new generation technologies to help drivers travel more safely. One major cause of traffic accidents is that drivers cannot consistently respond to the changing road conditions appropriately. In fact, most accidents could be avoided if drivers could obtain and use relevant information of the traffic that is beyond their vision using wireless communications technology.

Recently, the IEEE community adopted the IEEE 802.11p standard as a main technology for VANETs. To test the feasibility of this technology, most researchers use simulations to evaluate its new applications and protocols due to the prohibitive cost of implementing real VANET setup. Therefore, we first analyze VANET's wireless channel analytically and by simulations to predict its most appropriate propagation model and the communication range that minimizes the impact of the hidden terminal problem. Second, we derive a new mobility model that takes into account the vehicle's follow-on safety rule, to accurately derive the relationship between vehicle's speed and network density.

It is expected that broadcasting and multi hop communications will be dominant in VANETs safety applications and protocols. Therefore, a Network Topology p-Persistence (NTPP) scheme is proposed to alleviate the impact of the broadcast storm problem. NTPP is based on vehicles' knowledge of their neighbors in their range and traffic parameters to reduce the channel contention, redundant re-broadcasts and message travel time and to increase the emergency message reception rate.

We analyze the reliability of the IEEE 802.11p in VANETs safety and warning applications scope taking into consideration different factors. It is shown analytically and by extensive simulations that the current DSRC specifications may lead to undesirable performance under harsh vehicular environments. Therefore, a novel Distributed Multichannel and Mobility Aware Cluster-based MAC Protocol (DMCMAC) is proposed to alleviate the impact of the hidden terminal problem, increase the network capacity and reliability. Cluster heads in DMCMAC are elected and re-elected in a distributed manner according to their relative speed and distance from their cluster members. The high stability of DMCMAC results from its adaptability to drivers' behavior on the road and its learning process to predict the future speed and position of all cluster members using the fuzzy logic inference system. The reliability of DMCMAC is analyzed and compared with other protocols. It is shown by simulations that DMCMAC has high stability, its performance exceeds other protocols and can achieve a timely and reliable delivery of emergency messages to their intended recipients which make it more suitable for VANETs.
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## Chapter 1

## Introduction

### 1.1 Background and Motivation

Rapid advances and cost reduction of wireless technologies make the door wide open to utilize these technologies in support of advanced vehicular safety applications. In particular, the new Dedicated Short Range Communication (DSRC) or IEEE 802.11p enables a new class of vehicular safety applications that will increase the overall safety, reliability, and efficiency of the current transportation system. In the field of Intelligent Transportation Systems (ITS), this technology will provide a wide spectrum of applications to avoid or decrease the severity of road accidents.

The Intelligent Transportation System (ITS) [1] is referred to the integrated applications of the advanced technologies in computers, communications, logic controls and sensor networks to provide travelers and authorities the important information they need to make the transportation system more safe, efficient, effective and reliable. Since the advent of Intelligent Transportation Systems, research on the use of information for real-time transportation system management has been much conducted. The recent advances in wireless and sensor technologies have rapidly promoted the seamless integration of information of various types from transportation networks to benefit drivers and provide a wide array of
transportation-oriented services. It is envisioned that inter-vehicle and infrastructure-tovehicle communications would become technically practical in the near future, resulting in an operational internet on the road called vehicular ad hoc network (VANET) that revolutionize our traveling concept.

The World Health Organization (WHO) [2] in 2010 reports more than one million people around the world died due to traffic accidents. The leading cause of these accidents is driver's error, particularly slow driver's reaction time. In a highway scenario, this slow reaction time can often lead to catastrophic multi-car pileups. Many of those accidents are preventable if an ITS system is been installed to inform the drivers instantly of the obstacles in front of them. This high number of accidents costs the society besides the loss of many innocent lives, the damage of private and public properties and the delay in delivering many crucial services.

Accidents, delays and traffic congestion have caused significant loss of lives, waste of energy, increase carbon dioxide gas emissions and loss in productivity. To solve these problems by building new roads and wide highways is costly and is impossible in some congested urban areas. Therefore, applying the latest technologies to the current infrastructure will help in improving its safety, efficiency and security.

The Intelligent Transportation System has four major parts:

1. Vehicles: The automobile industry is giving more attention to the safety of their vehicles by equipping them with complex sensor arrays to continuously gather information about many aspects like air bags, tire pressure, mechanical and electronic parts, speed, breaking condition, steering condition, distance detection and collision events. This gathered information will help the driver and the vehicle to avoid serious accidents by taking the appropriate action or by starting a control system to bring the vehicle to a safe mode. It is crucial to forward this information to neighboring vehicles and emergency centers quickly in order for them to take the right response at the right time.
2. Roads or Infrastructure: Many roads and highways in North America are equipped with messaging signs to alert the drivers with road conditions. Based on the advertised messages, the drivers can take safe actions like slowing the speed, changing lanes or routes. Some roads have sensors or cameras to measure the traffic speed and the number of vehicles passing one point to help in making plans for better traffic flows.
3. Control Systems: Systems to take an appropriate action automatically when an error, such as forgetting to turn on the headlight at night or something potentially dangerous, such as approaching an obstacle in high speed is detected. The actions can be ranged from turning on the headlight to activating the braking system.
4. Communication System: This is the most important part in the ITS system, since without communicating the essential information with the proper recipients, the ITS system will not reach its goal of safe, effective, efficient and reliable transportation system. The vehicles can form a mobile ad hoc network on the road to pass this essential information among each other, hence drivers will be aware of what is happening down the road like a lane closure due to an accident or road maintenance operation. If the driver is aware of the emergency braking of the preceding vehicle on time, he or she can slow down enough to avoid an accident. The vehicular communication system is divided into three areas:
(a) Intra-Vehicle communication: This system is adopted inside the vehicle itself. It can be a wired or wireless communication system like Bluetooth (IEEE 802.15.1) [3], Ultra Wideband ( $U W B$ ) (IEEE 802.15.3) [4] or ZigBee (IEEE 802.15.4) [5] to reduce the amount of wires usually used in vehicles and to offer more mobility.
(b) Inter-Vehicle communication (IVC): It is the major part in the ITS architecture since it enables the drivers to communicate with other drivers or vehicles even if they are out of range of line of sight (LOS). Ad hoc mode is the most appropriate model that suits IVC (where vehicles communicate with each other without a
centralized service) due to the high mobility and the rapid changing of relative speeds between vehicles. This will add more challenges to the wireless communication system compared to the indoor Wireless Local Area Networks (WLAN) or Mobile Ad hoc Networks (MANETs).
(c) Road-Vehicle Communication (RVC): This type of communication is between roadside sources and vehicles to provide services to drivers and passengers like high-speed internet or traffic information. These sources are places along the road to maintain the high data rates and facilitate the handoff from one zone to another.

The ITS system will enable new mobile services and applications for the traveling public. The integration of sensor networks and computers inside the vehicle itself with the Global Positioning Systems (GPS), digital road maps and the wireless communication technologies will open the door widely to many safety and none safety applications. The Vehicle Safety Communication (VSC) project [6] determined 34 possible safety applications for VANETs. These applications can be categorized as follows:

1. Safety applications: to protect lives and properties by warning drivers of the traffic hazards like accidents as shown in Figure 1.1, icy streets, traffic jams, halted vehicle, lane closure and rail crossings. This type of applications can also include left-turn and stop sign movement assistance, blind spot warning, traffic signal violation warnings, curve speed warning, emergency break light warning and lane change warning.
2. Traffic management applications: to help authorities in managing the traffic such as highway merge assistance, controlling signals to reduce jams, fleet management and cargo tracking systems.
3. Infotainment applications: to enhance the drivers' comfort by providing internet connection and instant messaging system between vehicles. They also include car rental help, drive through and gas payment, toll collection and enhance route guidance.
4. Commercial applications: to make these networks more cost effective.


Figure 1.1: Hidden node and Exposed node.

Several projects were initiated to address VANETs challenges around the world. FleetNet is one of the pioneer European projects [7] to standardize VANETs solutions and develop a platform for inter-vehicular communication. Network on Wheels (NoW) [8] and CarTALK2000 [9] are another European projects for the development of vehicular communication and co-operative driver assistance systems. Car-to-Car Communication Consortium (C2C-CC) [10] is an organizational umbrella for VANET research activities in Europe. It includes many automobile industry members like Daimler, BMW, Audi, Fiat, Renault and some German universities. The overall objective of C2C-CC is to initiate, develop and oversee vehicle to vehicle communication standards, business models and regulatory matters in European Union.

In US, the Vehicle Infrastructure Integration (VII) Initiative [11] is a cooperative effort between US government and automobile manufacturers. Its goal is to let vehicles communicate between themselves and with road side units in order to increase the safety, efficiency, and convenience of the transportation system. Their solutions are based on the IEEE 802.11p and rely on a business model to satisfy the interest of all participating parties. Its safety solutions rely on radar and vision systems to reduce rear-end collisions by tracking obstructions in front or behind the vehicle and apply brakes automatically when needed.

The development of inter-vehicle and infrastructure-to-vehicle mobile mesh and ad hoc
networks is one of the most challenging and critical issues for the ITS industry, which also sparks numerous interests in the communications and networking research community. The characteristics of VANETs are different from those of Mobile Ad hoc Networks (MANETs). Since vehicles are moving in a very high speed, VANETs have a highly dynamic but somewhat predictable changing topology. This results in short lifetime communication links between vehicles (network fragmentation) and unpredictable node density. Since VANETs' effective network diameter is small, their redundancy is limited. For this reason, it is unrealistic for a node to maintain a complete global network topology. This will add more challenge to apply the existing routing and MAC algorithms in MANETs to VANETs. Because of vehicles' high mobility, it is difficult to maintain any form of group membership or establish an accurate list of neighboring vehicles. Therefore, it is difficult to implement protocols that rely on group membership such as clustering or flat routing. Another challenge in VANETs is its security. The driver's anonymity and privacy must be preserved; hence his /her movement is not recorded and VANET's messages are not tampered with. Tampering of safety messages could result in accidents, which VANETs are designed to prevent. On the contrary to the MANETs, VANETs don't move in random directions and have no constraints on storage capacity, battery and processing power. A good characteristic of VANETs that help us to build a new stable protocol is that the future movement of a vehicle is predictable since it is constrained by the road.

### 1.2 Research Contributions

The main objective of this doctoral research is to design a new Medium Access Control protocol for Vehicular Ad hoc Networks (VANETs). In order to achieve this objective, we first develop a deep and solid understanding of the challenges and the limitations of the existing MAC protocols in vehicular environments. By using theoretical foundations and algorithmic methodologies, we analyzed the identified issues towards the design of the new

MAC protocol. The key contributions of this dissertation are summarized as follows:

- Developing a simulation and analysis setup for IEEE 802.11p protocol. To test the new protocol on a real setup is very difficult and very costly. Therefore, we use simulations to study and analyze VANETs.
- We first analyze the wireless channel in VANETs and its different radio propagation models to find the appropriate model that best characterizes the vehicular environment.
- Using our physical wireless channel analysis and the best propagation model, we derive a formula for the probability density function (pdf) of the communication range that we should use in our subsequent analysis.
- Developing a new mobility model that takes into account the vehicles follow-on safety rule to accurately capture the relationship between the vehicle's speed and network density.
- Developing a new broadcast protocol for vehicular ad hoc networks.
- We present a geometric model to predict the recommended maximum range of a one hop broadcast message to reduce the effect of the hidden terminal problem.
- We introduce a new broadcast algorithm to alleviate the impact of the broadcast storm problem in VANETs taking into account the network topology and traffic parameters.
- Developing an analytical model to evaluate the performance of the IEEE 802.11p PHY and MAC protocol in single-hop (broadcast mode) and multi-hop scenarios.
- We propose an analytical framework that models the reliability of the Dedicated Short Range Communication (DSRC) control channel to handle VANETs' safety applications.
- Using our analytical model, we preset an adaptive algorithm to increase the DSRC systems reliability in terms of the probability of packets successful reception and time delay of emergency messages in a harsh vehicular environment.
- Designing a novel distributed multichannel and mobility aware cluster-based (DMCMAC) medium access control protocol.
- We investigate the behavior of the existing cluster-based MAC protocols and discuss various design considerations to build a concrete foundation for the proposed MAC protocol.
- With the objective of minimizing the overhead and increase the network stability, cluster heads in DMCMAC, are elected based on their relative speed and stability on the road.
- The proposed protocol employs a novel learning mechanism to make DMCMAC more adaptable to drivers behavior on the road using fuzzy logic inference system.
- Developing a theoretical framework to evaluate the reliability and connectivity of the proposed MAC protocol in terms of the average cluster size, communication range within the cluster and between cluster heads, and the life time of a path.

We evaluate the performance of the proposed MAC protocol through extensive simulations using the network simulator (ns2) [12]. We also develop some of the existing MAC protocols for the sake of comparison. Our evaluation results show that the proposed protocol and algorithms can support traffic safety and increase VANETs efficiency, reliability and stability of the cluster topology by increasing the cluster heads lifetime and the dwell time of its members.

### 1.3 Dissertation Outline

The remainder of this dissertation is organized as follows. In the next chapter, we present a brief overview of the IEEE 802.11p. In Chapter 3, we investigate the physical wireless channel of the DSRC and build a new mobility model in Chapter 4. We then present in Chapter 5 a new broadcast protocol to alleviate the broadcast storm problem in VANETs. The performance analysis of the IEEE 802.11p is introduced in Chapter 6. Based on the insights from our analysis, and the deficiencies of the existing work in the context of VANETs' MAC protocols, we propose a novel distributed and cluster-based multichannel MAC protocol for VANETs in Chapter 7. In the same chapter, we analyze the proposed MAC protocol and compare its performance with some existing cluster-based MAC protocols. Finally, we conclude this dissertation in Chapter 8 and present some directions for future work. The outline of the thesis is shown in Figure 1.2


Figure 1.2: Thesis outline.

## Chapter 2

## MAC Layer Protocols

In this chapter, the main medium access control (MAC) protocols that are proposed for VANETs will be discussed. More relevant literature review will be introduced in each of the following chapters.

MAC layer protocols are responsible for managing and maintaining the wireless channel use. Their main job is to decide which of the nodes should get the channel access and which should wait. There are two managing techniques: one is contention free like TDMA, FDMA and CDMA where the need for a central entity is crucial for the fair distribution of the channel resources among the nodes. The second technique is contention based or random access protocol such as the Carrier Sense Multiple Access (CSMA) of IEEE 802.11. MAC protocols such as TDMA, FDMA, or CDMA are difficult to implement for VANETs since time slots, channels, or codes have to be dynamically allocated. This requires synchronization which is difficult to achieve in high dynamic networks such as VANETs [13].

To have a reliable and efficient medium access control (MAC) protocol that suits the high mobility of vehicles, the proposed MAC protocol should avoid transmission collisions between nodes (vehicles), hence emergency messages will be forwarded in a real time fashion. Moreover the medium (wireless channel) has to be shared efficiently and fairly between vehicles. The transmitted information is usually small but it has to be propagated to the intendant
distance in a very short time, usually less than 0.5 seconds as studied by [14]. Therefore, the MAC protocol in VANETs has to pay more attention to the medium access delay and less attention to the power constrains because vehicles have no power constrains and can use global positioning system (GPS) for positioning and time synchronization. Moreover, the proposed MAC protocol should pay attention to the hidden terminal, exposed node, and capture problems.

The hidden terminal problem happens when a node is in the range of the receiver but out of the range of the sender. This node can't hear the transmission from the sender to the receiver, hence it may start sending to the receiver at the same time causing collisions as shown in Figure 2.1a. If node A is transmitting to node C, node B is a hidden terminal since it can not hear the ongoing transmission. Therefore, it may start using the channel causing a collision at node B. The exposed node problem happens when the node is in the range of the sender but out of the range of the receiver. This node will hear the transmission of the sender to the receiver, therefore it will not use the medium during that transmission while it can transmit to other nodes in its range but out of the range of both the sender and the receiver as shown in Figure 2.1b. If node C transmitting to node D, node A can not use the channel although it can transmit to node B without interfering node D. The capture problem, which occurs when two nodes send at the same time to another node. One node is closer to the receiver, hence the receiver will decode its data without errors. This will lead to unfairness problem.


Figure 2.1: Hidden node and Exposed node.

Code Division Multiple Access (CDMA) is used between nodes to share a common
medium where each node has an orthogonal code to encrypt messages before sending them. Multi-Code MAC (MCMAC) [15] protocol uses one common code for control packets and other codes for data transmission. When the sender wants to initiate a transmission, it sends first RTS packet to the receiver encrypted by a common control code, this packet includes the data encryption code. Upon receiving the RTS packet, the receiver checks if there is no code conflict with another transmission and replies by CTS packet; otherwise it will send the sender its usable codes to select one of them and start the RTS packet again. When the sender receives CTS it starts transmitting the data.

The authors in [16] introduce a new MAC architecture called ADHOC MAC to solve the problems associated with mobile ad-hoc networks and guarantee a relatively good QoS in VANETs. This protocol is developed for the CarTalk2000 project [9]. This architecture is based on a technique called Reliable Reserved ALOHA (RR-ALOHA) to dynamically assign a single broadcast channel called Basic Channel ( BCH ) to every node in the network using slotted or framed structure. The ADHOC MAC protocol works by grouping the nodes into groups where all nodes are interconnected by broadcast radio communication called One Hop cluster $(\mathrm{OH})$. The main drawbacks of this protocol is that the number of vehicles within the one hop range is restricted to the number of frame time slots and the high overhead ( $>25 \%$ ) of dedicating a single control channel for each node in the one hop cluster.

The Dedicated Omni-Purpose Inter-Vehicle Communication Linkage Protocol for Highway Automation (DOLPHIN) system in [17] is one of the first IVC protocols and was adopted by the Japan's IVC system to deal with a group of vehicles driving in a platoon. All vehicles in the platoon communicate with each other and send periodic information like speed, direction, and emergency braking of a vehicle to other vehicles in their line of sight (LOS) or route it to the NLOS vehicles. The platoon in DOLPHIN does not require any fixed infrastructure since it uses CSMA as the basis for its MAC protocol. The emergency information is allocated the shortest time slot while other types of information are allocated the larger transmission time slots. This allows the vehicle with critical information to capture
the channel before other nodes that have normal information.
Most MAC protocols designed based on IEEE 802.11 standard use Omni-directional antennas while using directional antennas will allow VANETs to efficiently use the channel resources. Because vehicles are moving in directional roads, directional antennas may help in reducing transmission collisions. The space around each vehicle is divided into N transmission angels of $(\Theta=360 / N)$ and a separate antenna is responsible for each direction. In [18] and [19], it has been proved that using sector antennas will increase the throughput and only a small increase in received packets is achieved when using more than two antennas. In [20] the authors proposed a Directional MAC (DMAC) protocol assuming each node knows its position and the position of its neighbors using GPS. Based on the receiver's location the sender will use one of its directional antennas to send packets to the receiver. The DMAC scheme is based on RTS, CTS and ACK as in IEEE 802.11 except that the ACK is sent using directional antenna instead of Omni-directional antenna. The neighboring nodes that are not participating in the current transmission and upon receiving RTS or CTS by one of its directional antennas will block that antenna during the transmission period specified in RTS or CTS packets.

In Figure 2.2, if node A has a packet to transmit to node B, first, it will send a directional RTS (DRTS). Upon receiving the DRTS, node B will send an Omni-directional CTS (OCTS). A neighbor such as Node C will block its directional antenna that receive the maximum power for duration specified in OCTS. When node A receives OCTS, it will start sending the data. Node B will send an ACK to node A when the transmission is complete.

Most wireless communication standards use Carrier sense Multiple Access with Collision Avoidance (CSMA/CA) in IEEE 802.11 to overcome collisions and the hidden terminal problem. The sender will send Request-to-Send (RTS) to the receiver to inform neighbors of the transmission process. The receiver will reply if ready by a Clear-to-Send (CTS) packet to the sender. The neighbors upon hearing the CTS, will be aware of the upcoming transmission and will avoid using the channel. After that the sender will start sending the


Figure 2.2: Directional MAC process.
message without any risk of collisions. In the following subsection, the MAC protocol of IEEE 802.11 will be briefly introduced followed by the IEEE 802.11 p which is adopted by the IEEE community as a main technology for VANETs.

### 2.1 IEEE 802.11 MAC Layer

The IEEE 802.11 was introduced in 1990 with the interest to develop a wireless LAN operating in the Industrial, Scientific and Medical (ISM) band. Up to now the IEEE 802.11 group issued many standards. The IEEE 802.11a is introduced in 1999 to work in the 5 GHz band and using Orthogonal Frequency Division Multiplexing (OFDM) to reach the rates from $6-54 \mathrm{Mbps}$. The IEEE 802.11 b is the most accepted standard introduced in 1999 which uses the ISM 2.4 GHz band and Direct Sequence Spread Spectrum (DSSS) to reach rates from $5.5-11 \mathrm{Mbps}$. The IEEE 802.11 g uses the same physical layer as IEEE 802.11 b but
can reach rates more than 20 Mbps up to 54 Mbps . The use of the ISM 2.4 GHz unlicensed band increases the interference from other wireless devices like cordless phones, wireless IP cameras and other devices using the same band.

The IEEE 802.11 can work either in a centralized or decentralized mode. An Access Point (AP) is a must for the wireless nodes to communicate in the centralized mode while in the decentralized mode there is no need for AP and is referred to as AD-HOC mode.

The availability and the cheap prices of IEEE 802.11 devices attracted the Engineers to implement this technology in the Inter-Vehicle Communication. The IEEE 802.11 MAC layer covers three functional areas: reliable data delivery, MAC access control and security.

The IEEE 802.11 uses RTS, CTS and ACK to insure reliability and uses three Inter Frame Spaces (IFS) to control medium access and minimize frame collisions. The Short IFS (SIFS) is the shortest IFS and used by immediate responses like ACK, CTS and Poll response. The Point coordination Function IFS (PIFS), which is the medium length IFS, is used by the centralized controller. The Distributed Coordination Function IFS (DIFS), which is the longest IFS, is used as a minimum delay by all asynchronous frames contending for medium access. The three inter frame spacing intervals are shown in Figure 2.3.


Figure 2.3: IEEE 802.11a Inter-Frame Spacing.

The IEEE 802.11 uses CSMA/CA as follows:

1. First, a node that has data to send will sense the channel. If it is idle, the node waits for a period of DIFS. If the medium is still idle it will send RTS packet including its ID and the duration of the whole transmission. Upon receiving the RTS packet
the receiver's neighbors will set their NAV (Network Allocation Vector) to the time indicated in the RTS packet and will not use the medium during that time.
2. Upon receiving the RTS packet, the receiver and if it is ready, waits for the time duration called SIFS. If the medium is still idle it will send a CTS packet including the transmission duration time. All neighbors receiving this CTS packet will set their NAV to the time indicated in the CTS packet (the medium is busy).
3. Upon receiving the CTS packet, the transmitter waits for SIFS time before starting the data transmission.
4. When the receiver successfully receives the data, it will wait for another SIFS and send an ACK only to the sender. All neighbors receive the ACK packet will set their NAV to zero indicating that the channel is free.
5. If the sender senses the medium as busy, it will wait for DIFS. If the medium is still busy it will back off a random amount of time before sensing it again. If the medium becomes busy during the back off time then the backoff timer is halted and resumes when the medium becomes free.
6. If the sender did not receive an ACK, it will assume a failed transmission and try to retransmit again.
7. The backoff mechanism used is a binary exponential backoff, that is after every collision, the sender will wait for double the last delay up to a maximum value. Therefore the repeated collisions result in longer waiting times.

In 2007 the IEEE community published a set of improvements to the MAC layer in IEEE 802.11 standard to enhance the Quality of Service (QoS) for wireless LAN applications. Those improvements enhance the DCF and PCF in the standard 802.11 MAC by introducing a new Hybrid Coordination Function (HCF) which has two methods to access the channel: HCF Controlled Channel Access (HCCA) and Enhanced Distributed Channel

Access (EDCA). The IEEE 802.11e [21] defines Traffic Classes (TCs) in both HCCA and EDCA, hence the traffic with the high priority wins the contention and waits less time before it is transmitted.

### 2.2 Wireless Access in Vehicular Environments (WAVE)

The IEEE society has developed a Wireless Access in Vehicular Environments (WAVE) [22] architecture to provide wireless access for vehicular ad hoc networks. This subsection gives an overview of this architecture following the layers' order of the open systems interconnection (OSI) model.

In 1997, the Federal Communications Commission (FCC) allocated a bandwidth of 75 MHz in the 5.9 GHz band (5.85-5.925 GHz range) to support the dedicated short-range communications (DSRC) for ITS. In 2004, an IEEE task group (known as IEEE 802.11p [23]) started developing an amendment to the 802.11 standard for the use of VANETs. Another IEEE group (working group 1609) took the role to develop other OSI layers specifications. There are four documents in the IEEE 1609 standards set: IEEE 1609.1 [24], IEEE 1609.2 [25], IEEE 1609.3 [26], and IEEE 1609.4 [27]. Figure 2.4 shows the WAVE architecture and Table 2.1 lists the services requirements of the IEEE 1609 standards [28]. The IEEE 802.11p and IEEE 1609 standards together, called wireless access in vehicular environments (WAVE) since their main goal is to facilitate the provision of wireless access in vehicular environments. Therefore, in the remaining of this thesis, we use IEEE 8021.11p, DSRC and WAVE interchangeably.

The WAVE system consists of two units: Roadside units (RSUs), which are installed along the side road, and Onboard units (OBUs) which are mounted on vehicles. The standard is intended to allow vehicle-to-vehicle (V2V) and vehicle-to-roadside (V2R) communications. In this technology, vehicles communicate with each other and the RSUs to form VANETs on the road. VANETs will allow vehicles to send their status and safety messages amongst


Figure 2.4: Wireless Access in Vehicular Environments (WAVE) Architecture.
one another to indicate the presence of accidents and other hazards. In order for these safety applications to run effectively, it is necessary to have a highly reliable Medium Access Control (MAC) layer, such that vital safety messages can be delivered in timely manner.

The WAVE PHY and MAC layers are based and intended to enhance the IEEE 802.11a to support the Intelligent Transportation System (ITS) applications. The IEEE group is working on Physical and MAC amendments to the IEEE 802.11 to make it more suitable for the high mobility and fast changing topology of VANETs where reliability and low latency are crucial. WAVE will use the licensed ITS $5.9 \mathrm{GHz}(5.850-5.925 \mathrm{GHz}$ ) band in North America ( 75 MHz spectrum) and will use Orthogonal Frequency Division Multiplexing (OFDM) scheme to provide for both the IVC and Vehicle to Infrastructure communications a wireless connection up to 1000 m .

Table 2.1: Operations of WAVE functional entities

| Entity | Operation |
| :---: | :--- |
| 1609.1 | Specifies the services and interfaces of the WAVE Resource Manager <br> application |
| 1609.2 | Defines secure message formats and processing |
| 1609.3 | Defines network and transport layer services including addressing <br> and routing, in support of secure WAVE data exchange |
| 1609.4 | Enables operation of upper layers across multiple channels, without <br> requiring knowledge of PHY parameters <br> Define the WAVE signaling technique and interface functions that <br> are controlled by the IEEE 802.11 MAC |

Table 2.2: Parameters of the DSRC IEEE802.11p and the IEEE802.11a

| Parameter | IEEE802.11p | IEEE802.11a |
| :--- | :---: | :---: |
| Data rate $(\mathrm{Mbps})$ | $3,4.5,6,9,12,18,24,27$ | $6,9,12,18,24,36,48,54$ |
| Modulation | BPSK, QPSK, | BPSK, QPSK, |
|  | 16-QAM, 64-QAM | 16-QAM, 64-QAM |
| No. of subcarriers | 52 (48 data \& 4 pilot) | $52(48$ data \& 4 pilot) |
| OFDM symbol duration $(\mu \mathrm{s})$ | 8 | 4 |
| Guard time $(\mu \mathrm{s})$ | 1.6 | 0.8 |
| FET period $(\mu \mathrm{s})$ | 6.4 | 3.2 |
| Preamble duration $(\mu \mathrm{s})$ | 32 | 16 |
| Subcarrier freq. spacing | 156.25 KHz | 312.5 KHz |

The physical layer of the IEEE 802.11p is a variation of the IEEE 802.11a standard as shown in Table 2.2. Figure 2.5 shows the packet structure of the IEEE 802.11p. It employs 64 OFDM subcarriers where 52 of them are used in actual data transmission. The short and long training symbols located at the beginning of every packet are used for signal detection, time synchronization and channel estimation while the guard intervals (GI) are used to eliminate the inter symbol interference (ISI) from the multipath propagation channel.

The IEEE 802.11p defines up to four EIRP (Effective Isotropic Radiated Power). The maximum power ( 30 W ) is reserved for emergency vehicles so they can reach longer distances to allow drivers to yield the way. The typical safety status messages use the 33 dBm EIRP.

The 75 MHZ spectrum is divided into seven channels and a 5 MHz guard band. Each channel uses 10 MHz frequency bandwidth in contrast to IEEE 802.11a which uses 20 MHz to increase its tolerance to the multi-path propagation and Doppler spread effects in vehicular


Figure 2.5: Packet structure in IEEE 802.1p.
networks. Using 10MHz channels results in data rates from 3 to 27 Mbps . Figure 2.6 shows the channel allocations in IEEE 802.11p. Channel 178, called the control channel, will be used for safety applications while channels $174,176,180$ and 182 are service channels and will be used for none safety applications. Two service channels can be combined to form one large channel for certain applications that need large bandwidth. Channels 172 and 184 are dedicated for public safety applications.


Figure 2.6: Channel allocation in IEEE 802.11p.

Each vehicle will alternate between the control channel (CCH 178) and one of the service channels. On the control channel each vehicle will send periodic status messages (beacons) which include its position and status information like speed, acceleration and direction to the neighboring vehicles. Upon receiving these messages, vehicles will process this information. If any dangerous situation is detected, the vehicle can send a warning message with high priority access class to all other vehicles in the direction of interest for a certain distance to

Table 2.3: Contention parameters for IEEE802.11p CCH

| AC No. | Access Class | CWmin | CWmax | AIFSN |
| :---: | :--- | :---: | :---: | :---: |
| 0 | Background Traffic (BK) | 15 | 1023 | 9 |
| 1 | Best Effort (BE) | 7 | 15 | 6 |
| 2 | Voice (VO) | 3 | 7 | 3 |
| 3 | Video (VI) | 3 | 7 | 2 |

alert drivers to take the right action on time.
WAVE will use CSMA/CA as in IEEE 802.11a and the Enhanced Distributed Channel Access (EDCA) as in the IEEE 802.11e standard as its basic MAC protocol. In this standard, messages are categorized into four different Access Classes: Background, Best Effort, Voice and Video. The contention parameters for the four classes are shown in Table 2.3. Each AC has a separate queue and all four queues will contend internally and the winner packet will contend externally with other nodes in the network for accessing the wireless channel.

Each node (vehicle) in IEEE 802.11p network contains these four queues and each queue has different Arbitration Inter-Frame Space (AIFS) which equals to SIFS + AIFSN $\times \varrho$ where $\varrho$ is the time slot. The queue with the highest priority has the shortest AIFS and will wait the shortest time before its transmission can start. For the first transmission the node will randomly select a value between $\left(\left[0-C W_{\text {min }}\right]\right)$, where $C W_{\text {min }}$ is the minimum contention window for this access class. This contention window $\left(C W_{\min }\right)$ will be doubled as $\left(2 \times\left(C W_{\min }+1\right)-1\right)$ each time a collision occurs until the $C W_{\max }$ or the maximum number of retransmissions reached. In case of a collision the packet will be retransmitted after a back-off time. This back-off time is shorter for the high priority traffic. Therefore, the queue with the highest priority will always win the contention of accessing the channel while other low priority traffic must back-off and try to retransmit after its back-off time expires.

### 2.3 Routing in VANETs

The critical information about accidents and road conditions as well as sensor data gathered from the vehicle itself have to be propagated to other vehicles and emergency centers in a short time. A fast and reliable communication routing protocol between vehicles and road side units is essential to prevent accidents and their fatal consequences. The short lifetime of communication links between vehicles, the smaller number of redundant paths, the unpredictable node density and the strict applications' requirements make routing in VANETs quite challenging.

Early VANETs prototypes have used routing protocols designed for MANETs. Those protocols are not suitable since they did not take the special characteristics of VANETs into consideration. Some of these protocols are topology-based or flat routing while others are position-based routing.

In topology-based routing protocols, all nodes are participating in routing decisions and could be classified further to proactive and reactive routing protocols. In proactive routing, nodes are frequently updating their routing tables which makes them not suitable for VANETs such as the Optimized Link State Routing (OLSR) protocol [29]. In reactive routing protocols, the nodes do not keep routing information for all nodes in the network but is gathered when needed. The Dynamic Source Routing (DSR) [30] and Ad-Hoc On Demand Distance Vector Routing (AODV) [31] are the most popular reactive routing protocols. A hybrid or hierarchical routing protocols are also been introduced where they divided the network into clusters with elected cluster heads such as Zone Routing Protocol (ZRP) [32]. This protocol combines the advantages of both proactive and reactive routing protocols. Inside the cluster, nodes keep a routing table to all nodes inside the cluster while the routes to nodes outside the cluster are discovered reactively when needed and through the cluster heads. The main disadvantage of this type of routing is the delay introduced to form clusters and maintain the cluster toplogy.

In position-based or geographical routing, the nodes know their positions by using the
global positioning system (GPS) receiver [33]. The GPS system consists of 24 satellites in six orbital planes and works in the L-band frequencies. Vehicles can use more satellites to increase the position accuracy although it is not always possible to reach sufficient number of GPS satellites especially in urban areas. In these protocols, the routing information is flooded only to the area where the receiver is located. The sender and or relay nodes could use the Most Forward within Radius (MFR) protocol to select the closest relay node to the destination to minimize the number of hops the packet will traverse as shown in Figure 2.7. In this case, the sender $(S)$ will send the packet to node $(C)$ since it is the farthest possible relay node within its range toward the receiver (node $D$ ). Although location based routing protocols need to know the position of each node in the network and may lead to routing holes especially in low traffic areas, they can help reduce the routing overhead and restrict flooding to a certain area which makes them more suitable for Inter-Vehicle Communication.


Figure 2.7: Most Forward within Radius routing Strategy.

## Chapter 3

## Analysis of the IEEE 802.11p Physical Wireless Channel

There are many parameters that affect the performance of VANETs' applications and protocols. To test the new applications and protocols on a real setup is very difficult and very costly. Most researchers use simulation tools to study and analyze VANETs. The simulators usually use simple radio propagation models that did not take into account all the obstacles in the environment. Therefore, different radio propagation models are analyzed in the context of VANETs' safety applications. Through simulations using network simulator (ns2) and Matlab, we find the radio propagation model that best characterize the vehicular environment.

### 3.1 Introduction

In the near future, vehicles will be equipped with Dedicated Short Range Communication (DSRC) devices (IEEE 802.11p) [23] to form vehicular ad hoc networks on the road. There are many applications and routing protocols that have been developed or under development for VANETs to help drivers to travel more safely and to reduce the number of fatalities due to road accidents. For example if one vehicle is involved in an accident, it has to send a
warning message to all vehicles behind it in order to avoid a chain collision. The safety information has to be propagated in a short time (usually less than 0.5 sec ) [14].

The research and application development in VANETs are driven by the IEEE802.11p technology [23] which is intended to enhance the IEEE 802.11 to support the Intelligent Transportation System (ITS) applications where reliability and low latency are crucial. The IEEE 802.11p technology is aimed to support up to 1000 meters communication range between vehicles or vehicles and infrastructure. A realistic study conducted by [34] shows that the maximum range this technology can reach in a highway scenario is up to 880 meters for the line of sight (LOS) and 58 to 230 meters in the none line of sight (NLOS). It seems that this technology did not take into account all the mobility effects and the characteristics of VANETs' radio environment. The nodes (vehicles) are in high mobility either in the same or in opposite direction which results in Doppler shift causing frequency dispersion. The radio wave in vehicular environment faces many challenges such as: absorption, reflection, refraction, diffraction and scattering due to obstacles on the road such as trucks, buildings, trees, hills and bridges. The vehicular environment is very huge and to test the new applications and protocols designed for this environment on a real setup is very difficult and very costly. This is the reason why most researchers use simulation tools to study and analyze VANETs. The simulators usually use simple propagation models that did not take into account all the obstacles in the environment.

### 3.2 Radio Propagation Models

In this section we present the most common radio wave propagation models which are implemented in the network simulator (ns2). They are either large scale propagation models to predict the mean signal strength for large transmitter-receiver distance or small scale propagation models to predict the short-time fluctuations over small distances.

1. Free Space Propagation Model: It is a large scale propagation model that assumes only
the existence of the LOS path between the transmitter and the receiver. The received power $P_{r}$ at distance $d$ from the transmitter is given by the Friis Equation [35] as

$$
\begin{equation*}
P_{r}(d)=\frac{P_{t} G_{t} G_{r} \lambda^{2}}{4 \pi^{2} d^{2} L} \tag{3.1}
\end{equation*}
$$

where $P_{t}$ is the transmitted power, $G_{t}$ and $G_{r}$ are the transmitter and receiver antenna gains, $L$ is the system loss and $\lambda$ is the wave length in meters.
2. Two-Ray model: It is also a large scale model in which the received signal is the sum of the LOS signal and the one reflected from the ground. This model is more accurate than the free space model in predicting the received signal strength for large distances. The received power is given by [35] as

$$
\begin{equation*}
P_{r}(d)=P_{t} G_{t} G_{r} \frac{h_{t}^{2} h_{r}^{2}}{d^{4}} \tag{3.2}
\end{equation*}
$$

where $h_{t}, h_{r}$ are the transmitter and receiver antennas' heights.
3. Rayleigh Fading Model: This model assumes that the magnitude of the received signal $r$ varies randomly according to a Rayleigh distribution which is a sum of two uncorrelated Gaussian random variables $r(t)=\sqrt{I(t)^{2}+Q(t)^{2}}$ (in-phase and quadrature components). It has a probability density function (pdf) as

$$
\begin{equation*}
p(r)=\frac{r}{\sigma^{2}} \exp \left(\frac{-r^{2}}{2 \sigma^{2}}\right), \text { for } r \geq 0 \tag{3.3}
\end{equation*}
$$

where $\sigma^{2}$ is the time average power of the received signal (the variance of $I(t)$ and $Q(t))$. This model is suitable for wireless channels that have no LOS component but multipath components that vary in amplitude and phase. The received components will have zero mean and uniformly distributed phase between $[0,2 \pi]$.
4. Ricean Fading Model: In this model the random multipath components will be added
to the LOS which can be seen as a DC component to the random multipath in Rayleigh distribution. If the in-phase and quadrature components $I(t)$ and $Q(t)$ have a jointly Gaussian $p d f$, then the $p d f$ of the received signal is found to be Ricean distribution as

$$
\begin{equation*}
p(r)=\frac{r}{\sigma^{2}} \exp \left(-\frac{r^{2}+A^{2}}{2 \sigma^{2}}\right) I_{o}\left(\frac{A r}{\sigma^{2}}\right), \quad A \geq 0, r \geq 0 \tag{3.4}
\end{equation*}
$$

Where $I_{o}($.$) is the modified first kind and zero-order Bessel function. When A$ (the LOS component) tends to zero, the Ricean distribution corresponds to a Rayleigh distribution and when $A$ tends to infinity, the Ricean converges to Gaussian distribution.
5. Shadowing model: This model has two parts [12]. The first part is the path loss component which is used to predict the received power at distance $d$ from a known reference power at distance $d_{o}$. The second part is the log-normal shadowing which reflects the variations of the received power at certain distance $d$ from the transmitter. It is a log-normal distribution or Gaussian distribution if measured in $d B$. Therefore the overall shadowing model is represented as:

$$
\begin{equation*}
\frac{\overline{P_{r}\left(d_{o}\right)}}{P_{r}(d)}=\left(\frac{d}{d_{o}}\right)^{n}+X_{\sigma}, \tag{3.5}
\end{equation*}
$$

where $n$ is the path loss exponent, $X_{\sigma} \sim N\left(0, \sigma_{d B}\right)$, and $\sigma_{d B}$ has a value from 4 to 12 $d B$ in outdoor environment.
6. Nakagami-m distribution: This model is frequently used to characterize the statistics of signals transmitted over multipath fading channel and its pdf describes the distribution of the envelop $r$ of the received signal and is given by

$$
\begin{equation*}
P_{r}(r)=\frac{2}{\Gamma(m)} \frac{m}{\Omega} r^{2 m-1} e^{\frac{-m r^{2}}{\Omega}}, \text { for } \mathrm{r} \geq 0 \tag{3.6}
\end{equation*}
$$

where $\Gamma(o)$ is the gama function, $\Omega=E\left(R^{2}\right)$ is the average received power and the
parameter $m=\frac{\Omega^{2}}{E\left[\left(R^{2}-\Omega\right)^{2}\right]}$ is the ratio of moments and is called the fading factor. If $m=1$ then the Nakagami distribution will reduce to a Rayleigh distribution.

The Free Space and Two-Ray models are deterministic radio propagation models. They assume a successful reception of the signal if the received signal strength (RSS) is greater than a threshold. This means that their communication range is an ideal circle and they always determine the same RSS for the same distance. While in reality, the RSS is a random variable due to the multipath propagation effect. This makes the successful detection of the signal is not certain. The shadowing, Rayleigh, Ricean and Nakagami are probabilistic propagation models and their successful reception of the signal is a decreasing function of the distance.

### 3.3 VANET Wireless Channel Analysis

The vehicular ad hoc networks have many moving and stationary objects that can reflect, scatter, diffract or even block the signals. Therefore the received signal by any vehicle is composed of many reflected versions of the original signal that have different time and angle of arrival which cause them to have randomly distributed amplitudes and phases. Each of the multipath signals will have either a constructive or a destructive effect on the total received signal depending on its phase and amplitude (fading). Therefore, and due to their high speed, vehicles could pass through many fades in a very short time or could reach a point where the received signal is highly distorted. This is a serious issue for vehicular time critical safety applications such as accident warning system.

To analyze the wireless channel in VANETs, an accident scenario model is built. In this model, the vehicle that is involved in an accident sends a warning message to all vehicles behind it. This vehicle could manage to send the warning message only once before it is broken. The behind vehicles should receive this message correctly and in a very short time; hence they can take action to prevent a chain or a secondary accident. At the time of
accident, we assume that the broken vehicle has almost zero speed, while the behind vehicles are at full speed $33 \mathrm{~m} / \mathrm{s}$. We assume also that the communication range is $R$ meters and there are many vehicles in between the transmitter and the receiver as shown in Figure 3.1.


Figure 3.1: Accident scenario in VANET.

In this model there are two ways for the transmitted signal to propagate to the receiver: The direct path in which the signal could follow the free space propagation model if the distance between the transmitter and the receiver is less than 100 m otherwise the Two-Ray model. If there are vehicles in the way from the transmitter to the receiver then the received signal through the direct path could lose some or most of its strength depending on the heights and locations of the vehicles in between. The in between vehicles block at least half of the first Frensel zone [35]. Therefore the received signal strength will lose at least 6 dB on top of the Free-Space or Two-Ray attenuation. The second way is the reflected path from each side of the lane where the accident happens. The signal could be reflected from the adjacent vehicles or the buildings along the highway. Moreover, due to the movement of the receiver towards the transmitter, the received components will arrive in different frequencies higher than the original frequency due to different Doppler shifts. Figure 3.2,
which is a Matlab simulation, shows that the phase of the reflected signal is in high degree of fluctuation when the in between vehicles are concentrated around either the transmitter or the receiver.


Figure 3.2: The Phase shift vs the position of the reflecting vehicle from the receiver.

In general the received signal can be expressed as in [35] by

$$
\begin{equation*}
r(t)=\sum_{i=0}^{N-1} a_{i} e^{-j \Theta_{i}(t)} \tag{3.7}
\end{equation*}
$$

where $N$ is the number of received signals, $\Theta_{i}(t)=2 \pi\left(f_{c}+f_{d}\right) t+\Phi_{\Delta i}, f_{c}$ and $f_{d}$ are the carrier and the Doppler frequencies and $\Phi_{\Delta i}$ is the phase shift. The first component in Equation (3.7), which is the direct signal, is attenuated by the knife-edge diffraction model. This attenuation depends on the height and distance of the in between vehicles. The multipath components, which are reflected from vehicles within 100 m , will have different arrival times. At each time there will be up to four signals that have the same phase. While the components reflected from vehicles located in the middle will have almost the same arrival time as the direct one but with different phase. Figure 3.3 shows the impulse response of the modeled channel from which we can derive the power delay profile of the channel by averaging the
squares of the magnitudes as $\tau=\frac{a_{k}^{2}}{\sum_{k} a_{k}^{2}}$.


Figure 3.3: The impulse response of the modeled channel.

From the power delay profile, the mean excess delay,which is the first moment of the power delay profile, can be defined as

$$
\begin{equation*}
\bar{\tau}=\frac{\sum_{k} a_{k}^{2} \tau_{k}^{2}}{\sum_{k} a_{k}^{2}} \tag{3.8}
\end{equation*}
$$

From (3.8), the maximum excess delay can be defined as the excess delay of the last component that has a magnitude exceeds a certain threshold. The root mean square value (rms) delay spread, which is a measure of the variation of the delays about its mean, can be derived as

$$
\begin{equation*}
\sigma_{\tau}=\sqrt{\overline{\tau^{2}}-\bar{\tau}^{2}} \tag{3.9}
\end{equation*}
$$

The IEEE 802.11p is set to use the OFDM modulation technique with 64 subcarriers that are orthogonal to each other. Therefore, the guard interval $G I$ that precedes each symbol as shown in Figure 2.5, has to be longer than the time delay profile, that is longer than the maximum excess delay, to alleviate the impact of the Inter Symbol Interference (ISI) and maintain the symbols' orthogonality. At the same time increasing the GI more than needed will reduce the channel throughput. From the IEEE 802.11p specifications listed in Table 2.2, It can be seen that the Guard interval is $1.6 \mu s$ and the maximum excess delay in the high way scenario is $1.4 \mu s$ as measured by [36]. Although the guard interval is enough to eliminate the ISI in the highway scenario, it could be not enough for rural areas that exhibits longer maximum excess delay due to far reflecting objects.

To test for fading in VANETs, we define first the channel coherence bandwidth $B_{c}$, which is the reciprocal of the power delay profile, as a measure of a range of frequencies over which the channel is considered to be flat. If the frequency correlation function of the spectrum envelop is above 0.9 then the coherence bandwidth is estimated as $B_{c}=\frac{1}{50 \sigma_{\tau}}$ [35] and if it is above 0.5 then $B_{c}=\frac{1}{5 \sigma_{\tau}}$. If the bandwidth of the signal $B_{s}$ is less than the coherence bandwidth $B_{c}$ of the channel, then the channel will be considered as a flat fading channel where signal amplitude may vary (fade) but may not be distorted. On the other hand, if $B_{s} \gg B_{c}$ then the signal will go under frequency selective fading where its amplitude may not vary but will be distorted.

Since IEEE 802.11p uses OFDM signals, the frequency spacing between the subcarriers should be less than the coherence bandwidth of the channel to insure flat fading as

$$
\begin{equation*}
B_{s}=\frac{10 \mathrm{MHz}}{64 \text { subcarriers }}=156.25 \mathrm{KHz} \ll B_{c} . \tag{3.10}
\end{equation*}
$$

Moreover the spacing between adjacent carrier's frequencies must be much larger than the Doppler spread $B_{D}$ to insure that the multipath signals do not interfere with adjacent carriers such as

$$
\begin{equation*}
B_{s} \gg B_{D}=2 \frac{v}{\lambda}, \tag{3.11}
\end{equation*}
$$

where $v$ is the relative speed between vehicles and $\lambda$ is the wave length. Therefore, the following condition has to be assured to avoid fading

$$
\begin{equation*}
B_{c} \gg B_{s} \gg B_{D} . \tag{3.12}
\end{equation*}
$$

The rms delay spread $\sigma_{\tau}$ is reported in [37] as 400 ns for the NLOS scenario, hence the 0.9 coherence bandwidth can be calculated as 50 KHz which is less than the symbol frequency $B_{s}=156.25 \mathrm{KHz}$. This means that the received signal may suffer from frequency selective fading.

In vehicular environment, the propagation channel is considered to be a time-varying channel due to the motion of the transmitter, the receiver and other reflecting objects on the road. The coherence time $T_{c} \approx \frac{1}{f_{m}}$ of the channel is a statistical measure over which the channel can be considered invariant, where $f_{m}=v / \lambda$ is the maximum Doppler shift. In most cases they calculate the coherence time as $T_{c} \approx \frac{0.423}{f_{m}}$ [35]. We need to make sure that the symbol duration in OFDM, which is $T_{s}=8 \mathrm{~ms}$, is much less than the coherence time $T_{c}$ to insure slow fading channel. The training sequence sent before each packet is used to estimate the channel and detect its coherence time and this estimation will be used for the whole packet. Therefore, the packet duration has to be less than the coherence time to reduce the packet error probability.

If the maximum vehicle's speed is assumed to be $125 \mathrm{Km} / \mathrm{h}$, then the maximum relative speed between two vehicles moving in opposite directions is $250 \mathrm{Km} / \mathrm{h}$. Therefore, the maximum Doppler shift is $f_{m}=1.366 \mathrm{KHz}$ and the coherence time is

$$
\begin{equation*}
T_{c}=\frac{0.423}{1.366 \mathrm{KHz}}=310 \mu \mathrm{~s} \tag{3.13}
\end{equation*}
$$

which is the maximum packet length duration without distortion during transmission. Moreover the preamble duration, which is set to $(32 \mu s)$ as listed in Table 2.2, is much less than the coherence time of the channel and may not be enough to estimate the channel for long packet transmissions.

### 3.4 Simulation

To find the propagation model that best characterize VANETs' channel, two kinds of simulations are conducted, one by using MATLAB and the other by using Network simulator ns-2.33.

### 3.4.1 MATLAB simulations

We model Equation 3.7 using MATLAB and calculate the probability density function ( $p d f$ ) of the received signal envelop. To test this $p d f$ against the $p d f s$ of the probabilistic propagation models mentioned in section 3.2, we calculate the parameters of the Rayleigh, Ricean, Shadowing and Nakagami propagation models from the received signal itself. Figure 3.4 shows the $p d f$ s of the simulated signal and the aforementioned propagation models. We can see that the received signal is more close to the Ricean and Nakagami distributions since there is a diffracted LOS component.


Figure 3.4: The $p d f s$ of the received signal and propagation models.

Figure 3.5 shows the outage probability, which is the probability that the received signal power is below a certain threshold. It is also clear that the simulated outage probability is more close to the Ricean distribution. From Figures 3.4 and 3.5 , it can be concluded that Ricean and Nakagami models are more appropriate to describe the received signal in a highway scenario.


Figure 3.5: The simulated and analytical outage probability.

### 3.4.2 NS-2 simulations

The network simulator ns2.33 is used, which is a well known simulator in both academic and industrial fields in simulating and analyzing VANET's environment. The simulator has been extended to model VANETs by utilizing the IEEE 802.11p technology. The simulated network is mapped as circular bidirectional highway with a diameter of 2000 m ( 6283 m length) with 4 lanes in each direction. There are 600 vehicles on this highway segment and all of them equipped with DSRC and GPS technologies. The vehicles' speed ranges from 70 to $120 \mathrm{Km} / \mathrm{h}$ and their movements follow a microscopic mobility model where the instantaneous speed is influenced by front vehicle's speed and has to change lane if it decides to bypass another vehicle. Each vehicle is configured to broadcast a status message of size 250 Bytes periodically and all vehicles within its range are possible recipients. All configuration parameters are listed in Table 3.1. At the end we compare and analyze the different propagation models based on the packet delivery ratio and the time delay in receiving an ennergency message.

In the first simulation scenario, only one vehicle is broadcasting its status message; all other vehicles are potential recipients. We are interested in the successful ratio of the received

Table 3.1: Value of parameters used in simulation

| Parameter | Value |
| :--- | :---: |
| Data rate of IEEE802.11p | 6 Mbps |
| Message size | 250 Bytes |
| Vehicles speed | $70-120 \mathrm{~km} / \mathrm{h}$ |
| Vehicles density | $12 \mathrm{cars} / \mathrm{km} / \mathrm{lane}$ |
| Transmission power (Pt) | 0.001 |
| Received power threshold (RxThreshold) | $3.162 \mathrm{e}-12$ |
| Carrier sense threshold (CSThreshold) | $3.162 \mathrm{e}-12$ |
| Noise power threshold (Noise-floor) | $1.26 \mathrm{e}-13$ |
| Height of the Tx and Rx antennas | 1.5 m |
| Gain of the Tx and Tr antennas (Gt=Gr) | 4 |

messages at different distances from the transmitter.
For the Shadowing propagation model, we used 2.8 as the path loss exponent and 4 as a standard deviation as specified in [12] for the highway scenario. For the Nakagami propagation model, we used the parameters specified by [38]. Figure 3.6 shows the packet successful reception rate versus distance. It is obvious that different propagation models give very different results for the same setup. This means that choosing the propagation model in any simulation setup is a main factor to judge on the validity of the results. Therefore, conducting the simulations and analysis of VANETs based on a simple model such as the Free Space and Two-Ray models is not correct as proven by the MATLAB simulations.


Figure 3.6: The Success Ratio vs Distance.

In the second simulation scenario, we use the same parameters as in the first scenario except for two: the transmission power is increased to 0.002 W and all vehicles are transmitting their status messages periodically. One vehicle is configured to send an emergency safety message to all behind vehicles. We are interested in the time till the warning message reaches a distance of 2000 m . Figure 3.7 shows the time delay until the emergency message reaches the intended distance versus the status messages' sending rate (traffic load). It is obvious that the Two-Ray model suffers from high delay in a high traffic situation since all nodes within the range are competing to use the channel. While in the probabilistic models (Shadowing and Nakagami) not all nodes receive the signal successfully and so the number of nodes competing for the channel is less. It can be seen also that different propagation models give different results for the same scenario. This is a very serious issue in VANET especially in an accident situation where safety messages have to be propagated to all vehicles behind the accident in a short time. Using a simple model which assumes that all vehicles in the range receive the message successfully while in reality they are not, may result in fatal consequences.


Figure 3.7: Time delay vs Traffic load.

### 3.5 Summary

In conclusion, the radio channel in VANETs is very complex and has many parameters that affect the amplitude and phase of the received signal. Using simple models like the Free-Space and Two-Ray models is not accurate in all scenarios and may lead to wrong results. Our simulations using ns-2 show very different results for different propagation models. Therefore choosing the optimal model in each scenario is the challenge that faces researchers. The best way to model the radio channel is by conducting real experiments on the road. Our MATLAB simulations show that Ricean and Nakagami distributions are the appropriate models to describe the received signal in a highway scenario. Our results show that the simulated results agree with the analytical results.

## Chapter 4

## A New Mobility Model for Vehicular Ad hoc Networks

To get accurate results from the simulations of the designed applications and protocols, the analytical analysis and simulation setup should be built on a realistic mobility model that involve all constraints and facilities related to the vehicular movement. Therefore, in this chapter and based on the analysis and simulation results in Chapter 3, the communication range in the vehicular environment is studied. Moreover, a new mobility model is built, that takes into account the vehicle's follow-on safety rule, to accurately derive the relationship between vehicle's speed and network density. We also derive the distribution of vehicles on the road which affects the link availability and duration of connection between vehicles. It also determines the population size of vehicles within the transmitter's range and the number of vehicles in the two interfering (hidden terminal) areas.

### 4.1 Introduction and Related Work

The mobility model is a crucial part in analyzing and testing VANETs. Modeling vehicles mobility is quite challenging since the movement of each vehicle is constrained by many factors such as the road topology, neighbor vehicles' movements, the information advertised
on the messaging signs along the road, and the driver's reactions to these factors. In [39], a set of movement changes are introduced such as changing lanes, slowing down or even change routes to allow a micro-mobility behavior control. Other models, such as [40], studied drivers' reaction based on the movement of the neighboring vehicles.

In the literature, there are many studies on network connectivity for example [41]- [46]. Most of these studies are based on the assumption that nodes have stationary distribution. In [41], the authors presented an analytical model for multi hop connectivity assuming that vehicles positions are known by either simulations or observations. They assume the propagation of information is instantaneous with respect to vehicle's movement. In [42], the authors derived a mobility model for VANETs considering the arrival of vehicles to a service area as a Poisson distribution without including the follow-on safety rule. In [43] and [44], the authors derived the probability of connectivity assuming a uniform stationary distribution of nodes in the network. While in [45], an upper bound of the connectivity probability for a triangular lattice topology is derived, the authors in [46] studied the connectivity of VANETs considering only the free-flow state in a low density network. They used the common homogenous Poisson model in vehicular traffic theory in which the inter arrival times between vehicles are exponentially distributed without deriving the relationship between network density and vehicles average speed. They assume that vehicle's speed does not change over time which referred to as the constant speed model.

Many surveys of VANETs' mobility models have been conducted such as in [47] and [48]. They all agreed that mobility models have to be adaptable to all factors mentioned above to realistically characterize vehicles movements on the road. In [49], the authors argued that coupling more than one simulator is an important step towards a realistic VANET's mobility model. In [50], the authors discussed the need for bidirectional coupling of network simulation and road traffic microsimulation for evaluating IVC protocols. They developed the hybrid simulation framework Veins (Vehicles in Network Simulation), which is composed of the network simulator OMNeT++ [51] and the road traffic simulator SUMO. Therefore,
coupling the MOVE [52] mobility model with the micro-traffic simulator SUMO [53], that produces realistic vehicle movement traces for the network simulator ns-2, could exhibit the real vehicles' movement on the road.

### 4.2 Communication Range

Since VANETs have many moving and stationary objects that can reflect, scatter, diffract or even block the signal, the received signal by any vehicle is composed of many reflected signals with randomly distributed amplitudes and phases. Recently many researches have paid more attention to the vehicle-to-vehicle (V2V) channel propagation models. In [54], we showed that VANETs fading channel could be characterized by Rician distribution for short distances and tends toward Rayleigh distribution for large distances. Therefore, the Nakagami fading distribution whose parameters can be adjusted to fit a variety of empirical measurements and can model Rayleigh and Rician distributions is used. The Nakagami model has a probability density function $(p d f)$ of the received signal power $(x)$ [55] as

$$
\begin{equation*}
P_{z^{2}}(x)=\left(\frac{m}{P_{r}}\right)^{m} \frac{x^{m-1}}{\Gamma(m)} e^{-\frac{m x}{P_{r}}}, \text { for } x \geq 0 \tag{4.1}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function, $P_{r}=\frac{P_{t} K}{r^{\alpha}}$ is the average received power, $r$ is the distance in meters, $\alpha$ is the path loss exponent, $K=G_{t} G_{r}\left(\frac{C}{4 \pi f_{c}}\right)^{2}, C$ is the speed of light, $f_{c}=$ $5.9 G H z$ is the carrier frequency, $G_{t}$ and $G_{r}$ are the transmitter's and receiver's antenna gains respectively and $m$ is the fading factor. For $m=1$, the Nakagami distribution reduces to Rayleigh and for $m=\frac{(k+1)^{2}}{2 k+1}$, it approximates a Rician distribution with parameter $k$ which is the ratio of power in the line-of-sight to the power in the none line-of-sight.

From (4.1), we can calculate the CDF of the communication range, following the same
approach as in [56], when the received power is greater than the threshold $P_{t h}$ as

$$
\begin{align*}
F_{R}(r) & =1-P\left(x \geq P_{t h}\right)  \tag{4.2}\\
& =1-\int_{P_{t h}}^{\infty} P_{z^{2}}(x) d x
\end{align*}
$$

Substituting (4.1) in (4.2) and some manipulation, the CDF can be written as

$$
\begin{align*}
F_{R}(r) & =1-\left(\frac{m}{P_{r}}\right)^{m} \frac{1}{\Gamma(m)} \int_{P_{t h}}^{\infty} x^{m-1} e^{-\frac{m x}{P_{r}}} d x  \tag{4.3}\\
& =1-\frac{1}{\Gamma(m)} \sum_{i=0}^{m-1} \frac{(m-1)!}{(m-1-i)!}\left(\frac{m P_{t h}}{P_{r}}\right)^{m-1-i} e^{-\frac{m P_{t h}}{P_{r}}}
\end{align*}
$$

The average value of the communication range $E[R]$ can be derived as

$$
\begin{equation*}
E[R]=\int_{0}^{\infty}\left(1-F_{R}(r)\right) d r . \tag{4.4}
\end{equation*}
$$

Substituting (4.3) in (4.4) and integrating over the limits, we have

$$
\begin{equation*}
E[R]=\bar{R}=\frac{1}{\alpha \Gamma(m)} \sum_{i=0}^{m-1} \frac{(m-1)!}{(m-1-i)!} \Gamma\left(m-1-i+\frac{1}{\alpha}\right)\left(\frac{m P_{t h}}{P_{t} K}\right)^{-\frac{1}{\alpha}} . \tag{4.5}
\end{equation*}
$$

To derive the average carrier sense range $\left(E\left[L_{C S}\right]\right)$ where nodes can sense the packet but could not receive it, the same procedure as in (4.5) is followed except for the received power threshold $\left(P_{C S}\right)$, which will be defined as a percentage of the threshold $P_{t h}$ as

$$
\begin{equation*}
P_{C S}=\rho P_{t h}, \tag{4.6}
\end{equation*}
$$

where $\rho \in(0,1]$. Therefore, the expected carrier sense range will be:

$$
\begin{equation*}
E\left[L_{C S}\right]=\frac{E[R]}{\sqrt[\alpha]{\rho}} \tag{4.7}
\end{equation*}
$$

In the following, we may use interchangeably $\bar{R}$ or $R$ to represent the average communication range, and $E\left[L_{C S}\right]$ or $L_{C S}$ to represent the average carrier sense range. It is also


Figure 4.1: Simplified one dimensional highway scenario in each direction of the road.
assumed that the communication range covers the width of the road.

### 4.3 Mobility Model

The proposed VANET mobility model is built based on a one way multi lane highway segment [57]. In VANETs, the communication range is much larger than the width of the road, therefore, the network in each direction of the road is simplified as a one dimensional VANET as shown in Figure 4.1. Vehicles will follow the direction of the road with a speed uniformly distributed between $V_{\min }$ and $V_{\max }$ with mean $\mu=\frac{v_{\min }+v_{\max }}{2}$ and variance $\sigma^{2}=\frac{\left(v_{\max }-v_{\min }\right)^{2}}{12}$. In this model, we are interested in the distribution of vehicles on the road, number of vehicles $\left(N_{c}\right)$ around the transmitter (contention region) and the number of vehicles $\left(N_{h}\right)$ in the hidden terminal areas (interference region).

In this model, an arbitrary starting point of the highway is first defined, and the number of vehicles that cross the starting point in each lane (assume the road has $N_{l}$ lanes) is modeled as Poisson process with average rate $\beta_{i}$ vehicles/s for the $i$ th lane, such that the total number of vehicles per second that cross that point is

$$
\begin{equation*}
\beta=\sum_{i=1}^{N_{l}} \beta_{i} . \tag{4.8}
\end{equation*}
$$

Empirical studies [58] show that the Poisson process is sufficiently accurate assumption for modeling vehicles' arrival process in a highway scenario. It is assumed that vehicles move independently of each other; hence, the total distance that a vehicle travels during
an interval of $(0, t)$ approaches a normal distribution and the inter-distance between two vehicles crossed that point with time difference $\tau_{d}$ also has normal distribution. For more details, this model is published in [57].

To find the probability of having $N_{c}$ vehicles within the range of any tagged vehicle, the mobility model in [59] is extended to include the minimum safety distance between vehicles in each lane ( $t_{s}$ seconds rule). This means that the following vehicle, which is traveling with speed $V_{j}$, has to keep a safe distance $\left(d_{t h}\right)$ from the in front vehicle such that $d_{t h}>V_{j} t_{s}$ to avoid an accident if the front vehicle stops suddenly. This minimum distance is a random variable and depends on the following vehicle's speed $V_{j}$ if a fixed $t_{s}$ is assumed, which is the response time for a driver to react on a sudden incident. Moreover, the following two cases are considered: low density and high density networks.

### 4.3.1 Low Density Network

In this case, we assume that the number of vehicles that cross the defined reference point is small such that the inter arrival time $\left(\tau_{d}=\frac{1}{\beta_{i}}\right)$ between vehicles in the $i$ th lane is larger than $t_{s}$. Therefore, in this case, the safety distance does not appear in the analysis since the distance between vehicles is assumed to be larger than the safety distance.

The movement of each vehicle will follow the direction of the road and consists of a sequence of random length intervals that have an exponential distribution with mean $\frac{1}{\alpha}$. Therefore, the distribution of the number of mobility intervals $M(t)$ is a Poisson process with mean $\alpha t$. During each interval, each vehicle selects a random constant speed from the interval $\left[v_{\min }, v_{\max }\right]$. Therefore, during an interval $m$ of length $T_{m}$, the vehicle $n$ travels a distance $D_{m}^{n}=v_{m}^{n} \cdot T_{m}^{n}$, where $v_{m}^{n}$ is the speed of vehicle $n$ in the interval $T_{m}$. Considering vehicles have the same mobility model, therefore, the superscript $n$ can be eliminated. The speeds of all vehicles during each interval is modeled by uniform distribution with mean $\mu=\frac{v_{\text {min }}+v_{\text {max }}}{2}$ and variance $\sigma^{2}=\frac{\left(v_{\text {max }}-v_{\text {min }}\right)^{2}}{12}$. We assume that vehicles move independently of each other, this means that drivers can choose any speed from $\left[v_{\min }, v_{\max }\right]$ within any
interval and always there is a possibility to change lane.
Since the average number of intervals during the time $[0, t]$ is $\alpha t \gg 1$, the total distance that a vehicle travels during this interval is

$$
\begin{equation*}
D(t)=\sum_{m=1}^{M(t)} D_{m}=\sum_{m=1}^{M(t)} v_{m} \cdot T_{m} \tag{4.9}
\end{equation*}
$$

It is clear that $D(t)$ is a Compound Poisson process that has mean and variance as in [60]

$$
\begin{align*}
& E[D(t)]=\alpha t E\left[v_{m} \cdot T_{m}\right]=\frac{v_{\min }+v_{\max }}{2} t=\mu t  \tag{4.10}\\
& \operatorname{Var}[D(t)]=\alpha t E\left[\left(v_{m} \cdot T_{m}\right)^{2}\right]=\frac{2 t}{\alpha}\left(\sigma^{2}+\mu^{2}\right) \tag{4.11}
\end{align*}
$$

As $t$ increases, $D(t)$ approaches a normal distribution with the same mean $E[D(t)]$ and variance $\operatorname{Var}[D(t)]$.

To find the neighboring probability, i.e. the probability of having $k$ vehicles within the range of any tagged vehicle, a reference vehicle is defined to arrive at the starting point of the highway at $t=0$. The arrival event is denoted by $A(0)$. If a vehicle arrives at the same point a period of time $\tau$ after the reference vehicle, then the mean and variance of its distance at time $t$ will be

$$
\begin{gather*}
E[D(t-\tau)]=\alpha(t-\tau) E\left[v_{m} \cdot T_{m}\right]=\frac{v_{\min }+v_{\max }}{2}(t-\tau)=\mu(t-\tau),  \tag{4.12}\\
\operatorname{Var}[D(t-\tau)]=\alpha(t-\tau) E\left[\left(v_{m} \cdot T_{m}\right)^{2}\right]=\frac{2(t-\tau)}{\alpha}\left(\sigma^{2}+\mu^{2}\right) . \tag{4.13}
\end{gather*}
$$

Hence, their inter-distance $D_{d}=D(t)-D(t-\tau)$ has also a normal distribution with mean and variance as

$$
\begin{gather*}
E\left[D_{d}\right]=\mu_{d}(\tau)=\mu \tau  \tag{4.14}\\
\operatorname{Var}\left[D_{d}\right]=\sigma_{d}^{2}(\tau)=\frac{2(2 t-\tau)}{\alpha}\left(\sigma^{2}+\mu^{2}\right) \tag{4.15}
\end{gather*}
$$

If $n$ vehicles arrived in the period of $[0, t]$ and since each arrival time is uniformly distributed over this interval, then the conditional probability $P_{\bar{R}}(t \mid A(0))$ that a vehicle is within the range of the reference vehicle at time $t$ conditioned on that the reference vehicle arrived at $t=0$ is

$$
\begin{equation*}
P_{\bar{R}}(t \mid A(0))=\frac{1}{t} \int_{0}^{t} \int_{-\bar{R}}^{\bar{R}} \frac{1}{\sqrt{2 \pi \sigma_{d}^{2}}} \exp ^{-\frac{\left(x-\mu_{d}\right)^{2}}{2 \sigma_{d}^{2}}} d x d \tau \tag{4.16}
\end{equation*}
$$

Let $N(t)$ denote the number of vehicles at time $t$ within the range $\bar{R}$ of the reference vehicle given that $n$ arrivals, then the conditional probability of having $k$ vehicles within this range in the $i$ th lane at time $t$ can be derived as

$$
\begin{align*}
P_{k}(t \mid A(0)) & =P(N(t)=k) \\
& =\sum_{n=k}^{\infty} P[N(t)=k \mid n \text { arrivals in }(0, t)] \frac{e^{-\beta_{i} t}\left(\beta_{i} t\right)^{n}}{n!} . \tag{4.17}
\end{align*}
$$

Because each vehicle from the $n$ arrivals will be within the range of the reference vehicle at time $t$ according to independently identically distributed Bernoulli trials, then the probability of having $k$ vehicles within the range is

$$
\begin{equation*}
P[N(t)=k \mid n \text { arrivals in }(0, t)]=\binom{n}{k}\left(P_{\bar{R}}(t \mid A(0))\right)^{k}\left(1-P_{\bar{R}}(t \mid A(0))\right)^{n-k} . \tag{4.18}
\end{equation*}
$$

By substituting (4.18) in (4.17), then

$$
\begin{equation*}
P_{k}(t \mid A(0))=P(N(t)=k)=\frac{\left[\beta_{i} t P_{\bar{R}}(t \mid A(0))\right]^{k}}{k!} e^{-\beta_{i} t P_{\bar{R}}(t)} \tag{4.19}
\end{equation*}
$$

Equation (4.19) shows that the number of vehicles within the reference vehicle's range can be modeled by a Poisson process with parameter $\left(\phi=\beta_{i} t P_{\bar{R}}(t)\right)$. Therefore, the average number of vehicles that arrive after the reference vehicle and stay within its range at the
steady state is

$$
\begin{align*}
\phi & =\beta_{i} \lim _{t \rightarrow \infty} t P_{\bar{R}}(t \mid A(0)) \\
& =\beta_{i} \lim _{t \rightarrow \infty} \int_{0}^{t} \int_{-\bar{R}}^{\bar{R}} \frac{1}{\sqrt{2 \pi \frac{2(2 t-\tau)}{\alpha}\left(\sigma^{2}+\mu^{2}\right)}} e^{-\frac{(x-\mu \tau)^{2}}{2 \frac{2(2 t-\tau)}{\alpha}\left(\sigma^{2}+\mu^{2}\right)}} d x d \tau . \tag{4.20}
\end{align*}
$$

Substituting $y=2 t-\tau$ yields

$$
\begin{equation*}
\phi=\beta_{i} \lim _{t \rightarrow \infty} \int_{-\bar{R}}^{\bar{R}} \int_{t}^{2 t} \frac{1}{\sqrt{2 \pi \frac{2 y}{\alpha}\left(\sigma^{2}+\mu^{2}\right)}} e^{-\frac{4 \mu^{2} y}{2 \frac{2}{\alpha}\left(\sigma^{2}+\mu^{2}\right)}} d y d x \tag{4.21}
\end{equation*}
$$

let $z=\sqrt{\frac{4 \mu^{2} y}{\frac{2}{\alpha}\left(\sigma^{2}+\mu^{2}\right)}}$ and take the limit to infinity

$$
\begin{equation*}
\phi=\beta_{i} \frac{1}{\mu} \int_{-\bar{R}}^{\bar{R}} \int_{0}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z d x=\frac{\beta_{i} \bar{R}}{\mu} . \tag{4.22}
\end{equation*}
$$

Proposition 1 For vehicles that arrive before the reference vehicle, the probability that a vehicle falls within the reference vehicle's range is the same as in (4.16) and the probability of having $k$ vehicles from $n$ vehicles that arrive before the reference vehicle to be within its range is the same as in (4.19).

To prove this, we follow the same approach as in the previous case assuming that a vehicle arrives at time $\tau$ before the tagged vehicle. Therefore, its distance from the reference vehicle has a mean of $\mu_{d}=-\mu \tau$ and variance of $\sigma_{d}^{2}=\frac{2(2 t+\tau)}{\alpha}\left(\sigma^{2}+\mu^{2}\right)$. Since $\tau \in[-\infty, 0]$ in this case and by substituting this mean and variance in (4.16), the result will be the same as (4.19). Since the sum of two independent Poisson processes is a Poisson process with rate equal to the sum of their rates, then the conditional probability of having $k$ vehicles within the range of the reference vehicle and moving in the same direction at the steady state is:

$$
\begin{equation*}
P_{2 \bar{R}}(k \mid A(0))=\frac{\left(\frac{2 \beta_{i} \bar{R}}{\mu}\right)^{k}}{k!} e^{-\frac{2 \beta_{i} \bar{R}}{\mu}} . \tag{4.23}
\end{equation*}
$$

Proposition 2 Let the probability of having $k$ vehicles within a range of $2 \bar{R}$ from one direction at any time be denoted as $P_{2 \bar{R}}^{\prime}(k)$, then $P_{2 \bar{R}}^{\prime}(k)=P_{2 \bar{R}}(k \mid A(0))$.

Due to the memoryless property of the Poisson process, $P_{2 \bar{R}}(k \mid A(0))=P_{2 \bar{R}}^{\prime}(k) P(A(0)) / P(A(0))=$ $P_{2 \bar{R}}^{\prime}(k)$.

Therefore, in this case the probability of having $N_{c_{i}}=k$ vehicles within the communication range of the tagged vehicle (that is within a distance of $2 \bar{R}$ ) in the $i$ th lane is

$$
\begin{equation*}
P_{2 \bar{R}}\left(N_{c_{i}}=k\right)=\frac{\left(\frac{2 \beta_{i} \bar{R}}{\mu}\right)^{k}}{k!} e^{-\frac{2 \beta_{i} \bar{R}}{\mu}} \tag{4.24}
\end{equation*}
$$

and the average number of vehicles around the tagged vehicle in the $i$ th lane is

$$
\begin{equation*}
\overline{N_{c_{i}}}=\frac{2 \beta_{i} \bar{R}}{\mu} \tag{4.25}
\end{equation*}
$$

The probability of having $N_{h_{i}}=k$ vehicles within the carrier sense range of the tagged vehicle is

$$
\begin{equation*}
P_{2 L_{C S}}\left(N_{h_{i}}=k\right)=\frac{\left(\frac{2 \beta_{i} \bar{R}}{\mu \sqrt{p}}\right)^{k}}{k!} e^{-\frac{2 \beta_{i} \bar{R}}{\mu \sqrt[\alpha]{p}}} . \tag{4.26}
\end{equation*}
$$

### 4.3.2 High Density Network

In this case, the number of vehicles that cross the reference point is large such that the inter arrival time between two following vehicles is less than the safety time $t_{s}$. As a consequence, the inter distance between two neighboring vehicles in one lane is less than the threshold distance as

$$
\begin{equation*}
d_{i}=V_{f} \tau_{d}<V_{j} t_{s} \tag{4.27}
\end{equation*}
$$

where $V_{f}$ and $V_{j}$ are the in front and following vehicles' speeds on the $i$ th lane, respectively. In this case, the following vehicle has to reduce its speed in order to avoid an accident. To derive an expression for this reduction in speed, the system is modeled as a single server Poisson arrival queue as shown in Figure 4.2. A vehicle is immediately served if the server


Figure 4.2: Single server queue model.
is empty and its service time $(S)$ will be $\left(S+\frac{1}{\beta_{i}}\right) \times V_{f}=V_{j} t_{s}$ and therefore

$$
\begin{equation*}
S=\frac{V_{j}}{V_{f}} t_{s}-\frac{1}{\beta_{i}} . \tag{4.28}
\end{equation*}
$$

On the other hand, if a vehicle finds another one is being served (i.e. reducing its speed to maintain the threshold distance), the new vehicle should wait in the queue for time $B_{1}$ until the first one finishes the service (that is the distance which the vehicle traveled equals $\left.d_{t h}\right)$. If another vehicle arrives during the time $(S)$, it will wait in the queue until all vehicles in front of it have been served, that is, the distance between any two neighboring vehicles is at least equal to $d_{t h}$. After that, vehicles would move according to new speed limits which reflect this increase in the inter distances between vehicles. Since the arrival time is Poisson with rate $\beta_{i}$, the number of vehicles $(N(s))$ that will arrive during the time $S$ has Poisson distribution and the server busy time can be modeled as

$$
\begin{equation*}
B=S+\sum_{i=1}^{N(S)} B_{i} . \tag{4.29}
\end{equation*}
$$

However, for given $S, \sum_{i=1}^{N(S)} B_{i}$ is a Compound Poisson distribution and its mean $E[B]$ can be derived as

$$
\begin{equation*}
E[B]=\frac{E[S]}{1-\beta_{i} E[S]}, \tag{4.30}
\end{equation*}
$$

where $E[$.$] is the expected value.$

To derive $E[S]$, it is seen from (4.28) that $S$ has a ratio distribution and its mean value is

$$
\begin{equation*}
E[S]=E\left[\frac{V_{j}}{V_{f}}\right] t_{s}-\frac{1}{\beta_{i}} . \tag{4.31}
\end{equation*}
$$

Define a random variable $Z=\frac{V_{j}}{V_{f}}$ which has values in the interval $\left(\frac{V_{\text {min }}}{V_{\text {max }}}, \frac{V_{\text {max }}}{V_{\text {min }}}\right)$; hence the $p d f$ of $Z$ can be derived as

$$
f_{Z}(z)= \begin{cases}\frac{1}{2\left(V_{\text {max }}-V_{\text {min }}\right)^{2}}\left(V_{\text {max }}^{2}-\frac{V_{\text {min }}^{2}}{z^{2}}\right), & \frac{V_{\text {min }}}{V_{\text {max }}} \leq z<1  \tag{4.32}\\ \frac{1}{2\left(V_{\text {max }}-V_{\text {min }}\right)^{2}}\left(\frac{V_{\text {max }}^{2}}{z^{2}}-V_{\text {min }}^{2}\right), & 1 \leq z<\frac{V_{\text {max }}}{V_{\text {min }}} \\ 0, & \text { otherwise. }\end{cases}
$$

Therefore, $E[Z]$ can be derived as

$$
\begin{equation*}
E[Z]=\frac{V_{\max }+V_{\min }}{2\left(V_{\max }-V_{\min }\right)} \ln \left(\frac{V_{\max }}{V_{\min }}\right) . \tag{4.33}
\end{equation*}
$$

Substituting (4.33) in (4.31), we have

$$
\begin{equation*}
E[S]=\frac{V_{\max }+V_{\min }}{2\left(V_{\max }-V_{\min }\right)} \ln \left(\frac{V_{\max }}{V_{\min }}\right) t_{s}-\frac{1}{\beta_{i}} . \tag{4.34}
\end{equation*}
$$

Substituting (4.34) in (4.30), the average server busy time is

$$
\begin{equation*}
E[B]=\frac{\frac{V_{\max }+V_{\min }}{2\left(V_{\max }-V_{\min }\right)} \ln \left(\frac{V_{\max }}{V_{\min }}\right) t_{s}-\frac{1}{\beta_{i}}}{1-\beta_{i}\left[\frac{V_{\max }+V_{\min }}{2\left(V_{\max }-V_{\min }\right)} \ln \left(\frac{V_{\max }}{V_{\min }}\right) t_{s}-\frac{1}{\beta_{i}}\right]} \tag{4.35}
\end{equation*}
$$

Equation (4.35) represents the average time that a vehicle will wait in the queue such that the inter distance between two following vehicles in one lane is greater than or equal to the threshold distance $d_{t h}$. To reflect this waiting time on the real scenario on the road, vehicles in our model will reduce their speed proportionally with $E[B]$ which is normalized by the average number of vehicles within the range $\mu_{n}=\frac{\beta_{i} \bar{R}}{\mu}$. The more waiting time, the more reduction in the average speed of all following vehicles until it reaches zero speed,
defined as a jam state. In this state vehicles will come to a complete stop or move in a speed close to zero. Therefore, it is assumed that each vehicle occupies a space of 10 meters on average and this is the maximum vehicle density a road lane can handle. The new speeds and their mean, as a function of their old values, are given respectively as

$$
\begin{align*}
& V_{\max _{[n e w]}}=V_{\max _{[o l d]}} e^{-\varepsilon \frac{E[B]}{\mu_{n}}},  \tag{4.36}\\
& V_{\min _{[n e w]}}=V_{\min _{[0 l d]}} e^{-\varepsilon \frac{E[B]}{\mu_{n}}},  \tag{4.37}\\
& \mu_{\text {new }}=\frac{V_{\max _{[\text {new }]}}+V_{\min _{[n e w]}}}{2}, \tag{4.38}
\end{align*}
$$

where $\varepsilon \in(0,1]$ is the fraction of vehicles that follow the following distance safety rule. For example, if $\varepsilon=0.8$, this means that $80 \%$ of the drivers on the road will follow this rule. This percentage will vary from country to country and from city to city, even each lane on a road could have a different value.

From the new values of the maximum and minimum vehicle speeds in (4.36) and (4.37), respectively, it is required to calculate a new value of $E[S]$ as $E[S]_{\text {new }}$ and substitute it in Equation (4.35) to calculate a new value of $E[B]$ as $E[B]_{\text {new }}$. The new distribution of vehicles will be a new Poisson but with different mean $\frac{2 \bar{R} \beta_{i}}{\mu_{\text {new }}}$ if the condition $\beta_{i} E[S]_{\text {new }}<1$ is satisfied. Otherwise, the road reaches the jam state. Therefore, the average number of vehicles $\left(N_{c_{i}}\right)$ within the communication range of any tagged vehicle in the $i$ th lane will be

$$
N_{c_{i}}= \begin{cases}\frac{2 \bar{R} \beta_{i}}{\mu}, & E[S]=0  \tag{4.39}\\ \frac{2 \bar{R} \beta_{i}}{\mu_{\text {ew }}}, & E[S] \neq 0, \beta_{i} E[S]_{\text {new }}<1 \\ \frac{2 \bar{R}}{10}, & E[S], \neq 0, \beta_{i} E[S]_{\text {new }} \geq 1\end{cases}
$$

The vehicles arriving rate and average speed could vary from lane to lane. The left most lane could have higher average speed and arriving rate than the right most lane. To find the total number of vehicles within the communication range of the transmitter, one can
use (4.39) to calculate the number of vehicles $N_{c_{i}}$ in each lane and sum them all such that $N_{c}=\sum_{i=1}^{N_{l}} N_{c_{i}}$. Without loss of generality, assuming that all lanes have the same arriving rate and average speed, then the total number of vehicles that are located within the range of the transmitter is

$$
N_{c}= \begin{cases}\frac{2 \bar{R} \beta}{\mu}, & E[S]=0  \tag{4.40}\\ \frac{2 \bar{R} \beta}{\mu_{\text {new }}}, & E[S] \neq 0, \beta E[S]_{\text {new }}<1 \\ \frac{2 \bar{R}}{10} N_{l}, & E[S] \neq 0, \beta E[S]_{\text {new }}>1\end{cases}
$$

### 4.4 Mobility Model Validation

In this section, we used the same ns2 simulation setup as in Chapter 3. In this setup, we are interested in the number of vehicles within the communication range of the tagged vehicle.

To compare the accuracy of the proposed mobility model with mobility models based on Poisson distribution, the average number of vehicles within the transmitter's range is plotted in Figure 4.3 as a function of the vehicles' arriving rate. Note that the Poisson models do not take into account the follow-on safety rule, the increase in vehicles arriving rate, or the maximum road capacity. From the numerical results in Figure 4.3, it is shown that the proposed model is more accurate in predicting the number of vehicles around the transmitter than other models that use only one Poisson distribution. It can be seen that as the number of vehicles arriving at the reference point increases, the number of vehicles will start to deviate from the conventional model assumption until it reaches a point where it stays constant. This is the jam scenario case where vehicles start to backlog on the road, decreasing the inter distance between them as a result of decreasing their speed. This is also obvious from Figure 4.4 which shows how vehicles average speed and density are affected by the increase of their arrival rate.


Figure 4.3: Number of vehicles within the communication range of the transmitter.


Figure 4.4: Vehicle density and their normalized average speed vs vehicle arriving rate.

### 4.5 Summary

In this chapter, we derived the communication range and the carrier sense range based on the physical wireless channel analysis and the propagation model that best characterize VANETs as conducted in Chapter 3. We also introduced a new mobility model in which
the relationship between vehicle density, speed and the follow-on distance rule is derived. The model is accurate in deriving the number of vehicles within the communication range as shown in the simulation results. These results will help in designing and analyzing all proposed algorithms and protocols.

## Chapter 5

## A New Broadcast Protocol For

## Vehicular Ad hoc Networks Safety

## Applications

### 5.1 Introduction

Broadcasting in Vehicular Ad hoc Networks (VANETs) is a major building block for discovery, routing and localization functions. As those wireless networks tend to grow in terms of number of vehicles within a certain geographic area, their applications that use broadcasting will face a challenge in managing the channel capacity to ensure a good performance in terms of throughput, fairness and broadcast coverage. If one vehicle is involved in an accident, it has to send a warning message to all surrounding vehicles to avoid a chain collision.

The communication range is a critical parameter to enable distant drivers to react in a short time. If all vehicles act greedily by maximizing their range, the message will reach its destination in less number of hops. As a consequence more vehicles will contend at every point for using the same channel which may collapse due to increased collisions. On the other hand, a short transmission range will result in more hops and delay but reduces the
interfering traffic. By adapting the transmission range as a function of network density, delay, data rate and sending rate, vehicles can adjust their transmission power to reduce channel contention.

In most cases, not all vehicles within a one hop range receive the message successfully due to hidden terminal problem. Therefore the message has to propagate in a multi hop fashion. If all vehicles try to rebroadcast the same message as in flooding, there will be more contention in using the channel and the message could be lost due to collisions. Moreover many of these rebroadcasts are redundant since they cover almost the same area. This is known as the broadcast storm problem. Prioritizing one vehicle over the other to rebroadcast the message is a problem that will be addressed in this chapter.

### 5.2 Related Work

Many solutions have been proposed to predict the maximum one hop range in mobile ad-hoc networks(MANETs) [61], [62] and [63]. While the authors in [61] found the optimal range from a pre-calculated scenario for a specific network, the authors in [62] proposed the average one hop distance without including the effect of the hidden terminal problem.

There are also many proposed solutions to handle the broadcast storm problem which can be classified as either probability, priority or timer based solutions. In probability based solutions, each vehicle assigned a certain probability to rebroadcast the message based on a certain metric. In priority based techniques, vehicles give high priority to emergency messages and low priority to normal messages. This approach does not solve the broadcast storm problem but rather reduces the contention in using the channel. In timer based techniques, each vehicle will be assigned a time slot to either rebroadcast the message or not if it hears the message from farther vehicle than itself. This approach suffers from the long waiting time before the message is propagated to the next hop especially in sparse networks.

The authors in [64] presented five schemes to alleviate the impact of the broadcast storm
problem by prohibiting some nodes from re-broadcasting and favoring others depending on their location and their knowledge of how many times the message has been broadcasted. The authors in [65] introduced three broadcast suppression techniques: weighted p-persistence, slotted 1-persistence and slotted p-persistence schemes. In weighted p-persistence scheme, the vehicle calculates its probability to rebroadcast or not based on its distance from the transmitter. While in slotted p-persistence scheme, the vehicle waits for a ceratin time before it rebroadcasts the message based on its calculated probability as in weighted ppersistence schemes. The waiting time depends on the inter distance from the transmitter to the receiver. The farthest vehicles will have shorter waiting times. In [66], the authors introduced an algorithm to favor one vehicle over the others in a certain range by reducing the time it should wait before contending to retransmit the message. A power control algorithm is introduced in [67] to reduce the contention between nodes in a single hop by limiting the maximum power assignment for each node. In [68], the authors introduced a probabilistic re-broadcasting scheme depending upon the surrounding traffic density called probabilistic inter-vehicle geocast (p-IVG). In this protocol, the vehicle waits a certain time depending only on the inter-distance between the transmitter and the receiver and selects a random number between $[0,1]$. If the selected number is less than the reciprocal of the vehicles density, the vehicle re-broadcasts the message when its timer is expired; otherwise it will drop the message. In [69], a new message dissemination protocol called Adaptive Traffic Beacon (ATB) is introduced for non safety applications. In [70], the authors introduce a distributed broadcast protocol that relies only on local topology information for handling broadcast messages in VANETs. They based their protocol on flooding that makes no assumptions about the underlying road topology.

All previous schemes assume that vehicles use certain one hop broadcast range without taking into account the interference from the hidden terminal areas and did not include the network density in calculating the rebroadcast probability and the waiting time. This will decrease the message reception rate and increase the message travel time to reach distant
vehicles. In VANETs, the range has to change according to the network density where the need for small range in high density networks to reduce interference from the hidden terminals and long range in sparse networks to reduce link ruptures. Therefore, we present a model to find the recommended maximum one hop range and thus to minimize the channel contention and the impact of the hidden terminal problem. We also propose a distributed scheme to alleviate the impact of the broadcast storm problem taking into account the network density and the received signal strength in favoring one node over the others to rebroadcast the message. Including the network density in calculating the rebroadcast probability and the waiting time is the major contribution in this scheme. We will compare our proposed scheme with the weighted and slotted p-persistence schemes in [65], flooding and p-IVG in [68]. These protocols, except flooding, are the most relevant algorithms to our work since they are probability and time based protocols.

### 5.3 Maximum Range of a Broadcast Message

To find the recommended maximum range, we built a geometric model that minimizes the likelihood of a collision given that all vehicles are distributed according to a Poisson distribution with average density $\lambda_{v}=\frac{\beta_{i}}{\mu}$ vehicles/m/lane, where $\beta_{i}$ is the vehicles' arriving rate in the $i$ th lane and $\mu$ is the vehicles' average speed as derived and discussed in Chapter 4. Vehicles use $C S M A / C A$ protocol and send packets according to a Poisson distribution with average rate $\lambda_{s}$ (packets/sec). All packets are of the same length L Bits and need the same average time $T=\frac{L}{r_{d}}$ seconds to transmit, where $r_{d}$ is the used data rate.

In VANETs, the Nakagami distribution is used to characterize the vehicular environment as discussed in Chapter 4. In this chapter, we use the worst case scenario where we assume a high density network. Therefore, we set the fading factor $m=1$ since the LOS component of the received signal is weak. For Nakagami distribution with fading factor $m=1$, it will reduce to a Rayleigh distribution. Assuming that all vehicles have the same transmitting
power ( that is the same communication range $R$ meters), the carrier sense range is the same as communication range, and a vehicle will receive the transmitted signal successfully if the received power is higher than a certain threshold $P_{t h}$. Therefore, vehicles within the range $R$ of the transmitter have higher probability to receive the message and lower probability outside this range. If more than one transmission is initiated to a receiver within the same range then a collision will occur and the packet will be discarded. In Rayleigh model, the probability of the received signal power $\left(P_{r}\right)$ to be higher than a certain threshold $P_{t h}$ is

$$
\begin{equation*}
P\left(P_{r} \geq P_{t h}\right)=e^{-\frac{P_{t h}(4 \pi)^{2}}{P_{t} G_{t} G_{r} \lambda^{2}} R^{2}} \tag{5.1}
\end{equation*}
$$

where $P_{t}, G_{t}, G_{r}$, and $\lambda$ are the transmitted power, the transmitter antenna gain, the receiver antenna gain, and the wave length in meters respectively.


Figure 5.1: Geometric model for the highway scenario.

Figure 5.1 shows the geometric model in our approach which is built along a highway segment with $N_{l}$ lanes. If the tagged vehicle $S$ is using the channel in the current time slot, all vehicles within its range will defer from transmitting. All vehicles outside the range $R$ but not far than $2 R$ from the transmitter $S$ will act as hidden terminals to the current transmission. If one of the hidden terminals (vehicle $I$ ) starts transmitting during the transmission of $S$, it will cause the reception of some nodes in the range $R$ to fail. Therefore the challenge is to
maximize the communication range $R$ under a given degree of interference from the hidden terminals, which can be measured by the average number of interfering (hidden terminal) nodes $E\left[I_{t}\right]$ in the two hidden terminal areas shown in Figure 5.1.

Since each vehicle is modeled as an independent Poisson process to transmit its messages with average sending rate $\lambda_{s}$, therefore each vehicle will transmit with a probability of $\left(1-e^{-\lambda_{s} 2 T}\right)$ in the time interval $[0,2 T]$. We used double the transmission period since unslotted CSMA needs both the current and the previous transmission periods to be quiet for successful reception from the recipient. Moreover not all vehicles within the range $R$ receive the packet successfully because of the probabilistic propagation model that is used to characterize VANETs. Those vehicles will also act as hidden terminals. For the same reason, there are also some vehicles in the hidden terminal areas will receive the message successfully and defer from using the channel during the transmission period. Consequently, the average interfering transmissions from the hidden terminals can be calculated as

$$
\begin{equation*}
E\left[I_{t}\right]=2\left(2 \lambda_{v} N_{l} R-\lambda_{v} N_{l} \int_{0}^{2 R} e^{-\frac{P_{t h}(4 \pi)^{2}}{P_{t} G_{t} G_{r} \lambda^{2}} y^{2}} d y\right)\left(1-e^{-\lambda_{s} 2 T}\right), \tag{5.2}
\end{equation*}
$$

where $N_{l}$ is the number of lanes on the road. Equation (5.2) can be solved using the normal distribution as

$$
\begin{equation*}
E\left[I_{t}\right]=2\left(2 \lambda_{v} N_{l} R-\lambda_{v} N_{l} C \sqrt{2 \pi} \operatorname{erf}\left(\frac{2 R}{C}\right)\right)\left(1-e^{-\lambda_{s} 2 T}\right), \tag{5.3}
\end{equation*}
$$

where $C=\sqrt{\frac{P_{t} G_{t} G_{r} \lambda^{2}}{2 t_{t h}}(4 \pi)^{2}}$ and $\operatorname{er} f(x)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{x} e^{-\frac{y^{2}}{2}} d y$.
By setting the value of $E\left[I_{t}\right]$, we can use (5.3) to determine $R$ under various values of $\lambda_{s}$ and $\lambda_{v}$ using Newton-Raphson optimization technique. We set $E\left[I_{t}\right]$ to be one which is a compromise choice between low interfering transmissions and large coverage area.

Figure 5.2 shows the range $R$ at different sending rates when $E\left[I_{t}\right]=1$ with $\lambda_{v}=$ 0.025 vehicles $/ m / l a n e$. The values of other parameters are listed in Table 7.4. This is the maximum range $R$ that could be used by all vehicles within the range to reduce the impact


Figure 5.2: The recommended maximum range $R$ vs sending rate $\lambda_{s}$ for $\lambda_{v}=0.025$.
of the hidden terminal problem.
From (5.1), we derive another condition that has to be included in calculating the range $R$. This condition determines the coverage percentage, that is the percentage of vehicles within the transmission range $(R)$ of the transmitter that receive the packet successfully. The coverage percentage ( $P_{\text {cov }}$ ) can be derived by dividing the number of vehicles that will receive the message successfully by the total number of vehicles within the transmitter's communication range $R$ as in (5.4) and shown in Figure 5.3 for different ranges

$$
\begin{equation*}
P_{c o v}=\frac{\lambda_{v} N_{l} \int_{0}^{R} e^{-\frac{y^{2}}{2 C^{2}}} d y}{\lambda_{v} N_{l} R}=\sqrt{2 \pi} \frac{C}{R} \operatorname{erf}\left(\frac{R}{C}\right) . \tag{5.4}
\end{equation*}
$$



Figure 5.3: Coverage Percentage ( $P_{c o v}$ ) vs Range (R).
From (5.3), it is clear that decreasing $\lambda_{v}$ and/or $\lambda_{s}$ will increase the recommended maximum range $R$. At the same time, increasing the range $R$ will decrease the coverage percentage
as in (5.4). Therefore, the maximum range that derived from (5.3) has to be less than the range that guarantees certain coverage percentage derived from (5.4).

While $\lambda_{v}$ is variable and depends on the traffic situation, vehicles can adjust only their transmission power $P_{t}$ or their sending rate $\lambda_{s}$ according to the road density to ensure an acceptable coverage percentage. Vehicles can sense the network density from exchanged beacons, average speed or preprogrammed with fixed densities depending on the time of the day and the day of the week. In this model, vehicles share their sending rates, transmission powers and their sensed network densities within their exchanged status messages. An algorithm to synchronize $\lambda_{s}, \lambda_{v}$ and $P_{t}$ among vehhicles is left as future work, therefore in our simulation we used fixed values of theses parameters.

### 5.4 Broadcast Storm Mitigation Technique

There are three variables in the proposed scheme that are relevant and thus will be utilized to mitigate the broadcast storm problem in VANETs. The first is the maximum transmission power $P_{t}$ that each vehicle can use to reduce the impact of the hidden terminal problem and achieve certain coverage percentage as derived in (5.4). The second is the use of the Received Signal Strength ( $R S S$ ) instead of the inter distance between the transmitter and the receiver in calculating the probability of retransmission. The third parameter is the vehicles density $\lambda_{v}$ that agreed upon from exchanged beacons. It is obvious that the more dense networks are, the smaller percentage of nodes is needed to participate in rebroadcasting the message. This results in decreasing the contention and the number of collisions.

In this section, a contention-based scheme at the MAC layer, called Network Topology pPersistence scheme (NTPP) is proposed. The major contribution of NTPP is the involvement of network density in calculating the rebroadcast probability and the waiting time each vehicle will use to rebroadcast. Because each vehicle in NTPP has information about other vehicles within its range from exchanged beacons, then it can detect the farthest vehicle to
itself that can deliver the message with less delay and maximum possible additional coverage. When a vehicle transmits an emergency message, it includes the $I D$ of the farthest vehicle possible based on its view of the network topology. Upon receiving the message, other vehicles that are located within the range of the transmitter and in the direction of interest calculate their rebroadcast probability $P_{t r}$ as

$$
\begin{equation*}
P_{t r}=\frac{1}{2}\left[\left(\frac{\min \left(R_{R S S}, R_{\max }\right)}{R_{\max }}\right)+\left(1-\frac{\lambda_{v}}{\lambda_{v_{\max }}}\right)\right] \tag{5.5}
\end{equation*}
$$

where $R_{R S S}$ is the calculated inter distance based on the average received signal strength from the transmitter to the receiver using (5.1), $R_{\max }$ is the maximum range based on (5.3) used by vehicles for the sensed vehicle density $\lambda_{v}, \lambda_{v_{\max }}$ is the maximum vehicles density corresponds to the jammed traffic scenario.

The rebroadcast probability $P_{t r}$ increases as $R_{R S S}$ increases (or $R S S$ decreases), therefore the farthest vehicle, which received the message successfully, will have higher probability to retransmit than nearby nodes. We include $\lambda_{v}$ in calculating $P_{t r}$, therefore vehicles in low dense networks have higher probability to retransmit and low probability in high traffic scenarios because of the need to suppress rebroadcasting.

When a vehicle finds its $I D$ in the received message, then it should rebroadcast it immediately, while other vehicles that are located within the range of the transmitter and in the direction of interest have to wait for certain time $T_{w}$ as

$$
\begin{equation*}
T_{w}=\left(1-\frac{\min \left(R_{R S S}, R_{\max }\right)}{R_{\max }}\right)\left(\frac{\lambda_{v}}{\lambda_{v_{\max }}}\right) \tau \tag{5.6}
\end{equation*}
$$

where $\tau=2 T+\delta$ is twice the packet's transmission time plus the propagation delay time $\delta$ for the message to reach the range $R_{\max }$. This waiting time $T_{w}$ is set to be proportional to $R_{R S S}$. The higher $R_{R S S}$, the smaller waiting time should be. The vehicle's density is also included in deriving $T_{w}$, such that vehicles have less waiting time in less dense networks to overcome the long delay time problem in sparse networks suffered by slotted p-persistence scheme in [65].

The vehicle ceases rebroadcasting after hearing the same message from farther vehicle.
The proposed scheme is summarized as follows:

1. Each message has a unique $I D$ which consists of the originating and transmitting nodes' IDs. The message contains information about the position of the originating node, the distance that should travel and the message propagation direction.
2. When a vehicle receives a message it checks first if its $I D$ is included as a potential re-transmitter. If yes it will rebroadcast the message immediately. Then the node waits the whole period $\tau$ before it decides to rebroadcast again or discard the message if it hears it from other rebroadcasting vehicles farther than itself in the direction of interest.
3. If the vehicle's $I D$ is not in the message, it calculates its rebroadcast probability $P_{t r}$ and its waiting time $T_{w}$. While waiting, if the message was heard from other vehicles farther than itself, it will discard the message.
4. If the vehicle decides to rebroadcast according to its probability $P_{t r}$. The vehicle rebroadcasts the message when its $T_{w}$ is expired.
5. If the vehicle decides not to rebroadcast the message, it waits the whole period $\tau$. When $\tau$ expires, it discards the message if it was rebroadcasted. Otherwise it will rebroadcast the message with probability one to prevent the message from loss.

In $N T P P$, each vehicle uses the collected information about other vehicles in the same hop to minimize the number of redundant rebroadcasts. Therefore, it is highly probable that only one vehicle which has the most additive coverage area rebroadcasts the message. If this vehicle exits from the road or is out of range due to acceleration, then the farthest vehicle in the same hop will have higher probability and less waiting time than the others. The message in this scheme will not die, each vehicle will buffer it even if it decides not to rebroadcast until it is rebroadcasted from farther vehicles.

Table 5.1: Value of parameters used in simulation

| Parameter | Value |
| :--- | :---: |
| Modulation and Data rate | BPSK, 3Mbps |
| Message size | 500 Bytes |
| Packets rate $\lambda_{s}$ | 10 |
| Vehicles density $\lambda_{v}$ | 25 cars $/ \mathrm{km} /$ lane |
| Vehicles speed | $70-120 \mathrm{~km} / \mathrm{h}$ |
| Transmission power $P_{t}$ | $7.6543 \mathrm{e}-4 \mathrm{~W}$ |
| Received power threshold $P_{t h}$ | $3.1632 \mathrm{e}-13$ |
| Antennas heights $h_{t}=h_{r}$ | 1.5 m |
| Antennas Gain $G_{t}=G_{r}$ | 4 |
| Propagation delay $\delta$ | $1 \mu \mathrm{~s}$ |

### 5.5 Simulation Results

In our simulation, we used ns-2.33 [12] which has been extended by [71] to model VANETs. Our scenario models a bidirectional highway segment with 4000 m in length and 4 lanes in each direction. The vehicles send their status messages periodically which are not rebroadcasted to the next hop as in the emergency message case. Therefore, the network density can be increased either by increasing the number of vehicles on the road while fixing the status packets rate or by increasing the status packets rate while fixing the number of vehicles on the road as we did in our simulation. The vehicle's speed ranges from $80-120 \mathrm{Km} / \mathrm{h}$ and follow a microscopic mobility model. We built our mobility model using MOVE [52] which is built on top of the open source micro-traffic simulator SUMO [53] that produces realistic vehicle movement traces that can be immediately used by ns- 2 . We ran each scenario for 100 seconds 5 times and take the average values. All configuration parameters are based on the DSRC standard [22] and listed in Table 5.1.

### 5.5.1 Status Message Scenario

In this scenario, all vehicles are configured to send their status messages periodically. A vehicle will receive the transmitted message successfully if the received signal strength is higher than $P_{t h}$. All vehicles are configured with the same transmission power $P_{t}$ which will vary according to the desired transmission range $R$.

Table 5.2: Values of max. analytical and used range (R) and the max. possible coverage percentage.

| Packets rate $\lambda_{s}$ | Calculated R (m) | Used R (m) | Max Coverage \% |
| :---: | :---: | :---: | :---: |
| 2 | 556 | 550 | 0.86 |
| 4 | 413 | 400 | 0.92 |
| 6 | 352 | 350 | 0.94 |
| 8 | 315 | 300 | 0.96 |
| 10 | 290 | 250 | 0.97 |

We are interested in the coverage percentage at the specified range $R$. We select the range $R$ based on the analytical model that is shown in Figure 5.2 for different sending rates and listed in Table 5.2. We expected the proposed scheme would make the effect of the hidden terminals negligible for the cases where the sending rates are less than or equal to the sending rate corresponds to the selected range $R$. We also expected the coverage percentage should be around the maximum analytical value shown in Figure 5.3 for the same used range $R$ and listed in Table 5.2.


Figure 5.4: Coverage percentage for different ranges $(R)$.

Figure 5.4, shows the coverage percentage versus the sending rate for different ranges. It is clear that the simulation results match with the analytical results where the coverage percentage follows the maximum analytical values derived from (5.4). This shows that our maximum range model is accurate in minimizing the interfering traffic and the effect of the
hidden terminal problem.

### 5.5.2 Emergency Message Scenario

We used the same setup as in the previous scenario except for the tagged vehicle (S), which will send an emergency message to all vehicles behind it. This message has to propagate from one hop to another until it reaches an intended distance of 2000 m . We run the same experiment using the weighted p-persistence, slotted p-persistence, p-IVG, flooding and the proposed $N T P P$ technique. Since the main goal of any dissemination technique is to reduce the time needed for a message to reach its intended users and reduce the channel waste time due to collisions and redundant rebroadcasts. Therefore, we are interested in the message travel time, the time the emergency message needed to reach the intended distance and the average number of retransmissions per hop until the message propagates to the next hop.

Figure 5.5 shows the average number of retransmissions per hop versus the sending rate for different ranges $R$ using NTPP. It is clear that the average number of retransmissions per hop is around one for the sending rates that are less than or equal to the sending rate corresponding to the used range $R$ as listed in Table 5.2. This verifies that our model can reduce the effect of the hidden terminal problem significantly and the number of redundant rebroadcasts.

Figures 5.6 and 5.7 show the time taken by the emergency message to reach the intended distance 2000 m using slotted p-persistence [65], weighted p-persistence [65], p-IVG [68], flooding and NTPP techniques for low and high density networks respectively. Compared to other schemes in low density networks, it is clear that on average, the proposed NTPP scheme outperforms the slotted p-persistence, weighted p-persistence, p-IVG and flooding by $57 \%, 43 \%, 82 \%$ and $350 \%$ respectively. While in high density networks the proposed scheme reduces the message travel time by $34 \%, 78 \%$ and $48 \%$ on average compared to slotted p-persistence, weighted p-persistence and p-IVG respectively. While flooding failed to disseminate the message and so was not pictured in Figure 5.7.


Figure 5.5: Average number of retransmissions per hop for different ranges ( $R$ meters).


Figure 5.6: Message travel time in low dense network ( $\mathrm{R}=550 \mathrm{~m}$ ).

### 5.6 Summary

In this chapter, we presented an analytical model to derive the recommended maximum one hop range that minimizes the collision's probability and the impact of the hidden terminal problem. The proposed model is simple but practical and accurate as proven in the simula-


Figure 5.7: Message travel time in high dense network ( $\mathrm{R}=250 \mathrm{~m}$ ).
tion results. We introduced a new scheme, called Network Topology p-Persistence (NTPP), to alleviate the impact of the broadcast storm problem. NTPP is based on vehicles' knowledge of their neighbors in their range and traffic parameters. By using the recommended maximum range derived in the proposed model and the new NTPP scheme, we reduced the channel contention, redundant rebroadcasts and message travel time and increased the message reception rate compared to the existing schemes as shown in the simulation results.

## Chapter 6

## Performance Analysis and

## Enhancement of the DSRC for

## VANET's Safety Applications

In this chapter, an analytical model for the reliability of the Dedicated Short Range Communication (DSRC) control channel to handle safety applications in vehicular ad hoc networks (VANETs) is proposed. Specifically, the model enables the determination of the probability of receiving safety messages from all vehicles within the transmitter's range, and validates this model by simulation. The proposed model is built based on the new mobility model proposed in Chapter 4 that takes into account the vehicle's follow-on safety rule to accurately derive the relationship between the vehicle's speed and network density. Moreover, the model takes into consideration:

1. Impact of mobility on vehicle's density around the transmitter.
2. Impact of the transmitter's and receiver's speeds on the system's reliability.
3. Impact of channel fading since the communication range is modeled as random variable.
4. The hidden terminal problem and transmission collisions from neighboring vehicles.

It is shown that the current specifications of the DSRC may lead to severe performance degradation in dense and high mobility conditions. Therefore, an adaptive algorithm is introduced to increase the system's reliability in terms of the probability of packet's successful reception and time delay of emergency messages in a harsh vehicular environment.

### 6.1 Introduction

The research and application development in vehicular ad hoc networks (VANETs) have been driven by the DSRC technology or IEEE 802.11p [22] designed to help drivers to travel more safely and to reduce the number of fatalities due to road accidents. The IEEE 802.11p MAC uses Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) and some concepts from the Enhanced Distributed Channel Access (EDCA) [21]. In this technology, there are four access classes (ACs) with different Arbitration Inter Frame Space Numbers (AIFSN) to insure less waiting time for high priority packets as listed in Table 2.3.

The DSRC is licensed at 5.9 GHz with 75 MHz spectrum which is divided into seven 10 MHz channels and 5 MHz guard band. The control channel $(C C H)$ will be used for safety applications while the other six channels, called service channels, will be used for infotainment or commercial applications to make this technology more cost effective. Vehicles will synchronize the switching between the $C C H$ and one or more of the service channels $(S C H)$, hence safety related messages will not be missed or lost. The synchronization interval (SI) contains a control channel interval (CCI) followed by a service channel interval (SCI) separated by a guard interval $(G I)$ as shown in Figure 6.1. Increasing the $C C I$ interval will enhance the reliability of safety applications and challenge the coexistence of both safety and non-safety applications on the DSRC.

VANET is a self-organizing network that works on both Inter-Vehicle Communication (IVC) and Vehicle to infrastructure communication. In this analysis, IVC is taken into consideration where vehicles will be equipped with sensors and GPS systems to collect in-


Figure 6.1: The IEEE802.11p synchronization interval.
formation about their position, speed, acceleration and direction to be broadcasted to all vehicles within their range. In IEEE 802.11p, vehicles will not send any acknowledgement for the broadcasted packets. Therefore, the transmitter could not detect the failure of the packet's reception and hence will not retransmit it. This is a serious problem in collision warning applications where all vehicles behind the accident have to receive the warning message successfully in a short time to avoid chain collisions. This problem motivates us to propose an analytical model for assessing the DSRC reliability and time delay taking into account the VANETs multipath fading channel, vehicles high mobility, hidden terminal problem and transmission collisions.

### 6.2 Related Work

In the literature, there are many studies on the performance of DSRC [22] which are categorized into three different groups.

The first group is based on simulations and targeted only one parameter of the DSRC. The authors in [54] and [63] study the effects of radio propagation models in VANETs based on the probability of successful reception rate. While [72] focuses on how to control the load of periodic messages to ensure the successful reception of warning messages. The authors in [73] introduce a new method for selecting the data rate in VANETs based on a simulation setup. They compare the performance of different broadcast transmissions using different
data rates while adjusting the power used in each scenario to maintain a comparable level of channel interference. In [74], the authors analyze the DSRC by simulations in terms of the channel access time delay. They show that using 802.11p MAC will result in an unbounded delay and compare it with a self-organizing time division multiple access (STDMA) scheme which they prove that it is more suitable for VANETs' real time safety applications. In [75], the authors propose a framework for sharing the DSRC between vehicular safety and non-safety applications. By assuming uniform distribution of vehicles on the road, their simulations show that non-safety applications may have to be severely restricted such that safety applications are not compromised especially in high density networks.

In the second group, analytical models have been proposed to study the DSRC or in general the IEEE 802.11 MAC protocol. While [76] and [77] analyze the EDCA, Bianchi in [78] analyzes the IEEE 802.11 for unicast communication. Although DSRC is based on IEEE 802.11 and EDCA, their analytical models for performance evaluation of unicast communications cannot be used for broadcast communication mode in IEEE 802.11p because no ACK is communicated. Therefore, the transmitter could not detect a collision from a successful transmission. The authors in [79] introduce a one dimensional Markov chain to calculate the delay and reception rate in VANETs but have not included the time delay in each stage due to busy channel. While in [80], the authors analyze the system using only the average delay for each access class and have not taken into account the back-off delay. In [81] and [82], the authors study the saturation performance of the broadcast scheme in VANETs taking into account the back-off counter consecutive freeze situation. They assume saturation conditions, stationary distribution without considering the impact of vehicles' mobility on the system performance. In [83], an analytical model for delivering safety messages within inter-vehicle communication $(I V C)$ is derived. They assume a perfect channel access and have not accounted for the hidden terminal problem, collision probability and vehicles' mobility. The authors in [84] study the performance of IEEE 802.11p based on the time delay of status packets by modeling each vehicle as an $M / G / 1$ queue with an
infinite buffer without taking vehicles mobility into consideration.
In the last group, the authors study the connectivity in VANETs, for example [42][44], [85] and [86]. Most of these studies are based on the assumption that nodes have a uniform stationary distribution in the network such as [43] and [44]. In [85], the authors present an analytical model for multi-hop connectivity assuming that vehicles positions are known by either simulation or observation. They assume the propagation of information is instantaneous with respect to vehicles movement. In [42], the authors derive a mobility model for VANETs considering the arrival of vehicles to a service area as a Poisson distribution and did not include the follow-on safety rule. While in [86], the authors derive the probability of no end-to-end connectivity between clusters of vehicles distributed uniformly on the road. They introduce a new opportunistic packet relaying protocol that switches between data muling and local routing with the help of vehicles on the other direction. In contrast to our mobility model introduced in Chapter 4, all of these models do not consider how the speed of transmitters and receivers affects the connectivity probability and the packet reception rates.

In this chapter, we propose an analytical model for the analysis of broadcast services in the DSRC protocol, taking into account the high dynamics of vehicles, the hidden terminal problem, collision probability and non-saturation conditions. The new analysis is based on the new mobility model derived in Chapter 4 that takes into account the vehicle's followon safety rule to accurately derive the relationship between the vehicles' density and their speeds. The new mobility model considers how the speeds of transmitters and receivers affect the connectivity probability and the packet reception rates. The packet reception rate is derived, taking into account the inter distance between the transmitter and all potential receivers and their speeds. The proposed model uses a Markov chain approach, which includes the probability of busy channel in each state, to derive the probability of transmitting status packets and their time delay. Based on the analytical and simulation results, an adaptive and mobility aware algorithm is introduced to enhance VANETs performance.

### 6.3 System Model and Performance Parameters

In VANETs' safety applications, vehicles broadcast two types of messages: warning (event driven) and status messages. While warning messages usually contain safety related information, status messages are sent periodically to all vehicles within their range and contain vehicle's state information such as speed, acceleration, direction and position. Therefore, emergency messages will use $A C_{3}$ since it has the highest priority as listed in Table 2.3 while status message will use $A C_{1}$.

In our model, vehicles generate their status messages at a rate of $\lambda_{s}$, which implies that the length of the synchronization interval is $S I=\frac{1}{\lambda_{s}}$. We assume that all packets have the same length $L$ bits and the whole $S I$ interval is dedicated to safety applications, that is $C C I=S I$. Each vehicle will randomly choose a slot within the $S I$ interval to transmit its status packet, while emergency packets are sent only during emergency situations such as an accident or warning from hazardous or jam on the road ahead. Based on these assumptions, we analyze the DSRC protocol to find the smallest channel interval that maximizes the reliability of safety applications resulting in achieving high probability of successfully receiving a status message from each vehicle within this interval.

It is assumed that all vehicles have the same transmitting power $\left(P_{t}\right)$ and each vehicle receives the signal successfully if the received power is higher than a certain threshold $P_{t h}$. Since fading is a major characteristic of VANET's channel, the received signal power is random and therefore, the communication range is also a random variable.

There are different parameters that affect the IEEE802.11p performance such as the communication range and the mobility model, which are derived in Chapter 4. These parameters will be used to derive the link availability and duration of connection between vehicles. The new mobility model also determines the population size of vehicles within the transmitter's range and the number of vehicles in the two interfering (hidden terminal) areas. The effect of the transmitters and receivers speed, the contention window and the carrier sense range on the packet successful reception rate is then derived.


Figure 6.2: Simplified one dimensional communication model in highway scenario.

### 6.3.1 Link Availability Probability

Two vehicles can communicate only if they are within the communication range of each other. Therefore, the probability of successfully receiving a packet depends on the relative speed between the sender and the receiver, the packet transmission time and the transmitter's range $\bar{R}$. Assume initially that the receiver is at an arbitrary distance from the transmitter but within the communication range at the beginning of the packet transmission. Let $d_{1}$ be the distance of the receiver from the sender, that is moving in the same direction as the sender as shown in Figure 6.2. Then the probability density function of this distance is $f_{d_{1}}(x)=\frac{1}{2 R}$. Since the status packet transmission time $T_{t}$ is very short, assume that the vehicle's speed will not change during this time period. If the receiver is at distance $d_{1}$ from the sender, then its new location from the sender at the end of the packet transmission is $d_{n}=d_{1}+\left(v_{x}-v_{t}\right) T_{t}$, where $v_{t}$ and $v_{x}$ are the transmitter's and receiver's speeds respectively. Therefore, the probability $P_{l}$ that a vehicle, which is traveling in the same direction, will receive the packet successfully is when its $d_{n}$ is still within the transmitter's range as

$$
\begin{equation*}
P_{l}=P\left(-\bar{R} \leq d_{1}+\left(v_{x}-v_{t}\right) T_{t} \leq \bar{R}\right) . \tag{6.1}
\end{equation*}
$$

From (6.1), if the receiver's speed $v_{x} \geq v_{t}$, then vehicles located at distances less than $-R$ at the time of transmission are not considered. Therefore, the probability $P_{l 1}$ that a vehicle traveling at a higher speed than the transmitter will receive the packet successfully
is given by

$$
\begin{align*}
P_{l 1}\left(v_{t}\right) & =P\left(-\bar{R} \leq d_{1} \leq \bar{R}-\left(v_{x}-v_{t}\right) T_{t}\right) \\
& =\int_{v_{t}}^{v_{\max }} \int_{-\bar{R}}^{\bar{R}-\left(v_{x}-v_{t}\right) T_{t}} \frac{1}{2 \bar{R}} \frac{1}{v_{\max }-v_{t}} d x d v_{x}  \tag{6.2}\\
& =1-\frac{v_{\max }-v_{t}}{4 \bar{R}} T_{t} .
\end{align*}
$$

On the other hand, if the receiver's speed $v_{x}<v_{t}$, then vehicles located at distances greater than $\bar{R}$ at the time of transmission are not considered. Therefore, the probability $P_{l 2}$ that a vehicle traveling in lower speed than the transmitter will receive the packet successfully is given by

$$
\begin{align*}
P_{l 2}\left(v_{t}\right) & =P\left(-\bar{R}+\left(v_{x}-v_{t}\right) T_{t} \leq d_{1} \leq \bar{R}\right) \\
& =\int_{v_{m i n}}^{v_{t}} \int_{-\bar{R}+\left(v_{x}-v_{t}\right) T_{t}}^{\bar{R}} \frac{1}{2 \bar{R}} \frac{1}{v_{t}-v_{m i n}} d x d v_{x}  \tag{6.3}\\
& =1-\frac{v_{t}-v_{m i n}}{4 \bar{R}} T_{t} .
\end{align*}
$$

Since a vehicle traveling at a speed lower than the transmitting vehicle's speed with probability $\omega=\frac{v_{t}-v_{\min }}{v_{\text {max }}-v_{\text {min }}}$, the probability $P_{l}\left(v_{t}\right)$ that a vehicle traveling in the same direction as the transmitting vehicle will receive the packet successfully is given by

$$
\begin{equation*}
P_{l}\left(v_{t}\right)=P_{l 1}\left(v_{t}\right)(1-\omega)+P_{l 2}\left(v_{t}\right) \omega . \tag{6.4}
\end{equation*}
$$

Integrating (6.4) over the range $v_{t} \in\left[v_{\min }, v_{\max }\right]$ yields the probability of receiving a packet successfully due to mobility $P_{l}$ as

$$
\begin{equation*}
P_{l}=1-\frac{v_{\max }-v_{\min }}{8 \bar{R}} T_{t} . \tag{6.5}
\end{equation*}
$$

### 6.3.2 Back-off Process and Contention Window

A model for the back-off counter process of the IEEE 802.11p for single access class is constructed as shown in Figure 6.3. If a vehicle has a status packet, it will wait initially for a period of $A I F S=S I F S+A I F S N \times \varrho$ before it can broadcast the packet, where AIFS is the Arbitration Inter Frame Space for status packet's access class, AIFSN is the


Figure 6.3: Emergency and status packets Markov chain.

Arbitration Inter Frame Space number associated with this class as listed in Table 2.3 and $\varrho=13 \mu s$ is the length of the time slot [22]. If the channel is sensed busy (with probability $p)$ during the $A I F S$ time, the access class $(A C)$ will choose a contention window ( $W_{o}$ ) uniformly and randomly from $\left[0, \ldots, W_{s}-1\right]$ as a back-off counter, where $W_{s}$ is the minimum contention window associated with this class. At any time slot during the back-off process with probability $(1-p)$, the $A C$ decrements its back-off counter if it senses an idle channel, otherwise it freezes the counter and waits for the whole period of the ongoing transmission $\left(T_{t}=L / r_{d}+A I F S+\delta\right)$ until the channel is idle again before decrementing its counter, where $p$ is the conditional busy channel probability seen by a packet about to be transmitted and independent from any other vehicle, $\delta$ is the propagation delay and $r_{d}$ is the data rate. Once the back-off counter reaches the zero state, the $A C$ broadcasts the packet. There will be no subsequent retransmissions if the packet is collided and hence the packet is lost.

To find the probability $\tau_{s}$ that a vehicle transmits a status packet in a randomly selected slot, we have to solve the Markov chain in Figure 6.3. We first define $b(t) \in\left[0, \ldots, W_{s}-1\right]$ as the random process for the status packets queue in each vehicle, where $t$ is a discrete and integer time that decrements at the beginning of each time slot. Second, we define $k \in\left[0, W_{s}-1\right]$ as the back-off counter value and $b_{k}=\lim _{t \rightarrow \infty} P\{b(t)=k\}$ as the stationary distribution of the Markov chain. Therefore, we can solve the discrete Markov chain as

$$
\begin{equation*}
b_{k}=\frac{W_{s}-k}{W_{s}} \frac{p}{1-p} b_{0} \quad, 1 \leq k \leq\left(W_{s}-1\right) . \tag{6.6}
\end{equation*}
$$

By using (6.6) and the normalized condition $1=\sum_{k=0}^{W_{s}-1} b_{k}$, we can solve for $b_{0}$ as follows

$$
\begin{equation*}
b_{0}=\frac{2(1-p)}{2-3 p+p W_{s}} . \tag{6.7}
\end{equation*}
$$

To derive the probability $\tau_{s}$ that a vehicle transmits an emergency packet in a randomly selected slot: First the vehicle has to have a status packet ready to transmit with probability $\left(\varrho \lambda_{s}\right)$. Second, it will transmit this packet, with probability of $(1-p)$, only when the back-off counter reaches zero state. Therefore, the probability $\tau_{s}$ can be derived as

$$
\begin{equation*}
\tau_{s}=\frac{2(1-p)^{2}}{2+p W_{s}-3 p}\left(\varrho \lambda_{s}\right), \tag{6.8}
\end{equation*}
$$

If at least one vehicle within the carrier sense range is transmitting a packet in the same time slot when the channel is sensed busy, $p$ can be expressed as

$$
\begin{align*}
p & =1-\sum_{k=0}^{\infty}\left(1-\tau_{s}\right)^{k} P_{2 L_{C S}}(k) \\
& =1-\sum_{k=0}^{\infty}\left(1-\tau_{s}\right)^{k} \frac{\left(\frac{2 \beta_{i} \bar{R}}{\mu \alpha / \bar{p}}\right)^{k}}{k!} e^{-\frac{2 \beta_{i} \bar{R}}{\mu \sqrt{\bar{\beta}}}}  \tag{6.9}\\
& =1-e^{-\frac{2 \beta \bar{R}}{\mu \sqrt{\rho}} \tau_{s}},
\end{align*}
$$

where $P_{2 L_{C S}}(k)$ is Equation (4.26) which is the probability of having $k$ vehicles within the carrier sense range. The Newton-Raphson method is used to solve (6.8) and (6.9) since the system has a unique solution in the range of $p \in[0,1]$ as shown in the simulation section.

The average time delay $E\left[T_{s s}\right]$ for a status packet to be transmitted from the time it was ready at the MAC layer can be derived from the Markov chain in Figure 6.3 as

$$
\begin{equation*}
E\left[T_{s s}\right]=T_{s_{q}}+E\left[T_{s_{f}}\right]+T_{t} \tag{6.10}
\end{equation*}
$$

where $T_{s_{f}}$ is the time delay due to back-off process, $T_{t}=\frac{L}{r_{d}}+A I F S_{[A C 1]}+\delta$ is the packet transmission time, and $T_{s_{q}}$ is the queuing delay, which is negligible in this case, since a
vehicle will produce one status packet in every $S I$ interval and if a new packet is generated it will replace the old one. Therefore,

$$
\begin{align*}
E\left[T_{s s}\right] & =\sum_{i=0}^{W_{s}-1} \frac{p}{W_{s}} \sum_{k=0}^{i-1}\left(p T_{t}\right)+T_{t}  \tag{6.11}\\
& =\frac{p^{2} T_{t}\left(W_{s}-1\right)}{2}+T_{t} .
\end{align*}
$$

### 6.3.3 Probability of Successful Reception

For successful reception by another vehicle located within the tagged vehicle's range $\bar{R}$, it is imperative that no vehicle within its carrier sense range $\left(2 E\left[L_{C S}\right]\right.$ ) (or within the maximum $4 \bar{R}$ if $E\left[L_{C S}\right]>2 R$ ) will transmit in the same time slot in which the tagged vehicle is transmitting. At the same time, vehicles within the interfering areas, which is at maximum equal to $2\left(2 \bar{R}-E\left[L_{C S}\right]\right)$ if $E\left[L_{C S}\right]<2 R$, should not transmit during the vulnerable interval of un-slotted CSMA, which equals two transmission periods weighted by the time slot $T_{v}=\frac{2 T_{t}}{\varrho}$. The transmitted packet has also to be error free and the received signal strength has to be higher than the threshold $P_{t h}$ which have been accounted for in the derivation of the average communication and carrier sense ranges in (4.5) and (4.7), respectively. Moreover the vehicle has to stay within the range of the transmitting vehicle for the whole communication period. Putting all these conditions together, the probability of successful reception $P_{s}$ that a vehicle within the communication range of the tagged vehicle receive the status packet successfully can be written as

$$
\begin{equation*}
P_{s}=P_{l} \cdot\left(\sum_{k=0}^{\infty}\left(1-\tau_{s}\right)^{k} P_{d_{c}}(k)\right) \cdot\left(\sum_{k=0}^{\infty}\left(1-\tau_{s}\right)^{k} P_{d_{h}}(k)\right)^{T_{v}}, \tag{6.12}
\end{equation*}
$$

where $d_{c}=2 \cdot \min \left(E\left[L_{C S}\right], 2 \bar{R}\right)$ is the contention area and $d_{h}=2 \cdot \max \left(2 \bar{R}-E\left[L_{C S}\right], 0\right)$ is the hidden terminal area and can be calculated from (4.24). Therefore, $P_{s}$ can be simplified as

$$
P_{s}= \begin{cases}P_{l} \cdot e^{-\left(1+T_{v}(2 \sqrt[\alpha]{\rho}-1)\right) \frac{2 \beta \bar{R}}{\mu \sqrt{\bar{\rho}}} \tau_{s}}, & \rho>0.5^{\alpha}  \tag{6.13}\\ P_{l} \cdot e^{-2 \frac{2 \beta \bar{R}}{\mu} \tau_{s}}, & \rho \leq 0.5^{\alpha}\end{cases}
$$

This probability expresses the reliability of the designed system. The higher the success rate, the more vehicles will receive the emergency and status packets successfully which will increase the drivers' awareness of potential dangers on the road ahead.

### 6.4 Emergency Time delay

In this section, the case when a vehicle encounters an emergency situation such as an accident, lane change or slowing down below a certain threshold speed is analyzed. The vehicle that is involved in an emergency situation will send an emergency packet to all vehicles behind it who will select another vehicle as a relay node to rebroadcast the message to its neighbors. The emergency message continues to propagate until it reaches a certain distance $D$ defined within the message itself. The vehicle uses the high priority access class $\left(A C_{3}\right)$ to send the emergency message after sensing an idle channel for an AIFSN $\times \varrho$ seconds, where $\operatorname{AIFSN}=2$ for this class as listed in Table 2.3. If the channel is sensed busy, the access class selects a contention window from the range $\left[0, W_{e}\right]$, where $W_{e}=3$ in this case, and starts decrementing this counter as in the Markov chain in Figure 6.3. Therefore, the probability $\tau_{e}$ that the emergency message will be sent can be derived by analyzing the Markov chain as in (6.8) except changing $W_{s}$ by $W_{e}$ as

$$
\begin{equation*}
\tau_{e}=\frac{2(1-p)^{2}}{2+p W_{e}-3 p} . \tag{6.14}
\end{equation*}
$$

The average time delay $E\left[T_{s e}\right]$ for the emergency packet to be transmitted from the time it was ready at the MAC layer can also be derived as in (6.11) as

$$
\begin{align*}
E\left[T_{s e}\right] & =\sum_{i=0}^{W_{e}-1} \frac{p}{W_{e}} \sum_{k=0}^{i-1}\left(p T_{t}\right)+T_{t}  \tag{6.15}\\
& =\frac{p^{2} T_{t}\left(W_{e}-1\right)}{2}+T_{t} .
\end{align*}
$$

Once the vehicles, that are located within the transmitter's range, receive the emergency message, they have to rebroadcast the message to the next hop. The algorithm of selecting
the best relay vehicle is based on the NTPP algorithm proposed in Chapter 5 and published in [87]. In NTPP, vehicles calculate their probability of retransmitting the message and their waiting time based on their distance from the transmitter and the vehicles density. The farthest vehicle from the transmitter will have higher retransmitting probability $P_{t r}$ and less waiting time $T_{w}$ as

$$
\begin{gather*}
P_{t r}(d)=\frac{1}{2}\left[\left(\frac{d}{\bar{R}}\right)+\left(1-\frac{\beta / \mu}{N_{l} / 10}\right)\right],  \tag{6.16}\\
T_{w}(d)=\left(1-\frac{d}{\bar{R}}\right)\left(\frac{\beta / \mu}{N_{l} / 10}\right)\left(2 T_{t}+\delta\right), \tag{6.17}
\end{gather*}
$$

where $d$ is the inter distance between the transmitter and the potential relay vehicle (based on the received signal strength), $N_{l}$ is the number of lanes on the road, $\beta / \mu$ is the current vehicle density and $N_{l} / 10$ is the maximum vehicle density, that is, jam scenario.

To derive the total travel time for the emergency message to reach the distance $D$, it is required to find the location of the farthest relay vehicle to the transmitter that received the message successfully and the time it waits before it retransmits the message to the next hop. Assuming that the relay vehicle is located at distance $d$ from the transmitter as in Figure 6.4, then the probability $P_{\text {rec }}$ that this relay vehicle will receive the message successfully (assuming that the message is transmitted with probability $\tau_{e}$ ), can be derived in two cases: First when $0 \leq d \leq L_{c s}-\bar{R}$, in this case the relay vehicle would receive the message successfully when all vehicles within the range $\left[d-L_{c s}, d+\bar{R}\right]$ does not use the channel in the same time slot as the transmitter. The second case is when $L_{c s}-\bar{R}<d \leq \bar{R}$, in this case, vehicles within the range of $\left[d-L_{c s}, L_{c s}\right]$ should not use the channel in the same time slot as the transmitter and the vehicles within the range $\left[L_{c s}, d+\bar{R}\right]$ should not use the channel for the vulnerable period $T_{v}$. Therefore, $P_{\text {rec }}$ can be derived in the same way as in


Figure 6.4: Relay vehicle distance model.
(6.13) as

$$
P_{r e c}(d)= \begin{cases}P_{l} \cdot \tau_{e} \cdot e^{-\frac{\beta \bar{R}}{\mu}(1+\sqrt[\alpha]{\rho}) \tau_{s}}, & 0<d \leq L_{c s}-\bar{R}  \tag{6.18}\\ P_{l} \cdot \tau_{e} \cdot e^{-\frac{\beta}{\mu}\left(2 \frac{\bar{R}}{\sqrt[\alpha]{\rho}}-d+\left(d+\bar{R}-\frac{\bar{R}}{\sqrt[\alpha]{\rho}}\right) T_{v}\right) \tau_{s}}, & L_{c s}-\bar{R}<d \leq \bar{R} .\end{cases}
$$

It is obvious that the farther the relay vehicle is, the less number of hops the emergency message will travel and has less travel time delay. But as $d$ increases, the relay vehicle is more vulnerable to the hidden terminal problem especially in high density scenarios. Therefore, a condition of receiving the emergency message with probability $P_{r e c}(d) \geq 90 \%$ is applied to find the average inter distance $d$ of the relay vehicle from the transmitter. Since this relay vehicle has a retransmission probability of $P_{t r}(d)$, its average waiting time till it transmits the emergency message is $\frac{T_{w}(d)}{P_{t r}(d)}$. The average number of hops the emergency message will travel to reach its intended distance $D$ is $\left\lfloor\frac{D}{d}\right\rfloor$. Therefore, the average emergency message travel time to reach a distance $D$ is

$$
\begin{equation*}
T_{\text {travel }}=\left\lfloor\frac{D}{d}\right\rfloor\left(E\left[T_{s e}\right]+\frac{T_{w}(d)}{P_{t r}(d)}\right) . \tag{6.19}
\end{equation*}
$$

### 6.5 Adaptive and Mobility Based Algorithm (AMBA) for Enhancing VANETs' Performance

From the analysis above, it can be seen that there are many conflicting parameters that affect the system's reliability and its success rate. Keeping these parameters with fixed values, as specified in the standard [22], will result in undesired performance, especially in a harsh
vehicular environment where vehicles are moving in a very high speed and their density on the road is changing very frequently. That is, in a matter of seconds, the vehicle density could change from light density to the jam scenario. Therefore, vehicles have to change their sending rate $\left(\lambda_{s}\right)$, communication range $(\bar{R})$ or (transmission power), carrier sense range ( $L_{C S}$ ) and/or their minimum contention window size $\left(W_{s}\right)$ based on the situation on the road in order to increase the success rate and VANETs reliability.

Therefore, a new adaptive and mobility based algorithm (AMBA) in which vehicles change their parameters according to their density and speed on the road, pertaining to the following assumptions, is proposed:

1. The vehicles know their current average speed $\left(V_{c}\right)$ and their maximum allowed speed $V_{\max }$ on the road.
2. The maximum communication range (or the maximum transmission power) is set to $R_{\max }$ and the minimum communication range is set to $R_{\text {min }}$ which is used in the jam scenario.
3. The carrier sense parameter ( $\rho$ ), in Equation (4.6), can take three values $\rho \in[1,0.5,0.25]$.
4. The vehicles status packet sending rate can take the values in the range of $[1-10]$.
5. The minimum contention window size $W_{s}$ can take on values in the range [15-1023] with a step size of 16 .
6. The current used vehicle's average speed, range, carrier sense parameter, packet sending rate and the minimum contention window are denoted as $V_{c}, R_{c}, \rho_{c}, \lambda_{s_{c}}, W_{s_{c}}$, respectively.

Vehicles will execute the AMBA algorithm every $T_{\text {alg }}$ seconds, where they sense the vehicle's density from their current average speed and compare it with the maximum speed $V_{\max }$. The pseudocode of the AMBA algorithm is shown as Algorithm 1. The smaller the current vehicle's average speed within the previous time period $T_{\text {alg }}$, the higher the vehicle
density will be around that vehicle based on the proposed mobility model in Chapter 4. The algorithm divides the range $\left(R_{\max }-R_{\min }\right)$ into ten steps. Each time, the vehicle speed is dropped by a tenth of its maximum speed $V_{\max }$, it will reduce its range and set the other parameters accordingly. The vehicle will calculate its delay $\left(T_{b}\right)$ from the time it was ready to transmit its status packet until the time the packet is transmitted. If the new value of $T_{b}$ is higher than the old one by $\pi=10 \%$, the vehicle will increase its minimum contention window size $W_{s_{c}}$; otherwise it will decrease it or keep it the same. The carrier sense range is also set according to the sensed density. When the vehicle's density is high, the carrier sense range is decreased in order to decrease the waiting time for each vehicle to send its status message. Although decreasing the carrier sense range will increase the hidden terminal area, the algorithm deals with this problem by decreasing the communication range. Therefore, the AMBA algorithm allows more vehicles to send their status messages within the synchronization interval with high successful reception rate.

### 6.6 Model Validation and Simulation

In this section, the DSRC performance will be analyzed based on the probability of successful reception derived in (6.13). All vehicles send their status messages except for one vehicle that sends an emergency message in which the time it takes to propagate to a certain distance 3000 meters is of interest. It is assumed that all vehicles are synchronized to the control channel interval all the time and the generation time of each status packet is uniformly distributed over that interval.

To validate the model, we use ns2 [12] with realistic mobility models generated by MOVE [52], which is built on top of the micro-traffic simulator SUMO [53] that has the most realistic mobility traces for VANETs [47]. The simulation setup is a one directional highway segment of 4000 m in length with 4 lanes. The vehicles' speed ranges from $80-120 \mathrm{~km} / \mathrm{h}$, which is typical for Ontario highways.

The Nakagami-m propagation model is used, which has two distance dependent parameters, the fading factor $m$ and the average power $\Omega$. The authors in [38] performed a maximum likelihood estimation of $m$ and $\Omega$ for vehicular highway scenario. They found that $\Omega$ decreases as the distance to the receiver increases as expected from the average power in the deterministic models, that is by $d^{-2}$. On the other hand, fading parameter $m=3$ is selected for short inter distance between the transmitter and the receiver ( $d \leq 50$ ), since line of sight

```
Algorithm 1 Adaptive and Mobile Based Algorithm (AMBA) to set VANETs parameters
according to the vehicles density on the road.
    Initial setup
    \(R_{c} \leftarrow R_{\text {max }}\)
    \(\rho_{c} \leftarrow 0.25\)
    \(\lambda_{s_{c}} \leftarrow 10\)
    \(W_{s_{c}} \leftarrow 15\)
    for Every \(T_{\text {alg }}\) seconds do
        if \(V_{c}<V_{\max }\) then
            \(i \leftarrow\left\lfloor\frac{V_{c}}{V_{\max }} \cdot 10\right\rfloor /^{*} i\) represents a step from 1 to 10 in which the current speed falls in
            compared to the max. speed */
            \(R_{c} \leftarrow R_{\text {min }}+i \cdot \frac{R_{\max }-R_{\text {min }}}{10} / *\) use a new range based on the step \(i^{* /}\)
            \(\lambda_{s_{c}} \leftarrow \max (i, 1) /^{*}\) use a new sending rate based on the step \(i^{*} /\)
            if \(i \leq 3\) then
                    \(\rho_{c} \leftarrow 1 /^{*}\) in high density, \(L_{C S}=\bar{R} * /\)
            else
                    if \(i \leq 7\) then
                    \(\rho_{c} \leftarrow 0.5 / *\) in medium density, \(\bar{R} \leq L_{C S} \leq 2 \bar{R} * /\)
                    else
                    \(\rho_{c} \leftarrow 0.25 / *\) in low density, \(L_{C S} \simeq 2 \bar{R} * /\)
                    end if
            end if
            if \(T_{b_{\text {new }}}>(1+\pi) \cdot T_{b_{\text {old }}}\) then
                \(W_{s_{c}} \leftarrow \min \left(W_{s_{c}}+16,127\right) /^{*}\) if the time delay increases, i.e. more contention,
                    increase \(W_{s}{ }^{*} /\)
            else
                    if \(T_{b_{\text {new }}}<(1-\pi) \cdot T_{b_{\text {old }}}\) then
                                    \(W_{s_{c}} \leftarrow \max \left(W_{s_{c}}-16,15\right) /^{*}\) if the time delay decreases, i.e. less contention,
                    decrease \(W_{s}{ }^{*} /\)
                    end if
            end if
        end if
    end for
```

Table 6.1: Value of parameters used in simulation

| Parameter | Value |
| :--- | :---: |
| Modulation and Data rate | BPSK, 3 Mbps |
| Message and Header sizes | 512,64 Bytes |
| Status packets rate $\lambda_{s}$ | 10 packets $/ \mathrm{s}$ |
| vehicle's speed | $80-120 \mathrm{Km} / \mathrm{h}$ |
| vehicle's arriving rate $\beta$ | 1 vehicle $/ \mathrm{s}$ |
| Exponent factor $\alpha$ | 2.00 |
| Communication range $\bar{R}$ | 300 m |
| Transmission power $P_{t}(300 \mathrm{~m})$ | 20 mW |
| Emergency Min. Contention Window $W_{e}$ | 3 |
| Status Min. Contention Window $W_{s}$ | 15 |
| Received power threshold $P_{t h}$ | $3.162 \mathrm{e}-13 \mathrm{~W}$ |
| Carrier sense power percentage $\rho$ | 0.5 |
| Noise-floor | $1.26 \mathrm{e}-14 \mathrm{~W}$ |
| $T_{t x} \& T_{r x}$ antennas heights | 1.5 m |
| $T_{t x} \& T_{r x}$ antennas Gain $G_{t}=G_{r}$ | 1 |
| DIFS | $64 \mu \mathrm{~s}$ |
| SIFS | 2 slot time |
| Slot time $\varrho$ | $13 \mu \mathrm{~s}$ |
| Propagation delay $\delta$ | $1 \mu \mathrm{~s}$ |
| Percentage of drivers that follow safety rule $\varepsilon$ | $80 \%$ |
| Number of lanes $N_{l}$ | 4 lanes |
| $T_{a l g}$ | 10 s |

conditions is expected, then decrease it to $m=1.5$ for medium distances $(50<d \leq 100)$ and make it as Rayleigh distributed, i.e., $m=1$ for longer distances. $\Omega$ is set in each interval to be the average power calculated from a free space propagation model; hence receivers located within 100 m of the transmitter will receive the signal with Rician distribution, while others will have Rayleigh distribution. Since the receiver in ns2 will receive the signal if its power is higher than the threshold $P_{t h}$, the transmitting power is set such that the receiving power at the communication range $\bar{R}$ is the threshold $P_{t h}$ as per (4.5), and the carrier sense range $E\left[L_{C S}\right]$ is as in (4.7). Each simulation is performed for a period of 300 seconds of real time. Table 7.4 lists the simulation parameters used unless a change is mentioned explicitly.

The following four metrics are defined to evaluate the accuracy of the proposed model and reliability of the DSRC protocol in VANETs. First: the effective communication range,
which is the range in which most vehicles (95\%) that are located around the transmitter will receive the transmitted message successfully and compare it with the communication range derived from (4.5). Second: The success rate, which is the number of vehicles that received the transmitted packet successfully divided by the total number of vehicles that are within the range of the transmitter and compare it with (6.13). Third: the average time delay for a vehicle to send its status message and compare it with the time delay derived in (6.11). Fourth: the system reliability, which is the number of vehicles that managed to send their status message within the synchronization interval $(S I)$ and received successfully from other vehicles within the transmitted range divided by the total number of vehicles within the range.

The results shown in Figs. 6.5-6.8 are based on the vehicle density and average speed corresponding to the density extracted from Figure 4.4. Specifically, Figs. 6.5, 6.6, 6.7 and 6.8 show respectively the effective communication range, the success rate, status packet delay and the reliability versus the vehicle density for different status packets generation rates. It is obvious that as the vehicle density increases, the effective range and success rate will decrease. At the same time the status packet delay will increase resulting in decreasing the system reliability since the number of vehicles that have the chance to send their status messages will decrease. This means that not all vehicles get the chance to access the channel and send their status packets. To improve the system reliability, the status packet generation rate is reduced from 10 to 5 and then 2 packets $/ s$. This improves the system reliability and success rate but it is still below the threshold of $95 \%$ especially when the vehicle density is high. In order to meet this threshold for any vehicle density, vehicles have to reduce their communication range based on Figure 6.5.

Figs. 6.9, 6.10, 6.11 and 6.12 show respectively the effective communication range, the success rate, status packet delay and the reliability versus the vehicle density for different carrier sense ranges. The carrier sense range is increased by decreasing the carrier sense power or the parameter $\rho$ in Equation 4.6. By decreasing $\rho$ from 1 to 0.25 , the carrier sense


Figure 6.5: Effective communication range versus vehicle density when the success rate is set at $95 \%$ for different status packet sending rates.


Figure 6.6: The successful rate versus vehicle density for different status packet sending rates.
range doubles that of the communication range. It is evident that increasing the carrier sense range will increase the contention region and decrease the hidden terminal region. Therefore, increasing the carrier sense range will increase the success rate and the system reliability for fixed vehicle density as shown in Figures 6.10 and 6.12 , respectively. As a


Figure 6.7: Status packets time delay versus vehicle density for different status packet sending rates.


Figure 6.8: System's reliability versus vehicle density for different status packet sending rates.
consequence the effective communication range will increase as shown in Figure 6.9. At the same time, vehicles will take longer time to access the channel as shown in Figure 6.11 due to the increase in the number of vehicles contending for the channel. As a result, the number of vehicles that have the chance to send their status messages will decrease and can


Figure 6.9: Effective communication range versus vehicle density when the success rate is set $95 \%$ for different carrier sense ranges.


Figure 6.10: The successful rate versus vehicle density for different carrier sense ranges.
be observed from the difference between Figs. 6.10 and 6.12.
To find the impact of the minimum contention window size $\left(W_{s}\right)$ on VANETs, $W_{s}$ is increased from 15 to 1023 . The success rate, status packet delay and the reliability for different vehicle densities are plotted in Figs. 6.13, 6.14 and 6.15, respectively. It is shown that increasing the minimum contention window will decrease the probability of packet


Figure 6.11: Status packets time delay versus vehicle density for different carrier sense ranges.


Figure 6.12: System's reliability versus vehicle density for different carrier sense ranges.
collisions between vehicles, which is obvious from Fig 6.13 , since the successful rate increases by the increase of $W_{s}$. It is also shown that there is an optimal value of $W_{s}$ which gives the maximum success rate since increasing it would not further result in much increase in the success rate. At the same time, the status packet delay will increase dramatically by


Figure 6.13: The successful rate versus contention window size for different vehicle densities.


Figure 6.14: Status packets time delay versus contention window size for different vehicle densities.
increasing $W_{s}$ especially when the vehicle density is high. This will result in decreasing the system reliability since not many vehicles might have the chance to send their status messages as shown in Figure 6.15.

To evaluate the effect of the AMBA algorithm on VANETs reliability, the main simulation


Figure 6.15: System's reliability versus contention window size for different vehicle densities.
parameters as in Table 7.4 are applied and let one vehicle send an emergency packet which should propagate for a distance of 3000 meters behind the transmitter. This emergency message will be rebroadcasted in every hop based on the $N T P P$ algorithm described in 5 . Figs. 6.16 and 6.17 show respectively the time delay until the emergency message reaches the intended distance and the percentage of vehicles that received it successfully with and without using the AMBA algorithm. It can be seen that the time needed for the emergency message to reach the intended distance increases as the vehicle density increases due to the increase in channel contention and collisions. Adapting the AMBA algorithm results in increasing the emergency time delay even more and this is because vehicles would decrease their communication range as the vehicle density increases. It is also clear that the simulated time delay is close to the theoretical value derived from (6.19). On the other hand, adapting the new algorithm increases the system's success rate dramatically especially in a high density scenario as shown in Fig 6.17. This means that more vehicles will be informed of the emergency situation on the road ahead even though it arrives late but within tolerable delay as defined in [88].


Figure 6.16: Emergency packet travel time versus vehicle's density.


Figure 6.17: Percentage of vehicles within the distance (3000m) that received the emergency message successfully.

### 6.7 Summary

In this chapter, an analytical model is presented to analyze the reliability of the IEEE 802.11p in VANETs safety and warning applications. The analysis is based on a new mobility model in which the relationship between vehicles density, speed and the follow-on distance rule is
derived. In the analysis, several factors have been considered, such as the impact of mobility on the link availability between the transmitter and the receiver, the distribution of vehicles on the road and the average number of vehicles within the range of the transmitter. The proposed model is built on the fact that vehicles are broadcasting their status messages within the synchronization interval and model each vehicle as one-dimensional Markov chain including the channel busy probability in every state. It is shown analytically and by simulation that the effective maximum communication range that can be used in certain conditions to achieve certain successful rate. It is shown from the analytical and simulation results that the current DSRC specifications may lead to undesirable performance under harsh vehicular environments. Therefore, a new adaptive algorithm, Adaptive and Mobility Based Algorithm (AMBA), is introduced to enhance VANET's reliability. By using the AMBA algorithm, vehicles are able to estimate the vehicle density and change their transmission parameters accordingly based on their current average speed to enhance VANETs' performance. The simulation results, which coincide with the analytical results, show that the proposed model is quite accurate in calculating the system reliability.

## Chapter 7

## Distributed Multichannel and Mobility Aware Cluster-based MAC Protocol for Vehicular Ad-hoc Networks (VANET)

Since vehicular safety applications have strict requirements on reliability and low latency, a distributed multichannel and mobility aware cluster-based (DMCMAC) medium access control protocol is proposed. In DMCMAC, cluster heads are elected based on their relative speed and stability on the road with low overhead since all clustering information are embedded in the control channel's safety messages. DMCMAC is adaptable to drivers' behavior on the road and has a learning mechanism for predicting the future speed and position of all cluster members using fuzzy logic inference system. By using OFDMA, each cluster will use a set of subcarriers that are different from the neighboring clusters to eliminate the hidden terminal problem. Increasing the system's reliability, reducing the time delay for vehicular safety applications and efficiently clustering vehicles in highly dynamic and dense networks in a distributed manner are the main contributions of the proposed MAC protocol. The reliability and connectivity of DMCMAC are analyzed in terms of the average cluster size, communication range within the cluster and between cluster heads, and the life time of a path. Simulation results show that the proposed protocol can support traffic safety and increase VANETs' efficiency, reliability and stability of the cluster topology by increasing
the cluster head's lifetime and the dwell time of its members.

### 7.1 Introduction and Related Work

Most of vehicular safety applications being proposed in the literature rely on the IEEE 802.11p which uses the Distributed Coordination Function (DCF) as its MAC protocol. Due to vehicles' high mobility, vehicular ad hoc networks (VANETs) suffer from the rapid network topology change, limited redundancy, frequent link ruptures and variable vehicles' density which results in variable network connectivity. In Chapter 6, we have studied the IEEE 802.11p protocol extensively and showed that this protocol has problems in predictability, fairness, low throughput and high collision rate especially in high density networks, the results are published in [89]. Due to these problems, many of the proposed solutions are based on Time Division Multiple Access (TDMA). The authors in [74] and [90] proposed a self-organizing time division multiple access (STDMA) MAC protocol. However, in TDMA a limited number of vehicles can be handled with strict synchronization and large overhead. The authors in [91], [92] and [93] proposed space division multiple access (SDMA) schemes where the road is divided into small cells. For each cell they assigned a time slot, frequency band or a code for the vehicle in that cell to use. These schemes have poor efficiency since most of the cells are empty and they suffer from the location error problem.

Many researchers such as [94]- [100], have proposed cluster-based multi-channel medium access control (MAC) protocols to improve the performance and reliability of VANETs. The authors in [100], proposed a clustering scheme where cluster heads $(\mathrm{CH})$ have a main role of providing a TDMA schedule to their members. In [97], the authors proposed a clustering based MAC multichannel protocol (CMCP) where each node is armed by two transceivers which they assume that they can operate simultaneously on different channels. Inside the cluster, the cluster head organizes the channel access between member nodes by using TDMA using one of its transceivers with different CDMA code. Another transceiver is used to communicate with neighboring cluster heads by using the DCF of IEEE 802.11 on
a different channel. This system has a very high cost and needs very strict synchronization between all nodes. Moreover, their cluster head selection criteria is time and size based. The node that sends an invite-to-join message first and has more cluster members will be selected as a cluster head. This scheme results in high frequent network topology change since vehicles move in and out of the cluster boundary very frequently. Therefore, CMCP is more appropriate for a network with less erratic and more static users. A mobility based clustering scheme (MPBC) is proposed in [98]. MPBC based its cluster head selection criteria on the Doppler shifts associated from the received hello packets. A mobility based clustering scheme, called (APROVE), based on Affinity Propagation algorithm is proposed in [99]. In APROVE vehicles send messages to one another describing the current affinity that one vehicle has for choosing another vehicle as its exemplar. Upon the network convergence, the cluster head is selected based on the inter vehicle distances. The vehicle that has the minimum inter distance, that is the closest to its neighbors, will be selected as a cluster head. Although this scheme integrates mobility in its cluster head selection criteria, it needs very long time for a network to converge until all vehicles exchange their affinity messages. Moreover, the cluster head election process is invoked frequently when a predefined timer is expired which results in large overhead and low throughput. A dedicated multichannel MAC protocol with adaptive broadcasting was proposed in [101] which segments the control channel interval into two parts. While one part is contention-free with adaptive broadcasting frame, the other part is contention-based reservation period. This protocol has poor channel utilization since vehicles still contend for using the channel resources. A cooperative asynchronous multichannel MAC protocol (CAM-MAC) is proposed in [102] where vehicles help each other to select a free channel for data transmission. Since this protocol uses a revised four-way handshake for interaction, its channel utilization is very low.

Many token ring protocols have been proposed for Intelligent Transportation systems (ITS) such as [103] due to their bandwidth reservation efficiency and bounded time delay. The Wireless token ring protocol (WTRP) [103] is based on a single communication channel
which is not so efficient in utilizing channel resources. A multichannel token-ring protocol (MCTRP) for VANETs was proposed in [104]. Its main goal is to achieve low latency for safety messages and high throughput for non safety applications. In MCTRP, vehicles with the same speed are grouped into rings. This protocol has a high overhead since it relies heavily on central node. Moreover it invokes the central node election very frequently which makes it more suitable for low speed networks. Table 7.1 shows a comparison between different MAC protocols for different parameters.

Since the communication requirements of VANET's safety applications are complex that demand high throughput, reliability and bounded time delay, the design of their MAC protocol is a challenge especially in high density networks. It is shown from previous studies that using TDMA or STDMA is fair and has predictable delay. However, it needs strict synchronization and complete pre-mapping of geographical locations to TDMA slots. On the other hand, using CSMA is less complex, supports variable packet sizes and requires no strict synchronization but it has problems in unbounded time delay, consecutive packet drops, and low reliability as studied in Chapter 6. Therefore clustering is used to limit channel contention, provide fair channel access within the cluster, increase the network capacity by the spatial reuse of network resources and effectively control the network topology. The main challenge in clustering is the overhead introduced to elect the cluster head and to maintain the membership in a highly dynamic and fast changing topology. To optimize the communication range and hence the cluster size is also difficult especially in a highly dynamic environment such as VANETs. In [87] and [89], the relationship between the communication range and the network density, message sending rate, message size, data rate and channel conditions was derived. In these two papers, we showed how vehicles' speed affects the network density and hence the reliability and throughput of VANETs' safety applications.

To solve the above problems, a distributed multichannel and mobility aware cluster-based MAC protocol (DMCMAC) is proposed. It uses the principle of multichannel in OFDMA with the contention based DCF algorithm in IEEE 802.11p. Cluster heads are elected based
on their stability on the road and with low overhead compared to other protocols since its clustering information is embedded in vehicles' periodic status messages. The proposed MAC protocol is adaptable to drivers' behavior and has a learning mechanism for predicting the future speed and position of all cluster members using the fuzzy logic inference system (FIS). This makes the proposed protocol more efficient in maintaining the cluster topology and increasing the life time of the elected cluster head and its members. In DMCMAC, the OFDMA subcarriers of the IEEE 802.11p CCH channel are divided into four sets. Each cluster can use only one set which is different from its neighbor clusters to eliminate the hidden terminal problem and hence increase the system reliability and decrease the time delay for safety messages. Vehicles in DMCMAC will follow an announced schedule by their cluster head to access the channel with less contention. Since each vehicle in the network has its own view of the network density and channel conditions, finding the optimal network parameters is difficult. Therefore, the goal of the proposed DMCMAC is to find the cluster size and hence the communication range that maintains a high network stability and reliability, increases the life time of a path, and at the same time decreases the time delay for an emergency message to reach its intended recipients. In DMCMAC, it is assumed that:

- Vehicles are moving in one way multi lane highway segment.
- Vehicles use $G P S$ system for time synchronization.
- Vehicles know their position and direction by using a $G P S$ system.
- The used communication range is much larger than the width of the road. Therefore, the network in each direction of the road is simplified as a one dimensional VANET.
- Each vehicle should send a new status message every $C C I$ interval.

Table 7.1: Comparison between recent proposed MAC protocols

| Parameter | proposed DMCMAC | $\begin{gathered} 802.11 \mathrm{p} \\ {[22]} \end{gathered}$ | $\begin{gathered} \hline \text { ADHOC } \\ {[16]} \\ \hline \end{gathered}$ | $\begin{aligned} & \text { STDMA } \\ & {[74],[90]} \\ & \hline \end{aligned}$ | $\begin{array}{\|c\|} \hline \text { SDMA } \\ {[92],[93]} \\ \hline \end{array}$ | $\begin{gathered} \hline \text { CMCP } \\ {[97]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { APROVE } \\ {[99]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { CAM-MAC } \\ {[102]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { MCTRP } \\ {[104]} \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Multiple Access | CSMA, Scheduling | CSMA | TDMA | TDMA | TDMA | TDMA | CSMA | CSMA | CSMA |
| Adaptable Range | $\checkmark$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| Incorporates Driver's Reaction | $\checkmark$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| Reduce Collisions | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ |
| Increase Channel Reusability | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | X | $\checkmark$ | $\checkmark$ |
| Cluster Stability | very stable | $x$ | low | $x$ | $x$ | low | low | low | low |
| Time Synchronization | $x$ | $x$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Handles Hidden Node | $\checkmark$ | $x$ | $\checkmark$ | $x$ | $x$ | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ |
| Fairness in electing CH | $\checkmark$ | $x$ | $x$ | $\checkmark$ | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Multi-Channel Operation (in | $\checkmark$ | $x$ | $\checkmark$ | $x$ | $x$ | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ |
| Control Channel) Radios Per Vehicle | 1 | 1 | 2 | 1 | $x$ 1 | 2 | $x$ 1 | 1 | $\checkmark$ |
| Complexity (Level Of Coordination And Management Re- | low | low | very high | high | high | very high | high | very high | very high |
| quired) Message Exchange | piggybacked | frequently | frequently | $\boldsymbol{x}$ | $x$ | frequently | frequently | frequently | frequently |
| Computational Effort | low | low | medium | mediu | medium | very high | very high | very high | very high |
| Algorithm Scaling (changing neighborhood) | very high | $x$ | low | low | low | edium | medium | medium | medium |
| Message Dissemination Delay | lo | very high | high | medium | medium | - | , | medium | ow |
| Reliability | very high | low | medium | medium | medium | medium | low | medium | medium |
| Overhead due to clustering | very low | $x$ | medium | high | high | very high | very high | high | very high |

### 7.2 DMCMAC Clustering Protocol

The clustering algorithm is the most important component in the clustering-based MAC protocols. The faster the nodes are clustered around their elected CH and the less often they reelect a new CH , the more stable the network will be. The proposed MAC protocol strategy is to make a large network with highly dynamic nodes to appear smaller and more stable.

### 7.2.1 DMCMAC Parameters

In DMCMAC, it is assumed that all vehicles have the same transmitting capability (three levels of power) since they have equal chance to be elected as cluster heads. Cluster members will use the same communication range $(R)$, i.e., the same transmitting power $\left(P_{t}\right)$, which has two values $R_{h}$ and $R_{l}$. Vehicles will use the range $R=R_{h}$ when they enter the road for the first time or when they are not clustered (lone state). Otherwise, they will use the range $R \in\left\{R_{l}, R_{h}\right\}$ that is advertised by their cluster head. The cluster head (CH) use two communication ranges. One range $R \in\left\{R_{l}, R_{h}\right\}$ like other members and is dedicated to communicate with its cluster members. The second range $D_{c}$, which is a function of the used range $R$, to communicate with its CH neighbors. Deriving $R_{h}, R_{l}$ and $D_{c}$ will be explained
in a later subsection. It is also assumed that the used communication range is much larger than the width of the road. Therefore, the network in each direction of the road is simplified as a one dimensional VANET.

In DMCMAC the CCH subcarriers are divided into four sets $\left(c_{1}, c_{2}, c_{3}, c_{4}\right)$. The first three sets can be used by clusters where each cluster head has to select different set from its neighboring clusters. The forth set $\left(c_{4}\right)$ is a temporary set which can be used only by a node that could not join a cluster. Once it joins a cluster, it releases $c_{4}$ and uses the same set as the new CH as shown in Figure 7.1. While $c_{4}$ is a contention based sub channel, the first three sub channels are schedule based, where vehicles follow the schedule advertised by the CH to access the wireless channel.


Figure 7.1: Cluster formation in DMCMAC.

In DMCMAC, all vehicles have their own unique ID numbers and will synchronize to the $C C H$ channel to exchange their status messages using $A C_{1}$ as in Table 2.3. The status message contains information about the message type (Type), vehicle's (ID), weighted stabilization factor $\left(\beta_{W S F}\right)$, current speed $(v)$, current position (Pos), acceleration (a), communication range $(R)$, cluster head's ID (CHID) and the backup cluster head's ID (CHBK) as shown in Figure 7.2. The acceleration will help in determining the vehicle's future speed and position during the next period $\left(T_{f}\right)$. The field Type has four values:

- " 0 " is for cluster member's status message.
- "1" is for cluster head's first message and will be sent using access class $A C_{2}$.

Table 7.2: The state of a vehicle based on the three ID fields

| $I D$ | $C H I D$ | $C H B K$ | Vehicle's State |
| :---: | :---: | :---: | :--- |
| $I D_{1}$ | 0 | 0 | Vehicle 1 is not clustered (lone state) |
| $I D_{1}$ | 0 | $I D_{1}$ | Vehicle 1 is the temporary CH |
| $I D_{1}$ | 0 | $I D_{2}$ | Vehicle 1 is a member, clustered with temporary CH (vehicle 2) |
| $I D_{1}$ | $I D_{3}$ | 0 | Vehicle 1 is a member, clustered with CH (vehicle 3) |
| $I D_{1}$ | $I D_{3}$ | $I D_{2}$ | Vehicle 1 is a member, clustered with CH (vehicle 3) that has a |
|  |  |  | backup CH (vehicle 2) |
| $I D_{1}$ | $I D_{1}$ | $I D_{2}$ | Vehicle 1 is the CH and vehicle 2 is the backup CH |

- "2" is for cluster head's invitation message.
- " 3 " is for cluster head's last message.

| Type | ID | $\beta_{\text {wsi }}$ | $v$ | Pos | $a$ | $R$ | CHID | CHBK |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Figure 7.2: Status message format.

The fields $I D, C H I D$, and $C H B K$ in a vehicle's status message determine the state of that vehicle (member, lone, cluster head, temporary cluster head, or backup cluster head). For example if vehicles 1,2 , and 3 have $I D_{1}, I D_{2}$, and $I D_{3}$ respectively, then the state of a vehicle will be determined based on the values of the three fields in their status messages as listed in Table 7.2.

Each vehicle calculates its weighted stabilization factor $\left(\beta_{W S F}\right)$ as in (7.3) which is a function of the change in its relative speed and direction compared to its neighbors for the time it has been on the road. The higher the $\beta_{W S F}$ factor, the higher the chance for this vehicle to be elected as a CH. Each vehicle will calculate its average relative speed as

$$
\begin{equation*}
\bar{v}_{d_{j}}=\frac{1}{n-1} \sum_{i=1}^{n-1}\left|v_{j}-v_{i}\right| \tag{7.1}
\end{equation*}
$$

where $n$ is the number of vehicles within $j$ th vehicle's range including itself, $v_{j}$ is the $j$ th vehicle's speed in meters per second. After clustering, the vehicle compare its speed with the speeds of the cluster members only. The $j$ th vehicle calculates its stabilization factor
$\left(\beta_{S F_{j}}\right)$ at the end of every $C C I$ interval as

$$
\begin{equation*}
\beta_{S F_{j}}=1-\frac{\bar{v}_{d_{j}}}{V_{\max }} \tag{7.2}
\end{equation*}
$$

where $V_{\text {max }}$, is the maximum allowed speed on this road. If there are no other vehicles on the road, the vehicle compares its speed with $V_{\max }$ to calculate its $\beta_{S F}$ factor. Each vehicle calculates its new weighted stabilization factor $\beta_{W S F_{i}}$ from the new value of $\beta_{S F_{i}}$ and the previous value of $\beta_{W S F_{i-1}}$ as an exponential-weighted moving average as

$$
\begin{equation*}
\beta_{W S F_{i}}=\zeta \beta_{S F_{i}}+(1-\zeta) \beta_{W S F_{i-1}}, \tag{7.3}
\end{equation*}
$$

where $\beta_{W S F_{0}}=0$ and $0 \leq \zeta \leq 1$ is the smoothing factor and chosen here to be 0.5 .
The vehicle's acceleration (a), which helps to predict the vehicle's speed and position in the near future (after time $T_{f}$ ) depends on many factors such as the distance between the vehicle and its front neighbor, the relative speed between them, the road conditions and the driver's behavior. Most of the time, the drivers' behavior and how they estimate the inter distance and other factors are subjective and not predictable. Fuzzy logic is used to deal with this uncertainty in this study. Fuzzy logic is a rule based system that consists of IF-THEN rules that form the key component of any fuzzy inference system (FIS) [105]. Since FIS lacks the adaptability to deal with changing external environment, we incorporate a learning technique to predict the vehicles acceleration based on the previous behavior of the driver.

The FIS system consists of a fuzzifier, rule base, reasoning mechanism and defuzzifier. The fuzzifier defines the membership functions used in the fuzzy rules. In this mechanism, the triangular fuzzifier is chosen to implement the FIS system. While the rule base contains a selection of the fuzzy rules, the reasoning mechanism performs the inference procedure upon those rules to derive a reasonable output. The defuzzifier is a method used to map the output fuzzy sets to a crisp output values. In this mechanism, the inter-distance and the relative speed between two vehicles are used as input parameters to the FIS system and the
vehicle's acceleration as its output.
The membership function of the distance between a vehicle and its immediate front neighbor is $\mu_{d}$ and can take any of the three values: small, medium and large as shown in Figure 7.3. The parameter $t_{s}$ is a design parameter that represents the safety follow-on distance between two vehicles on the road, that is the time needed by the following vehicle with a speed of $v_{j}$ to cross this inter-distance.


Figure 7.3: Membership function of the inter distance.

The membership function of the relative speed between two vehicles is $\mu_{v}$ and can take the three values: slow, same and fast as shown in Figure 7.4. The parameters $\alpha$ and $\gamma$ are used to make the system more adaptable to the driver's behavior on the road. Initially, their values are set to $\alpha=\gamma=1$ and will be increased or decreased by a step of $\epsilon$ if the driver's decision to accelerate or decelerate did not match with the predicted output values from the FIS system as follows:

- If the system predicts that the vehicle will accelerate but it did not, then increase $\alpha$ as $\alpha \Leftarrow(1+\epsilon) \alpha$.
- If the system predicts that the vehicle's speed will stay the same but it accelerates, then decrease $\alpha$ as $\alpha \Leftarrow \max \{(1-\epsilon) \alpha, 0\}$, and if it decelerates, then decrease $\gamma$ as $\gamma \Leftarrow \max \{(1-\epsilon) \gamma, 0\}$.
- If the system predicts that the vehicle will decelerate but it did not, then increase $\gamma$ as $\gamma \Leftarrow(1+\epsilon) \gamma$.
- If the vehicle's acceleration matches with the predicted value, then keep the same values of $\alpha$ and $\gamma$.

By this, the values of the parameters $\alpha$ and $\gamma$ will converge to certain values after a short period of time to capture the driver's behavior on the road. The learning mechanism is shown as Algorithm 2.


Figure 7.4: Membership function of the relative speed.

The output variable, namely the predicted acceleration, is $\mu_{a c c}$ and has the following fuzzy names: accelerate, stay at the same speed and decelerate. We choose the crisp outputs 1,0 and $-1 \mathrm{~m} / \mathrm{s}^{2}$ for the values of $\mu_{\text {acc }}$ (accelerate, same and decelerate), respectively. This is called a center-average defuzzifier which produces a crisp output based on the weighted average of the output fuzzy sets. The output variable $\mu_{a c c}$ is shown in Figure 7.5. Table 7.3 shows the fuzzy rule for the acceleration output.

### 7.2.2 DMCMAC Cluster Membership

In DMCMAC, the vehicle first listens to all sub channels for a random length of time from the interval $[0, C C I]$ and checks if there are other vehicles on the network and does one of the following:

```
Algorithm 2 An adaptive learning mechanism in DMCMAC.
    Initial setup
    \(\alpha \leftarrow 1 / *\) set \(\alpha=1^{*} /\)
    \(\gamma \leftarrow 1 / *\) set \(\gamma=1 * /\)
    \(\epsilon \leftarrow 0.1 / *\) set \(\epsilon=0.1\) */
    for Every \(T_{f}\) seconds do
        \(a_{\text {FIS }} \leftarrow F I S \leftarrow a /^{*}\) at the beginning of \(T_{f}\) predict the acceleration based on the FIS
        system */
        \(a_{\text {act }} \leftarrow\) measuredaccelaration \(/ *\) at the end of \(T_{f}\) measure the actual acceleration */
        if \(a_{F I S}=0\) then
            if \(a_{\text {act }}=1\) then
                \(\alpha \Leftarrow \max \{(1-\epsilon) \alpha, 0\} /^{*}\) decrease \(\alpha\) if vehicle accelerates instead of same speed */
            else
                    if \(a_{\text {act }}=-1\) then
                    \(\gamma \Leftarrow \max \{(1-\epsilon) \gamma, 0\} /^{*}\) decrease \(\gamma\) if vehicle decelerates instead of same speed
                    */
                    end if
            else
                    \(\alpha \leftarrow \alpha /^{*}\) keep the same values of \(\alpha\) and \(\gamma^{*} /\)
                    \(\gamma \leftarrow \gamma\)
            end if
        else
            if \(a_{F I S}=1\) then
                if \(a_{\text {act }}=0,-1\) then
                    \(\alpha \Leftarrow(1+\epsilon) \alpha /^{*}\) if a vehicle should accelerate but it did not, increase \(\alpha^{*} /\)
            else
                    \(\alpha \leftarrow \alpha /^{*}\) keep the same values of \(\alpha\) and \(\gamma\), if the FIS decision matches real
                    value*/
                        \(\gamma \leftarrow \gamma\)
            end if
        else
            if \(a_{\text {act }}=0,1\) then
                            \(\gamma \Leftarrow(1+\epsilon) \gamma /^{*}\) if a vehicle should decelerate but it did not, increase \(\gamma^{*} /\)
            else
                                    \(\alpha \leftarrow \alpha /^{*}\) keep the same values of \(\alpha\) and \(\gamma\), if the FIS decision matches real
                    value*/
                    \(\gamma \leftarrow \gamma\)
            end if
        end if
        end if
    end for
```



Figure 7.5: Membership function of the acceleration.

Table 7.3: The fuzzy rule of the acceleration

| Rule | $\mu_{d}(d)$ | $\mu_{v}(v)$ | $\mu_{a c c}(a)$ |
| :---: | :--- | :--- | :--- |
| 1 | small | slow | accelerate |
| 2 | small | same | same speed |
| 3 | small | fast | decelerate |
| 4 | medium | slow | accelerate |
| 5 | medium | same | same speed |
| 6 | medium | fast | decelerate |
| 7 | large | slow | accelerate |
| 8 | large | same | same speed |
| 9 | large | fast | decelerate |

1. If there are no other vehicles or it does not lie within the range of a CH (lone state), it will set the fields CHID $=C H B K=0$ in its status message and start transmitting it using the temporary subcarriers set $c_{4}$. The vehicle will listen to all sub channels.
2. If it encounters other vehicles using the same temporary set $c_{4}$ without an elected CH , they will start forming a temporary cluster. The vehicle with the highest $\beta_{W S F}$ will be elected as the CH and if more than one vehicle have the same $\beta_{W S F}$, they will elect the vehicle with the highest $I D$. The vehicle that happened to be located within the range of two or more cluster heads, it will join the cluster with the closest CH. Once a temporary cluster has been formed, the temporary CH will wait for the first chance to either become a main CH itself or merge with adjacent cluster if it falls within half of its adjacent CH range. On the other hand, it can change its state to a main CH by selecting a subcarrier set that is not used by its adjacent clusters and try its best to
maintain the sequence of the subcarrier sets as $c_{1}, c_{2}, c_{3}$. The core idea in DMCMAC is to let each cluster to iteratively move its subcarrier set following its immediate front cluster's set until a network convergence occur.
3. The vehicle will join a CH if it falls within its range. It will set its field $C H I D$ to the CH's ID and send its status message when it receives the CH's invitation message or the channel is being idle for time $T_{w}(d)$ as in (7.4) which will be derived in a later subsection.
4. If the vehicle moves out of its CH's range, it will wait for certain number of CCI intervals, which is three in this protocol, before it gives up the subcarrier set that it was using. The vehicle will look for a new or a temporary cluster to join as in step 1. Figure 7.6 depicts the finite state machine dictating the state of any DMCMAC node.


Figure 7.6: DMCMAC finite state machine.

Lemma 1 In DMCMAC, vehicles could only join one cluster even though it could fall within the range of two cluster heads. The vehicle joins the closest CH to itself and if the CHs are of equal distance to the vehicle, it will join the one with the highest $\beta_{W S F}$. This means that clusters in DMCMAC may overlap geographically, but there is no overlap of their memberships.

### 7.2.3 Cluster Head Election and Reelection

In DMCMAC, the algorithm of electing and reelecting the CH is relatively fair, simple and with low communication and coordination among vehicles within the range. Once status messages are received, the vehicle with the highest $\beta_{W S F}$ factor among all vehicles within its range, will elect itself as a CH. It will set its CHID field to its own ID and select one of the main subcarrier sets $\left(c_{1}, c_{2}, c_{3}\right)$ to send its status messages. All other vehicles within its range may join this cluster.

If there is another vehicle within this vehicle's range that has the highest $\beta_{W S F}$ factor, it will assume the role of a temporary CH by setting its field $B K I D$ to the ID of that vehicle. This newly elected temporary CH will not participate in electing a new cluster head within its range and will wait either to merge with another cluster or to change its state to a CH and form a cluster.

To speed up the network convergence to a stable cluster topology, a vehicle that is not a CH within its own range and lies within the range of a temporary CH will join this cluster and will not participate in electing another temporary CH. And the vehicle that lies within the range of two cluster heads will join the cluster with the CH closest to itself, giving the priority to the main cluster over the temporary cluster.

Once the CH is elected, the goal is to maintain the cluster topology as stable as possible by not initiating the election process very frequently. Therefore, the cluster head will calculate the expected positions of all of its members after time $T_{f}$, based on their advertised speeds and accelerations as $x\left(T_{f}\right)=x(0)+v T_{f}+\frac{1}{2} a T_{f}^{2}$, where $x(0)$ is the current position of a vehicle. The CH will maintain its status as a CH if all of its members are still within its range after time $T_{f}$. The CH will select a backup CH that has the highest $\beta_{W S F}$ factor among
all vehicles around the cluster's center other than itself. The cluster center is defined based on the positions of the farthest two border vehicles. If more than $25 \%$ of the cluster members become out of the current CH's range but still within the backup CH's range, the current CH will hand the responsibility to the backup CH by setting its field $C H I D=C H B K$ in its final message (Type 3). Otherwise, the current CH will maintain its status for the next interval. The backup CH, once it hears the third CH's message with its ID is set in the CHID field, it will assume the role of the CH in the next $C C I$ interval.

If the CH falls within two third of the neighbor CH's range, it will hand the responsibility to the backup CH if it exists. Otherwise, it will set the fields CHID $=C H B K=0$ in its last message announcing a merge with the neighbor CH . Other cluster members will either join the closest cluster or return back to the lone state.

### 7.2.4 Cluster Head's Role

The CH sends three extra messages that have the same format as the status message but with extra data and sub channel ( $s C h$ ) fields as shown in Figure 7.7. The $s C h$ is used to announce the sub channel that will be used in the next $C C I$ interval. The data channel includes the schedule for accessing the channel and other information about cluster members.

| Type | $I D$ | $\beta_{\text {WSF }}$ | $v$ | Pos | $a$ | $R$ | CHID | CHBK | sCh | Data |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Figure 7.7: Cluster head's extra messages format.

- First, at the beginning of every $C C I$ interval, a consolidated message, with Type $=1$, that has information about the neighboring clusters and all current cluster members using access class $A C_{2}$ parameters is set. This insures a high priority for this message, hence other vehicles can synchronize with the current CH. In this message, the cluster members' IDs are arranged from behind to front and vehicles will follow this order to
send their status messages. At the same time, each vehicle calculates its maximum waiting time $T_{w}(d)$ that it should wait for its turn to access the channel based on its distance $d$ from its CH as:

$$
\begin{equation*}
T_{w}(d)=T_{A}+\frac{T_{A}}{2}\left(1+\frac{d}{R}\right), \tag{7.4}
\end{equation*}
$$

where $R$ is the used communication range (either $R_{h}$ or $R_{l}$ ), $d \in[-R, R]$ is the distance from the CH where vehicles in front of the CH have positive distance and those behind it have negative distance and $T_{A}=6 \times 13 \mu s$ is the Arbitration Inter Frame Space (AIFS) for access class $A C_{1}$. A vehicle can send its status message when the vehicle ahead of it in the sequence finishes transmitting its message. Otherwise, it will send its message when its $T_{w}(d)$ expires. After every successful transmission, each node updates its $T_{w}(d)$ based on the distance from the last vehicle that successfully transmits its message ( $d$ has positive values in this case). Vehicles that are at the front of the cluster head should wait until the CH takes its turn to send its status message $($ Type $=0)$. This is to eliminate the hidden terminal problem that could arise from the other side of the cluster and to maintain the status messages' schedule.

- Second, after receiving all status messages from its cluster members, the CH sends a status message with Type $=2$, which is an invitation for new members to join the cluster by sending their status messages. The new members should wait $T_{w}(d)$ time as in (7.4) before they can access the channel.
- Third, a consolidated message with Type $=3$, which contains information about all its members with enough power to reach a distance of $D_{c}$. This message is intended to reach the two neighboring CHs.

The CH will send the last two messages after the channel is being idle for time $(2+\psi) \cdot T_{A}$, where $\psi$ is a random number uniformly distributed in $[0,1]$. Figure 7.8 shows the order of all sent messages during one $C C I$ interval.


Figure 7.8: The time line for the sent messages during one $C C I$ interval.

The CH decides which subcarrier set and what range $R\left(R_{h}\right.$ or $\left.R_{l}\right)$ that all of its members should use. In the remaining time of the $C C I$ interval and after sending its final message, the cluster head will accept route requests from its members if they want to communicate with other vehicles on a different channel and outside the $C C I$ interval.

The CH also selects a backup CH , which has the highest $\beta_{W S F}$ among vehicles located around the cluster's center as mentioned in the previous subsection.

If a vehicle has an emergency message, it will contend for the channel access using the minimum contention window specified for high priority access class $\left(A C_{3}\right)$, i.e., $C W_{\min }=3$, and waiting time $T_{w}(d)=2 \times 13 \mu s$ to send this message for several times depending on the application (three times in this protocol). Once this message is received by the CH , it starts transmitting the message periodically (maximum 10 times every $((2+$ random no. $(0,1)) \cdot 13 \mu s)$ using $A C_{3}$ parameters with enough power to reach a distance of $D_{c}$. All cluster members will refrain from using the channel during this time. When the next CH receives this message, it broadcasts the message with enough power to reach both the next and the originating CHs. Once the originating CH hears its message back, it will stop broadcasting with high power, but continues the broadcasting to all its members for several times depending on the application or until the emergency situation is cleared. The emergency message will continue to propagate in the direction of interest for a maximum number of hops depending on the application.

To give an example on how DMCMAC works, we set a scenario of thirteen vehicles placed on a road segment as shown in Figure 7.9. The order in which the vehicles send their messages in the first $C C I$ interval is shown in Figure 7.10. The information shown in each message is the $I D$ of the sender, the cluster head's $I D$ and the backup cluster head's $I D$ as (ID, CHID,$C H B K)$. As shown in Figure 7.10, vehicle 4 starts by sending its message without CH or backup CH. The second vehicle (vehicle 6) sends its message indicating that it is the CH assuming that it has a higher $\beta_{W S F}$ than vehicle 4 . Vehicle 7 then sends its message agreeing with vehicle 6 as the CH . On the other hand, Vehicle 10 did not hear any of the previous transmissions and therefore, it sends its message without CH or backup CH . Vehicle 12 sends its message in which it selects vehicle 10 as a temporary CH, assuming that it has higher $\beta_{W S F}$ than itself. The same decision is taken by vehicle 8 . Vehicle 2 takes its turn and sends its message selecting vehicle 4 as a temporary CH. Finally, vehicle 1 selects itself as a CH since it hears some of the transmitted messages and found that it has higher $\beta_{W S F}$ than other vehicles in its range. The remaining vehicles (3, 5, 9 and 11) did not have a chance to send their messages in the first $C C I$ interval.

The state of each vehicle in the second $C C I$ interval is shown in Figure 7.11 and the messages sent in each sub channel are shown in Figure 7.10. Vehicle 6, is a CH in its range and sends its first message indicating the start of the $C C I$ interval. Vehicles (4 and 7) will follow the schedule to send their status messages. Other vehicles (3 and 5) which are not in the announced schedule will wait for the invitation message from the CH as shown in Figure 7.10. Vehicle 10 changes its state to a main cluster in the second $C C I$ interval. All vehicles will follow the announced schedule to send their messages in the same way as in vehicle 6 case. Although vehicle 4 is selected as a temporary CH , it will join the cluster of vehicle 6 since it lies within its range. Therefore, vehicle 2 will join the cluster of vehicle 1. Vehicle 13 will stay in the lone state during the second $C C I$ interval since it does not lie within the range of any CH .


Figure 7.9: A set of thirteen vehicles on a road segment before clustering.


Figure 7.10: Message exchange in DMCMAC protocol.


Figure 7.11: The network after running DMCMAC protocol.

### 7.3 Analysis

In DMCMAC, vehicles send their status messages with less competition for accessing the channel and less vulnerable to the hidden terminal problem. This allows DMCMAC to achieve an acceptable level of performance with respect to network convergence, stability, reliability and time delay.

For the analysis of DMCMAC, the VANET model in Chapter 4, which is published in [57], is used. This model is based on a one way multi lane highway segment and simplifies the network as one dimensional VANET as shown in Figure 7.12. In this model, Vehicles are assumed to be distributed on the road as Poisson process with average rate $\lambda_{v}=\frac{\beta}{\mu}$ vehicles $/ \mathrm{m}$, where $\beta$ is the total vehicle arriving rate as in (4.8) and $\mu$ is the vehicle's average speed. Vehicles follow the direction of the road with a speed uniformly distributed between $V_{\min }$ and $V_{\max }$. For more information on this model, we refer the reader to Chapter 4. In the following analysis, it is assumed that vehicles send their status messages, ( Type $=0$ and have the same length $L$ bits), using the same transmission rate $r_{d} \mathrm{Mbps}$ and the same communication range $R$ meters.

### 7.3.1 Network Convergence and Stability

In DMCMAC, the cluster size is governed by the CH's communication range which is a critical parameter in the stability of the network. Increasing the range will increase the


Figure 7.12: Clustering Model.
cluster size and hence more vehicles will contend for the channel use. At the same time, vehicles will have more space to move within the cluster with less probability to cross the cluster boundary.

Optimizing the communication range and hence the cluster size is very difficult especially in a highly dynamic scenario. It has been shown in Chapters 4 and 6 how the dynamics of vehicles affect the network density and hence the reliability and throughput of VANETs' safety applications. Since each vehicle has its own view of the network density and channel conditions, finding the optimal network parameters is difficult. Therefore, the range $R$ has to be selected based on the vehicle density, status message size and data rate such that all vehicles within the cluster have the chance to send their status messages within the $C C I$ interval.

Assuming that the cluster can handle a maximum of $K$ members, then the communication range $R$ will have a $C D F$ (cumulative distribution function) as

$$
\begin{align*}
F_{R}(x) & =\operatorname{Pr}(R \leq x) \\
& =\operatorname{Pr}\left(N(x) \geq \frac{K}{2}\right)  \tag{7.5}\\
& =1-\sum_{i=0}^{\frac{K}{2}-1} \frac{\left(\lambda_{v} x\right)^{i}}{i!} e^{-\lambda_{v} x}
\end{align*}
$$

where $x$ is a dummy variable, $N(x)$ is the Poisson process with parameter $\lambda_{v}$ that represents the number of vehicles within distance $x$. By taking the first derivative of (7.5), it can be found that the pdf (probability density function) of the communication range has gamma distribution as

$$
\begin{equation*}
f_{R}(x)=\frac{\lambda_{v}^{\frac{K}{2}} x^{\frac{K}{2}-1}}{\left(\frac{K}{2}-1\right)!} e^{-\lambda_{v} x} \tag{7.6}
\end{equation*}
$$

From (7.6), the mean value of the communication range can be found as $R=\frac{K}{2} \frac{1}{\lambda_{v}}$ and therefore, the average cluster size is

$$
\begin{equation*}
K_{a v g}=2 \lambda_{v} R . \tag{7.7}
\end{equation*}
$$

As in (7.5), the CDF of the distance $\left(D_{c}\right)$ between two adjacent cluster heads, which is the distance till the $(\mathrm{K}+1)$ th arrival, can be derived as

$$
\begin{align*}
F_{D_{c}}(x) & =\operatorname{Pr}\left(D_{c} \leq x\right) \\
& =\operatorname{Pr}(N(x) \geq K+1)  \tag{7.8}\\
& =1-\sum_{i=0}^{K} \frac{\left(\lambda_{v} x\right)^{i}}{i!} e^{-\lambda_{v} x} .
\end{align*}
$$

By taking the first derivative of (7.8) with respect to $x$, the pdf of $D_{c}$ is given by

$$
\begin{equation*}
f_{D_{c}}(x)=\frac{\lambda_{v}^{K+1} x^{K}}{K!} e^{-\lambda_{v} x} . \tag{7.9}
\end{equation*}
$$

From (7.9) and (7.7), the average value of $D_{c}$ can be derived as $D_{c}=2 R+\frac{1}{\lambda_{v}}$. Therefore, to make the probability of the cluster head's connectivity high, that is a cluster head finds a neighboring cluster head within distance $D_{c}$, we set $D_{c}=2.5 R$, where $R$ is the range that is used and announced by the CH. This means that the cluster head will use a communication range $R$ to communicate with its members and a second level of power to reach a distance of $D_{c}=2.5 R$ to communicate with adjacent cluster heads. Using fixed value of $D_{c}$ could result in low connectivity between cluster heads especially in heterogenous networks where cluster heads could use different communication ranges. Optimizing the communication range and $D_{c}$ in a heterogenous network is left as a future work.

To prevent the frequent change in cluster size as vehicles move in and out of the cluster boundary, the CH in DMCMAC, will use the hysteresis mechanism shown in Figure 7.13. Two threshold cluster sizes are defined: $K_{h}=2 \lambda_{h} R_{h}$ and $K_{l}=2 \lambda_{l} R_{l}$, where $R_{h}$ is the range that all vehicles will use when they enter the road, $\lambda_{h}$ is the maximum vehicle density that corresponds to $R_{h}, R_{l}$ is the lowest range that can be used by all vehicles which is related to a jam scenario and $\lambda_{l}$ is the vehicle density that triggers the change from $R_{l}$ to $R_{h}$. The cluster
head can sense the network density by the number of received status messages within the $C C I$ interval. $K_{h}$ represents the maximum number of vehicles that can be accommodated within the cluster and have the chance to send their status messages. The CH will trigger a change in the used range from $R_{h}$ to $R_{l}$ when the density reaches $\lambda_{h}$ and back to $R_{h}$ when the density decreases to the threshold $\lambda_{l}$.


Figure 7.13: The hysteresis mechanism in DMCMAC.

To find $R_{l}$ and $R_{h}$, the upper bound of the average time $T_{\text {avg }}$ until all cluster members managed to send their status messages is needed. It is assumed that every cluster member waits for time $T_{w}(d)$ as in (7.4) before they can access the channel (worst case scenario).

The CH sends its first message after time $T_{c f}=T_{A_{2}}+\frac{L_{c f}}{r_{d}}+\delta$, where $T_{A_{2}}=3 \cdot \varrho$ is the AIFS for $A C_{2}, L_{c f}$ is the cluster head's first message size in bits and $\delta$ is the propagation delay. After that, the first cluster member, located at distance $d$ from the CH , will send its message after time $T_{m f}(d)=T_{w}(d)+\frac{L}{r_{d}}+\delta$. Since the distance $d$ is uniformly distributed over the interval $[-R, 0]$, the average time of $T_{m f}$ is

$$
\begin{align*}
{\left[T_{m f}\right] } & =\int_{-R}^{0} T_{m f}(d) \frac{1}{R} d_{d}  \tag{7.10}\\
& =\frac{5}{4} T_{A}+\frac{L}{r_{d}}+\delta
\end{align*}
$$

The second vehicle to win the channel access is the closest neighbor to the first one. If the distance between them is $d$, which has exponential distribution with mean $\frac{1}{\lambda_{v}}$, then its
transmission time is $T_{m}(d)=T_{w}(d)+\frac{L}{r_{d}}+\delta$ with average value

$$
\begin{align*}
{\left[T_{m}\right] } & =\int_{0}^{R} T_{m}(d) \lambda_{v} e^{-\lambda_{v} d} d_{d}  \tag{7.11}\\
& =\frac{3}{2} T_{A}+\frac{L}{r_{d}}+\delta+\frac{T_{A}}{2 R}\left[\frac{1}{\lambda_{v}}-\left(R+\frac{1}{\lambda_{v}}\right) e^{-\lambda_{v} R}\right] .
\end{align*}
$$

The cluster head will wait for time $(2+\psi) \cdot T_{A}$ before it can send any of its invitation $($ Type $=2)$ and last $($ Type $=3)$ messages. Therefore, the average transmition time for its invitation message is $\left[T_{i n}\right]=\frac{5}{2} T_{A}+\frac{L}{r_{d}}+\delta$. Assuming that the size of last message is $L_{c l}$ bits, then its average transmission time is $\left[T_{c l}\right]=\frac{5}{2} T_{A}+\frac{L_{c l}}{r_{d}}+\delta$.

Since the average number of vehicles within the range is $2 \lambda_{v} R$, the upper bound of $T_{\text {avg }}$ can be found as

$$
\begin{equation*}
\left(T_{a v g}\right)_{u b}=T_{c f}+\left[T_{m f}\right]+\left(2 \lambda_{v} R-1\right)\left[T_{m}\right]+\left[T_{i n}\right]+\left[T_{c l}\right], \tag{7.12}
\end{equation*}
$$

The lower bound of $T_{\text {avg }}$ is when all cluster members send their status messages by following the sequence specified by the CH without waiting for time $T_{w}(d)$ as

$$
\begin{equation*}
\left(T_{a v g}\right)_{l b}=T_{c f}+\left(2 \lambda_{v} R\right)\left[T_{A}+\frac{L}{r_{d}}+\delta\right]+\left[T_{i n}\right]+\left[T_{c l}\right] \tag{7.13}
\end{equation*}
$$

To allow for all cluster members to successfully send their safety messages during the $C C I$ interval, the following condition should be satisfied

$$
\begin{equation*}
\left(T_{a v g}\right)_{u b} \leq \varphi \cdot C C I \tag{7.14}
\end{equation*}
$$

where $0 \leq \varphi \leq 1$ is a design parameter to spare some time from the $C C I$ for other control messages.

From (7.14), $\lambda_{h}$ and $R_{h}$ that should be used to trigger the change in the cluster size as discussed in Figure 7.13 could be determined. Since the cluster has $K$ vehicles, the size of the cluster's first message is $L_{c f}=2 K \cdot L$ and its last message is $L_{c l}=K \cdot L$. Moreover, as the range $R$ increases, the term $e^{-\lambda_{v} R}$ in (7.11) approaches zero. Therefore, if a certain maximum range as $R_{h}$ is used, then $\lambda_{h}=\frac{K}{2 R_{h}}$ can be found by manipulating (7.12) and
substituting the result in (7.14) as

$$
\begin{equation*}
\lambda_{h} \leq \frac{1}{2 R_{h}} \frac{\varphi \cdot C C I-5.75 T_{A}-\frac{2 L}{r_{d}}-3 \delta}{\frac{3}{2} T_{A}+\frac{4 L}{r_{d}}+\delta} . \tag{7.15}
\end{equation*}
$$

Since $R_{l}$ is governed by the jam scenario, where it is assumed that each vehicle occupies 10 meters on average and the road has $N_{l}$ lanes, then

$$
\begin{equation*}
R_{l} \leq \frac{10}{2 N_{l}} \frac{\varphi \cdot C C I-5.75 T_{A}-\frac{2 L}{r_{d}}-3 \delta}{\frac{3}{2} T_{A}+\frac{4 L}{r_{d}}+\delta} \tag{7.16}
\end{equation*}
$$

On the other hand, $\lambda_{l}$ is a design parameter which can be chosen as a fraction of $\lambda_{h}$, such that $\lambda_{l}<\frac{R_{l} \lambda_{h}}{R_{h}}$. The smaller $\lambda_{l}$ is selected, the less frequent the cluster size is changed. In the simulations, $\lambda_{l}=\frac{R_{l} \lambda_{h}}{R_{h}}$ is selected.

Another version of DMCMAC (eDMCMAC) is when the number of cluster members reach $K_{h}$, the cluster head will not trigger the change in the communication range but select a certain set $\left(K_{l}\right)$ of its members to only send their messages. The selection criteria is based on the stabilization factor and location. Vehicles with the lowest stabilization factor and/or located around the cluster boundary will have higher chances to be selected to send their status messages in the next $C C I$ interval. Vehicles should have at least one chance to send their messages every $\chi$ control channel intervals, which is set to $\chi=10$ in the simulation section. The cluster head will arrange the selected vehicles in its first message from behind to the front followed by the remaining not selected cluster members. Vehicles will follow this order to send their messages. A vehicle will defer from sending its message in the current $C C I$ interval if it hears one of its front neighbors' messages. In this enhanced version, the cluster head will have to keep a table for the last ten $C C I$ intervals to track which vehicles did send their messages. Although this version did increase the processing time and the overhead on the cluster head but it maintains a large cluster size. Therefore, eDMCMAC will have higher cluster head time and cluster member dwell time compared to DMCMAC especially in high density scenarios as will be shown in the simulations.

### 7.3.2 Clustering Reliability

To study the clustering reliability in DMCMAC, which is the probability that a cluster member and a neighboring cluster head will transmit and receive the clustering information from the local cluster head successfully, the following parameters are defined:

- $P=\frac{\sigma}{C C I}$ which is the probability that a vehicle (node) will send its status message in any time slot interval $\sigma$, assuming that cluster members contend for the channel use (worst case scenario).
- The carrier sense range $L_{C S}=\rho R$, where $1 \leq \rho \leq 2$, hence $L_{C S}$ will range from $R$ to $2 R$.
- The vulnerable period $T_{v}=\left\lceil\frac{2 T_{\text {data }}+\delta}{\sigma}\right\rceil$ which is the time needed for the channel to be silent for a successful communication normalized over the slot time, where $T_{\text {data }}=\frac{L}{r_{d}}$ is the status message transmission time and $\delta=1 \mu s$ is the propagation delay.
- The number of subcarrier sets or subchannels is $(N=4)$.
- The cluster head's communication and carrier sense ranges are defined as in (4.5) and (4.7) respectively and shown in Figure 7.14.


Figure 7.14: Communication and carrier sense ranges of the cluster head and one cluster member.

The probability $\left(P_{s}\right)$ that a cluster member, which is located at distance $d$ from the CH , will receive its cluster head's message can be derived in the following four cases:

- The first case is when the local cluster uses a different subchannel from both neighboring clusters (from left and right), which happens with probability of $\left(\frac{N-1}{N}\right)^{2}$. In this
case, with probability $P_{s 1}$ the cluster member will receive its cluster head's message successfully when all local cluster members are silent during the same time slot that the cluster head is transmitting:

$$
\begin{align*}
P_{s 1} & =\left(\frac{N-1}{N}\right)^{2} \sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}  \tag{7.17}\\
& =\left(\frac{N-1}{N}\right)^{2} e^{-P \lambda_{v} 2 R} .
\end{align*}
$$

- The second case is when the neighboring cluster on the left (cluster $H_{1}$ ) uses the same subchannel as the local cluster while the neighboring cluster on the right (cluster $H_{3}$ ) uses a different one. This case happens with probability $\frac{N-1}{N^{2}}$. Therefore, with probability $P_{s 2}$ the cluster member will receive the message successfully when all vehicles in the area $\left[-L_{C S}, R\right]$ did not use the channel in the same time slot as the local cluster head:

$$
\begin{align*}
P_{s 2} & =\left(\frac{N-1}{N^{2}}\right) \sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}  \tag{7.18}\\
& =\left(\frac{N-1}{N^{2}}\right) e^{-P \lambda_{v} R(1+\rho)} .
\end{align*}
$$

- The third case is when the neighboring cluster on the right $\left(H_{3}\right)$ uses the same subchannel as the local cluster while the neighboring cluster on the left $\left(H_{1}\right)$ uses a different one. This case also happens with probability of $\frac{N-1}{N^{2}}$. The cluster member, in this case, will receive the message successfully with probability $P_{s 3}(d)$ when all vehicles in the area $\left[-R, L_{C S}\right]$ did not use the channel in the same time slot and vehicles in the hidden terminal area $\left[L_{C S}, d+L_{C S}\right.$ ] did not use the channel for the vulnerable period $T_{v}$ :

$$
\begin{align*}
P_{s 3}(d) & =\left(\frac{N-1}{N^{2}}\right)\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} d\right)^{i}}{i!} e^{-\lambda_{v} d}\right]^{T_{v}}  \tag{7.19}\\
& =\left(\frac{N-1}{N^{2}}\right) e^{-P \lambda_{v} R(1+\rho)} e^{-P \lambda_{v} d T_{v}} .
\end{align*}
$$

By integrating over the range $d \in[0, R]$, the average value of $P_{s 3}(d)$ can be derived as

$$
\begin{equation*}
P_{s 3}=\left(\frac{N-1}{N^{2} P \lambda_{v} R T_{v}}\right) e^{-P \lambda_{v} R(1+\rho)}\left(1-e^{-P \lambda_{v} R T_{v}}\right) . \tag{7.20}
\end{equation*}
$$

- The last case is when both neighboring clusters use the same subchannel as the local cluster and this happens with probability of $\frac{1}{N^{2}}$. Therefore, the probability that the cluster member will receive the message successfully when all vehicles in the area [ $-L_{C S}, L_{C S}$ ] did not use the channel in the same time slot and at the same time the vehicles in the hidden terminal area $\left[L_{C S}, d+L_{C S}\right]$ did not use the channel for the vulnerable period $T_{v}$ is

$$
\begin{align*}
P_{s 4}(d) & =\left(\frac{1}{N^{2}}\right)\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 L_{C S}\right)^{i}}{i!} e^{-\lambda_{v} 2 L_{C S}}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} d\right)^{i}}{i!} e^{-\lambda_{v} d}\right]^{T_{v}}  \tag{7.21}\\
& =\left(\frac{1}{N^{2}}\right) e^{-P \lambda_{v} 2 \rho R} e^{-P \lambda_{v} d T_{v}} .
\end{align*}
$$

By integrating over the range of $d \in[0, R]$, the average value of $P_{s 4}(d)$ can be derived as

$$
\begin{equation*}
P_{s 4}=\left(\frac{1}{N^{2} P \lambda_{v} R T_{v}}\right) e^{-P \lambda_{v} 2 \rho R}\left(1-e^{-P \lambda_{v} R T_{v}}\right) . \tag{7.22}
\end{equation*}
$$

From (7.17), (7.18), (7.20) and (7.22), the probability $P_{s}$ can be calculated as

$$
\begin{equation*}
P_{s}=\sum_{i=1}^{4} P_{s_{i}} . \tag{7.23}
\end{equation*}
$$

To derive the probability $\left(P_{c}\right)$ that the cluster head will receive the status message successfully from its member which is located at distance $d$ as shown in Figure 7.14, the previous four cases are considered:

- In the first and last cases where both adjacent clusters use the same and different subchannels than the local cluster, respectively, the cluster head will receive its member's message with the same probabilities as in (7.17) and (7.22), respectively.
- For the second case which happens with probability $\frac{N-1}{N^{2}}$, when the neighboring cluster on the left uses the same subchannel as the local cluster while the neighboring cluster on the right uses a different one. The cluster head will receive the message successfully when all vehicles in the area $\left[d-L_{C S}, R\right]$ did not use the channel in the same time slot
and at the same time the vehicles in the hidden terminal area $\left[-L_{C S}, d-L_{C S}\right]$ did not use the channel for the vulnerable period $T_{v}$ as

$$
\begin{align*}
P_{c 2}(d) & =\left(\frac{N-1}{N^{2}}\right)\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}-d\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}-d\right)}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} d\right)^{i}}{i!} e^{-\lambda_{v} d}\right]^{T_{v}}  \tag{7.24}\\
& =\left(\frac{N-1}{N^{2}}\right) e^{-P \lambda_{v} R(1+\rho)} e^{-P \lambda_{v} d\left(T_{v}-1\right)},
\end{align*}
$$

by integrating over the range of $d \in[0, R]$, the average value of $P_{c 2}(d)$ can be derived as

$$
\begin{equation*}
P_{c 2}=\left(\frac{N-1}{N^{2} P \lambda_{v} R\left(T_{v}-1\right)}\right) e^{-P \lambda_{v} R(1+\rho)}\left(1-e^{-P \lambda_{v} R\left(T_{v}-1\right)}\right) . \tag{7.25}
\end{equation*}
$$

- For the third case which happens also with probability $\frac{N-1}{N^{2}}$, when the neighboring cluster on the right uses the same subchannel as the local cluster while the neighboring cluster on the left uses a different one, with probability $P_{c 3}(d)$ the cluster head will receive the message successfully when all vehicles in the area $\left[-R, d+L_{C S}\right]$ did not use the channel in the same time slot:

$$
\begin{align*}
P_{c 3}(d) & =\left(\frac{N-1}{N^{2}}\right)\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}+d\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}+d\right)}\right]  \tag{7.26}\\
& =\left(\frac{N-1}{N^{2}}\right) e^{-P \lambda_{v} R(1+\rho)} e^{-P \lambda_{v} d} .
\end{align*}
$$

By integrating over the range of $d \in[0, R]$, the average value of $P_{c 3}(d)$ can be derived as

$$
\begin{equation*}
P_{c 3}=\left(\frac{N-1}{N^{2} P \lambda_{v} R}\right) e^{-P \lambda_{v} R(1+\rho)}\left(1-e^{-P \lambda_{v} R}\right) . \tag{7.27}
\end{equation*}
$$

From (7.17), (7.25), (7.27) and (7.22), $P_{c}$ can be calculated as

$$
\begin{equation*}
P_{c}=P_{s 1}+P_{c 2}+P_{c 3}+P_{s 4} . \tag{7.28}
\end{equation*}
$$

To find the probability that the cluster head of the neighboring cluster $\left(H_{3}\right)$ shown in Figure 7.12 will receive the message from the cluster head of the local cluster $\left(H_{2}\right)$ successfully, the preceding four cases are considered. Moreover, the subchannel used by the neighboring cluster $\left(H_{4}\right)$ to the right of the receiving cluster head should be considered if it is the same
or not as the receiving cluster head.

- In the first case, when the neighboring clusters use different subchannels than the transmitting cluster head, the following two scenarios should be considered: first, with probability $\left(\frac{N-1}{N}\right)^{3}$ the neighboring cluster $H_{4}$ uses a different subchannel than cluster $H_{3}$. In this case, the probability that the receiving cluster head in $H_{3}$ will receive the message from the transmitting cluster head when all its members in $H_{2}$ do not use the channel in the same time slot and vehicles that are members of $H_{3}$ do not use the channel for the vulnerable period $T_{v}$ is

$$
\begin{align*}
P_{c c 1} & =\left(\frac{N-1}{N}\right)^{3}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}\right]^{T_{v}}  \tag{7.29}\\
& =\left(\frac{N-1}{N}\right)^{3} e^{-P \lambda_{v} 2 R\left(T_{v}+1\right)} .
\end{align*}
$$

The second scenario is when cluster $H_{4}$ uses the same subchannel as $H_{3}$, which happens with probability $\left(\frac{(N-1)^{2}}{N^{3}}\right)$. In this case, the probability that the cluster head in $H_{3}$ will receive the message successfully as in the previous case except that the hidden terminal area is $\left[R, 2 R+L_{C S}\right]$ is

$$
\begin{align*}
P_{c c 2} & =\frac{(N-1)^{2}}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(L_{C S S}+R\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(L_{C S}+R\right)}\right]^{T_{v}}  \tag{7.30}\\
& =\frac{(N-1)^{2}}{N^{3}} e^{-P \lambda_{v} R\left(2+T_{v}(\rho+1)\right)} .
\end{align*}
$$

- In the second case, with probability $\frac{(N-1)^{2}}{N^{3}}$ the neighboring cluster $H_{4}$ uses a different subchannel than $H_{3}$. In this case, with probability $P_{c c 3}$ the cluster head in $H_{3}$ will receive the message successfully when all vehicles in the area $\left[-L_{C S}, R\right]$ did not use the channel during the same time slot and the hidden terminal area in this case $[R, 3 R]$ is
silent for the vulnerable period:

$$
\begin{align*}
P_{c c 3} & =\frac{(N-1)^{2}}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}\right]^{T_{v}}  \tag{7.31}\\
& =\frac{(N-1)^{2}}{N^{3}} e^{-P \lambda_{v} R\left(\rho+1+2 T_{v}\right)} .
\end{align*}
$$

On the other hand, when $H_{4}$ is using the same subchannel as $H_{3}$, which happens with probability $\frac{N-1}{N^{3}}$, the hidden terminal area will be $\left[R, 2 R+L_{C S}\right]$. Therefore, the message will be received successfully with probability

$$
\begin{align*}
P_{c c 4} & =\frac{N-1}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}\right]^{T_{v}}  \tag{7.32}\\
& =\frac{N-1}{N^{3}} e^{-P \lambda_{v} R(\rho+1)\left(T_{v}+1\right)} .
\end{align*}
$$

- For the third case, considering first that cluster $H_{4}$ is using different subchannel than $H_{3}$. This happens with probability $\frac{(N-1)^{2}}{N^{3}}$; therefore, the probability that the cluster head in $H_{3}$ will receive the message successfully when all vehicles within the area $\left[-R, L_{C S}\right]$ are silent during the same time slot and the hidden terminal area $\left[L_{C S}, 3 R\right]$ is silent for the vulnerable period is given by

$$
\begin{align*}
P_{c c 5} & =\frac{(N-1)^{2}}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(3 R-L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(3 R-L_{C S}\right)}\right]^{T_{v}}  \tag{7.33}\\
& =\frac{(N-1)^{2}}{N^{3}} e^{-P \lambda_{v} R\left(\rho+1+3 T_{v}-\rho T_{v}\right)} .
\end{align*}
$$

On the other hand, when cluster $H_{4}$ uses the same subchannel as its neighbor $H_{3}$, which happens with probability $\frac{N-1}{N^{3}}$, the hidden terminal area will be, in this case, [ $\left.L_{C S}, 2 R+L_{C S}\right]$. Therefore, the message will be received successfully with probability

$$
\begin{align*}
P_{c c 6} & =\frac{N-1}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(R+L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(R+L_{C S}\right)}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}\right]^{T_{v}}  \tag{7.34}\\
& =\frac{N-1}{N^{3}} e^{-P \lambda_{v} R\left(\rho+1+2 T_{v}\right)} .
\end{align*}
$$

- For the last case, considering first that cluster $H_{4}$ is using a different subchannel than its neighbor $H_{3}$, which happens with probability $\frac{N-1}{N^{3}}$. The cluster head in $H_{3}$ will receive the message successfully when all vehicles in the area $\left[-L_{C S}, L_{C S}\right]$ are silent during the same time slot and the hidden terminal area $\left[L_{C S}, 3 R\right]$ is silent for the vulnerable period with probability

$$
\begin{align*}
P_{c c 7} & =\frac{N-1}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 L_{C S}\right)^{i}}{i!} e^{-\lambda_{v} 2 L_{C S}}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v}\left(3 R-L_{C S}\right)\right)^{i}}{i!} e^{-\lambda_{v}\left(3 R-L_{C S}\right)}\right]^{T_{v}}  \tag{7.35}\\
& =\frac{N-1}{N^{3}} e^{-P \lambda_{v} R\left(2 \rho+3 T_{v}-\rho T_{v}\right)} .
\end{align*}
$$

On the other hand, when $H_{4}$ uses the same subchannel as its neighbor $H_{3}$, which happens with probability $\frac{1}{N^{3}}$, the hidden terminal area will be $\left[L_{C S}, 2 R+L_{C S}\right]$. Therefore, the message will be received successfully with probability

$$
\begin{align*}
P_{c c 8} & =\frac{1}{N^{3}}\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 L_{C S}\right)^{i}}{i!} e^{-\lambda_{v} 2 L_{C S}}\right] \\
& \times\left[\sum_{i=0}^{\infty}(1-P)^{i} \frac{\left(\lambda_{v} 2 R\right)^{i}}{i!} e^{-\lambda_{v} 2 R}\right]^{T_{v}}  \tag{7.36}\\
& =\frac{1}{N^{3}} e^{-P \lambda_{v} 2 R\left(\rho+T_{v}\right)} .
\end{align*}
$$

Hence, the probability $P_{c c}$ that the cluster head of $H_{3}$ will receive a message from the cluster head of its neighboring cluster $H_{2}$ successfully is

$$
\begin{equation*}
P_{c c}=\sum_{i=1}^{8} P_{c c_{i}} . \tag{7.37}
\end{equation*}
$$

### 7.3.3 Time Delay

In this subsection, the time delay for an emergency message to be sent from one vehicle in one cluster and reaches vehicles that are located at distance $D$ (or $M=\left\lfloor\frac{D}{R}\right\rfloor$ clusters) from the emergency scene will be discussed.

In DMCMAC, if a vehicle has an emergency message, it will contend for the channel access using access class $A C_{3}$ to send this message. Once this message is received by the cluster head, it starts transmitting this emergency message periodically with enough power
to reach a distance of $\left(D_{c}\right)$, all other cluster members will refrain from using the channel during this time. When the next cluster head receives this emergency message, it will broadcast the message with a range of $\left(D_{c}\right)$ to reach both the next cluster and the originating CHs. Once the originating CH hears its message back from the neighboring CH , it will stop broadcasting the message with high power but continue the broadcasting to all of its members for several times depending on the application or until the emergency situation is cleared. The emergency message will continue to propagate in the direction of interest for a maximum number of hops $(M)$ depending on the application and the emergency situation as shown in Figure 7.15.


Figure 7.15: Emergency message propagation model.

Since it is assumed that the message is of length $L$ bits and its transmission time is $T_{\text {data }}$, then the average time delay $T_{\text {ed }}$ for the emergency message to reach its intended distance of $M$ clusters away is the sum of the time for the first cluster head to receive the message from its member, the time for the neighboring cluster heads to process and forward the message and the time for the last cluster head to send the message to its members successfully. Therefore, $T_{e d}$ can be calculated as

$$
\begin{equation*}
T_{e d}=\left(\frac{1}{P_{c}}+\frac{M}{P_{c c}}+\frac{1}{P_{s}}\right) T_{d a t a}+M T_{p} \tag{7.38}
\end{equation*}
$$

where $T_{p}$ is the time needed by the cluster head to process and analyze the emergency message before propagating it to the next cluster.

### 7.4 Model Validation and Simulation

To test the system's stability, reliability and efficiency, the following metrics are defined:

1. The average cluster head time $(\overline{C H T})$, which is the sum of all CHs times divided by total number of CHs during the simulation period.
2. The average cluster size $(\overline{C S})$, which is the total number of vehicles that became cluster members divided by the total number of formed clusters during the simulation time and can be calculated as

$$
\begin{equation*}
\overline{C S}=\frac{1}{T_{s}} \sum_{t=1}^{T_{s}} \frac{\sum_{j=1}^{C_{n}(t)} C M_{j}(t)}{C_{n}(t)} \tag{7.39}
\end{equation*}
$$

where $C M_{j}(t)$ is the number of cluster $j$ 's members $C_{n}(t)$ is the number of formed clusters at time $t$ and $T_{s}$ is the total number of $C C I$ intervals during the simulation time.
3. The system reliability ( $\Re$ ) which is the probability for a cluster member to send its status message during the $C C I$ interval and can be calculated as

$$
\begin{equation*}
\Re=\frac{1}{T_{s}} \sum_{t=1}^{T_{s}} \frac{\sum_{j=1}^{C_{n}(t)} \frac{C M s_{j}(t)}{C M_{j}(t)}}{C_{n}(t)} \tag{7.40}
\end{equation*}
$$

where $C M s_{j}(t)$ is the number of cluster $j$ 's members managed to send their status messages at time instance $t$.
4. The average time delay for an emergency message to reach an intended distance of 2000 meters.
5. The average number of messages successfully received by either a cluster head, a cluster member, or a neighboring cluster head.
6. The overhead percentage due to the extra messages sent by nodes to form the cluster. It is calculated by the size of the cluster management messages divided by the total size of all messages sent by all nodes during the CCI interval.

The simulation is developed based on the network simulator ns-2 [12] with the Cognitive Radio Cognitive Network (CRCN) [106] extension. We used realistic mobility traces gener-

Table 7.4: Value of parameters used in simulation

| Parameter | Value |
| :--- | :---: |
| Modulation and Data rate | QPSK,$r_{d}=6 \mathrm{Mbps}$ |
| Total Message sizes $L$ | $64 \times 8 \mathrm{Bits}$ |
| Emergency Min. Contention Window $W_{e}$ | 3 |
| Status Min. Contention Window $W_{s}$ | 15 |
| Vehicle's speed | $80-120 \mathrm{Km} / \mathrm{h}$ |
| Communication range $\mathrm{R}=R_{h}$ | 300 m |
| Control Channel Interval $C C I$ | 100 ms |
| Cluster maintenance time $T_{f}$ | 10 s |
| Communication range between cluster heads $D_{c}$ | 2.5 R |
| Emergency message travel distance $r$ | 2000 meters |
| $\rho$ | 1.5 |
| $\varphi$ | 1 |
| $\zeta$ | 0.5 |
| $\epsilon$ | 0.1 |
| Received power threshold $R_{x T h}$ | $3.162 \mathrm{e}-13 \mathrm{~W}$ |
| Noise-floor | $1.26 \mathrm{e}-14 \mathrm{~W}$ |
| $T_{t x} \& T_{r x}$ antennas heights | 1.5 m |
| $T_{t x} \& T_{r x}$ antennas Gain $G_{t}=G_{r}$ | 1 |
| Slot time $\sigma$ | $13 \mu \mathrm{~s}$ |
| Propagation delay $\delta$ | $1 \mu \mathrm{~s}$ |
| DIFS | $64 \mu \mathrm{~s}$ |
| SIFS | 2 time slots |
| Number of lanes $N_{l}$ | 4 lanes |

ated by MOVE [52] which is built on top of the micro-traffic simulator Simulation for Urban Mobility (SUMO) [53]. The simulation scenario is based on one directional highway segment of 8000 m in length and 4 lanes . The vehicles' speed ranges from $80-120 \mathrm{~km} / \mathrm{h}$, which is typical for Ontario highways. The Nakagami-m propagation model with configuration parameters as in Chapter 6 is used. The proposed DMCMAC is compared with the CMCP [97], APROVE [99], and the Distributed Coordination Function (DCF) of 802.11 p since they are the most relevant to this work. Each simulation typically simulates 1000 seconds. Table 7.4 lists the simulation parameters that are used unless a change is mentioned explicitly.

Figs. $7.16,7.17$ and 7.18 show the impact of vehicle density on the cluster topology for various communication ranges. Figure 7.16 shows that the CH's average life time increases by increasing the vehicle density. This is because the inter distance between vehicles are
decreasing and hence the relative speed between them is decreasing resulting in high CH's stability factor. This verifies that the proposed clustering algorithm works well by allowing the CH to reelect itself when all or most of its members are within its range after time $T_{f}$. Figure 7.17 shows the increase in the average cluster size as the density increases. In DMCMAC, the cluster head has a role to change the range when vehicle density reaches a threshold $\lambda_{h}$, hence, all its members have the chance to sent their status messages. This is clear from the abrupt change in the cluster size when vehicle density reaches 0.25 vehicles $/ \mathrm{m}$ for $R=300 \mathrm{~m}$. From Figure 7.16, we can see that the stability of the network topology will increase by increasing the communication range for fixed network density since there will be more space for vehicles to move within their CH's range. This explains why the eDMCMAC has better performance than DMCMAC especially when the vehicle density is high.

Figure 7.18 shows the dwell time versus the cluster maintenance time $\left(T_{f}\right)$. As $T_{f}$ increases, the accuracy of predicting the vehicle's future position and speed decreases. But in DMCMAC, this decrease is small since the CH elects a backup CH to maintain the network stability. It is also clear that increasing the range will increase the dwell time and at the same time will decrease the effect of using long maintenance time $T_{f}$ since the probability of vehicles to cross the cluster boundary will decrease.

Figs. 7.19, 7.20 and 7.21 show the performance evaluation of DMCMAC. Figure 7.19 shows the probability that all cluster members managed to send their status messages during the $C C I$ interval. Since the cluster head in the proposed clustering algorithm advertises the sequence that all of its members should follow to send their status messages, the system reliability is high especially in low density networks. As the network density increases, the reliability decreases slightly since there is more possibility that new members will join the cluster. These new members are not included in the advertised sequence and have to compete for the channel use based on (7.4). This explains why the reliability drops when the range is changed as the density reaches 0.25 vehicles $/ \mathrm{m}$.


Figure 7.16: Average cluster head time versus vehicle density.


Figure 7.17: Average cluster size versus vehicle density.


Figure 7.18: Average cluster member's dwell time as a function of the cluster maintenance time $\left(T_{f}\right), \lambda_{v}=0.2$ vehicles $/ m$.

Figure 7.20 shows the time taken by an emergency message sent by a vehicle to reach a distance of 2000 m versus vehicle density for different communication ranges. It is shown as the range increases, the travel time decreases since the number of clusters that the message will hop through to reach its intended distance decreases. Moreover, the decrease in vehicle density results in increasing the emergency message travel time since CHs may struggle to find a neighboring CH to carry the message forward.

Figure 7.21 shows the time needed for all cluster members to send their status messages. The abrupt change is due to the change of the communication range from $R_{h}=300 \mathrm{~m}$ to $R_{l}=180 \mathrm{~m}$ triggered by the CH when the vehicle's density reaches a certain value $\lambda_{v}=0.25$ as explained before in the hysteresis mechanism. It is clear that this time is less than the theoretical upper bound derived in (7.12). This proves that DMCMAC algorithm is efficient in managing the cluster size to allow all of its members to send their status messages.

Figure 7.22 shows the impact of traffic density on the cluster size and compare it with other multichannel protocols such as CMCP [97] and APROVE [99] for $R=200 \mathrm{~m}$. The traffic density $\lambda_{v}$ can be increased by either decreasing the vehicles' average speed or increasing the number of vehicles on the road. This figure shows that DMCMAC protocol builds


Figure 7.19: Reliability versus vehicles density.


Figure 7.20: Emergency message travel time versus vehicles density.


Figure 7.21: The time duration for all cluster members to send their status messages versus vehicles density for DMCMAC.


Figure 7.22: Average cluster size versus vehicles density ( $R=200 \mathrm{~m}$ ).


Figure 7.23: The time duration for all cluster members to send their status messages versus vehicles density for $R=200 \mathrm{~m}$.
the largest cluster size compared to others which is also very close to the theoretical results from (7.7). This is because DMCMAC has a mechanism to balance the cluster by electing a cluster head which is very close to the cluster center and moving with the same speed as most of its members. These characteristics help to maintain a stable cluster topology. To get more insight on why DMCMAC build larger cluster size compared to other protocols, we plot the time needed for all cluster members to send their status messages versus vehicle density when the communication range is $R=200 \mathrm{~m}$ in Figure 7.23. It is clear that DMCMAC allow all cluster members to send their status messages within the $C C I$ interval since it does not allow the cluster to overflow. That is when the number of vehicles reach a pre defined maximum, DMCMAC will trigger the change in the communication range to $R_{l}$ as in the hysterias mechanism explained in Figure 7.13.

Figures 7.24 and 7.25 show the probability of receiving a message from a cluster head by its members and neighboring cluster heads, respectively, and compare it with other protocols. In these simulations, we let all vehicles contend for using the channel to test for the efficiency of the multichannel protocol. That is the effect of selecting a different subchannel from neighbor clusters. It is obvious that the analytical results coincide with the those obtained


Figure 7.24: Probability that a cluster member will receive a message from its cluster head successfully versus vehicles density ( $R=200 \mathrm{~m}$ ), Vehicles contend for using the channel.


Figure 7.25: Probability of successful transmission between neighboring cluster heads versus vehicles density ( $R=200 \mathrm{~m}$ ), Vehicles contend for using the channel.


Figure 7.26: Probability that a CH will receive a message successfully from its neighbor CH versus vehicles density $(R=200 \mathrm{~m})$.
by simulation, especially for the DMCMAC protocol since it elects cluster heads based on their relative speeds and distances from their cluster members. The new selected cluster head in DMCMAC always selects a subchannel that is different from its front neighbor. This will help vehicles to send their messages with less vulnerable to the hidden terminal problem compared with other protocols such as CMCP [97] and APROVE [99]. These protocols find difficulties to deliver their cluster head's messages to cluster members especially in high density networks. On the other hand, they perform better than DMCMAC in low density networks since they build smaller cluster size compared to DMCMAC as shown in Figure 7.22 .

Figure 7.26 shows the probability for a CH to receive a message successfully form its neighbor CH versus vehicle density and compare it with CMCP [97]. In this simulation and in contrast to Figure 7.25, we let vehicles in DMCMAC and CMCP use scheduling and TDMA to access the channel, respectively. It is clear that the performance of the proposed DMCMAC way exceeds the other protocol specially in high density networks. This is because DMCMAC does not invoke the CH election process frequently, maintains the elected cluster head in its cluster center and hand the responsibility to the backup CH when it has more
coverage than the current CH . On the other hand, CMCP protocol invokes the CH election very frequently with more control messages to elect their cluster heads and do not maintain the elected cluster head in its cluster center such as in DMCMAC.

Figure 7.27 shows the cluster management overhead percentage when the communication range is 100 meters as a function of vehicle density for both the proposed DMCMAC and CMCP protocols. The cluster overhead in DMCMAC is due to the three extra messages sent by the CH in every CCI interval to manage the cluster membership. This metric is calculated by dividing the size if the extra messages by the total size of all messages sent during the $C C I$ interval. It is obvious that as the vehicle density increases, the overhead percentage decreases since more vehicles manage to send their status messages. In DMCMAC, the overhead is much lower than that of CMCP since the CH in DMCMAC has a role of selecting a backup CH that will take the responsibility of the cluster if it has higher stability factor than the current CH . This increases the dwell time of the cluster members, the CH's life time and hence the stability of the cluster topology.


Figure 7.27: Cluster management overhead versus vehicle density for range $\mathrm{R}=100 \mathrm{~m}$.

From all preceding figures, it can be seen that the performance of DMCMAC exceeds the performance of both CMCP and APROVE. This is due to its learning capability and the feature of selecting a backup cluster head to take over the main cluster head's responsibilities when it has more coverage. The algorithm of changing the communication range when the number of cluster members reaches a certain threshold helps to maintain a high reliability compared to CMCP and APROVE, especially in high density networks.

### 7.5 Summary

In this chapter, a novel clustering and mobility based MAC protocol for VANETs is proposed. Cluster heads are elected and reelected in a distributed manner according to their relative speed and distance from their cluster members. The high stability of DMCMAC results from its adaptability to drivers behavior on the road and its learning process to predict the future speed and position of all cluster members using the fuzzy logic inference system. In high density scenarios, the CH in DMCMAC has two options in order to increase the network's reliability and stability. First, it can change the used communication range based on the sensed vehicle density to allow all of its members to send their status messages within the CCI interval. Second, it can select a certain set of vehicles, that are more vulnerable to cross the cluster boundary, to send their status messages. The created clusters exhibit long average CH's life time and long average dwell time for its members. Status messages are exchanged within a cluster following a sequence that is advertised by the cluster head. Therefore, its reliability is the same as in TDMA schemes but without the hassle of reserving time slots and much more than fully contention based schemes. Moreover, CHs have to select one of four subcarrier sets that is different from their neighbors to eliminate the hidden terminal problem. The reliability of DMCMAC is analyzed. The cluster size, the probability of successfully receiving a message sent by a cluster head or a cluster member and the average travel time for an emergency message to reach certain distance are derived. From the comparison with some multichannel clustering protocols, it is clear that DMCMAC has
high stability, its performance exceeds other protocols and can achieve a timely and reliable delivery of emergency messages to their intended recipients. The analytical results match those obtained via simulation.

## Chapter 8

## Conclusions and Future Work

### 8.1 Conclusions

The focus of this dissertation is to develop scientifically rigorous and practically deployable solutions to support the new generation of vehicular safety applications. It tackles the theory and design challenges of Medium Access Control (MAC) protocol, specifically for the vehicular safety application in a harsh vehicular environment. The research addresses the mobility, frequent link ruptures, stringent time delay and the multi-path propagation that are expected to be prevalent in VANETs. We also introduce adaptive adjustment algorithms for the sending rates, transmission power among vehicles and the contention window based on the sensed vehicle's density.

The IEEE community is adopting the IEEE 802.11p as the main technology for VANETs to support protocols and applications over Inter-Vehicle Communications (IVC) and Vehicle-to-Roadside communication (V2R). To test the new applications and protocols on a real setup is very difficult and very costly; hence, simulation is used to study and analyze VANETs. Therefore, we begin this dissertation with the analysis of the PHY and MAC layers of the DSRC technology to build a simulation setup that best characterize VANETs' wireless channel and the movements of their nodes (vehicles).

The radio channel in VANETs is very complex and has many parameters that affect the amplitude and phase of the received signal. Therefore choosing the optimal propagation model that best characterize VANETs channel is the challenge that faces researchers in vali-
dating and testing the new applications and protocols. Through analysis and simulations, we showed that Ricean and Nakagami (in general) distributions are the appropriate models to describe the received signal in a highway scenario. Based on these findings, the communication range in the vehicular environment is derived. Moreover, we derived the recommended maximum one hop range that minimizes the collision's probability and the impact of the hidden terminal problem.

The mobility model is a crucial part in analyzing and testing VANETs. Therefore, a new mobility model is built, that takes into account the vehicle's follow-on safety rule, to accurately derive the relationship between vehicle's speed and network density. We also derive the distribution of vehicles on the road which affects the link availability and duration of connection between vehicles.

For VANET's safety applications to run effectively, it is necessary to have a highly reliable Medium Access Control (MAC) protocol, such that vital safety messages are not lost. In fact, the efficiency of VANETs depends on the performance and reliability of their MAC protocol which must be decentralized to fit their ad hoc nature. The MAC protocol should cope with the fast changing topology of VANETs and their uneven node density on the road. Therefore, we present an analytical model to analyze the reliability of the IEEE 802.11p in VANETs safety and warning applications. The analysis is based on the new mobility model to make it more close to reality. In the analysis, several factors have been considered, such as the impact of mobility on the link availability between the transmitter and the receiver, the distribution of vehicles on the road and the average number of vehicles within the range of the transmitter. It is shown from the analytical and simulation results that the current DSRC specifications may lead to undesirable performance under harsh vehicular environments. Therefore, a new adaptive algorithm, Adaptive and Mobility Based Algorithm (AMBA), is introduced to enhance VANET's reliability. By using the AMBA algorithm, vehicles are able to estimate the vehicle density and change their transmission parameters accordingly based on their current average speed to enhance VANETs' performance. The simulation results,
which coincide with the analytical results, show that the proposed model is quite accurate in calculating the system reliability. Although this algorithm enhances the performance of the DSRC, still there is a need for a novel MAC protocol that is more suitable for VANETs to alleviate the impact of the hidden terminal problem, increase the network capacity and reliability.

It is expected that broadcasting will be a major building block for VANETs safety applications and protocols. As those wireless networks tend to grow in terms of number of vehicles within a certain geographic area, their applications that use broadcasting will face a challenge in managing the channel capacity and alleviating the broadcast storm problem. Therefore, we introduced a new scheme, called Network Topology p-Persistence (NTPP), to alleviate the impact of the broadcast storm problem. NTPP is based on vehicles' knowledge of their neighbors in their range and traffic parameters to reduce the channel contention, redundant re-broadcasts and message travel time and to increase the message reception rate.

After all previous analysis and simulations, a novel clustering based MAC protocol for VANETs is proposed. The new protocol is called Distributed Multichannel and Mobility Aware Cluster-based MAC Protocol (DMCMAC). Cluster heads in DMCMAC are elected and reelected in a distributed manner according to their relative speed and distance from their cluster members. The high stability of DMCMAC results from its adaptability to drivers behavior on the road and its learning process to predict the future speed and position of all cluster members using the fuzzy logic inference system. In high density scenarios, the cluster head in DMCMAC has two options in order to increase the network's reliability and stability. First, it can change the used communication range based on the sensed vehicle density to allow all of its members to send their status messages within the $C C I$ interval. Second, it can select a certain set of vehicles, that are more vulnerable to cross the cluster boundary or change their status, to send their status messages. The created clusters exhibit long average cluster head's life time and long average dwell time for its members. Status messages are exchanged within a cluster following a sequence that is advertised by the cluster
head. Therefore, its reliability is the same as in TDMA schemes but without the hassle of reserving time slots and much more than fully contention based schemes. Moreover, cluster heads have to select one of four subcarrier sets that is different from their neighbors to eliminate the hidden terminal problem. The reliability of DMCMAC is analyzed. The cluster size, the probability of successfully receiving a message sent by a cluster head or a cluster member and the average travel time for an emergency message to reach certain distance are derived. From the comparison with some multichannel clustering protocols, it is clear that DMCMAC has high stability, its performance exceeds other protocols and can achieve a timely and reliable delivery of emergency messages to their intended recipients. The analytical results match those obtained via simulation.

The outcomes of this work will contribute to the state-of-the-art research toward new standards and design policies for future-generation vehicular ad hoc networks. They will also facilitate the development of numerous safety and commercial vehicular applications that will increase safety, efficiency, reliability and security of the current transportation system which will revolutionize our traveling concept.

### 8.2 Future Work

This dissertation addresses several aspects related to the design of a new MAC protocol for vehicular ad hoc networks. However, there are some relevant issues that warrant further consideration in the future work. For instance, we have considered, in this work, homogenous networks where all vehicles have the same communication range, use the same transmission rate, and message frequency. However, it is important to test the new protocols and applications on a heterogenous network setup. Moreover, there is a need for dynamic algorithms for synchronizing the sending rates, transmission power among vehicles and adaptive adjustment techniques for the fair sharing of bandwidth between different channels.

It is also necessary to tackle the theory and design challenges of an IP routing protocol that suits vehicular networks with the integration of a security system that is built on well-
established mechanisms and cryptographic primitives. The new IP routing protocol should take advantage of the cluster-based and multichannel MAC protocol that have been designed in this dissertation.

Securing VANET's communications is an indispensable prerequisite for its deployment and real world use. The special characteristics of VANETs, the huge network size they can form and their open environment make them more vulnerable to security attacks than regular WLANs. The new deployed security system should be more efficient and reliable to insure confidentiality of drivers' identities and their data. Balancing security and privacy with safety is the ultimate challenge that should be tackled in the new IP routing protocol design.
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