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IMAGE AND VIDEO RETRIEVAL

©Tahir Amin 2003

Master of Applied Science 
Department of Electrical and Computer Engineering 

Ryerson University

In this study, we present a new approach to feature extraction for image and video 
retrieval. A Laplacian mixture model is proposed to model the peaky distributions 
of the wavelet coefficients. The proposed method extracts a low dimensional feature 
vector which is very important for the retrieval efficiency of the system in terms of 
response time. Although, the importance of effective feature set cannot be overem
phasized, yet it is very hard to describe image similarity with only low level features. 
Learning from the user feedback may enhance the system performance significantly. 
This approach known as the relevance feedback is adopted to further improve the 
efficiency of the system. The system learns from the user input in the form of posi
tive and negative examples. The parameters of the system are modified by the user 
behavior.

The parameters of the Laplacian mixture model are used to represent texture 
information of the images. The experimental evaluation indicates the high discrimi
natory power of the proposed features. The traditional measures of distance between 
two vectors like city-block or Euclidean are linear in nature. The human visual sys
tem does not follow this simple linear model. Therefore, a non-linear approach to 
the distance measure for defining the similarity between the two images is also ex
plored in this work. It is observed that non-linear modelling of similarity yields more 
satisfactory performance and increases the retrieval performance by 7.5 per cent.

Video is primarily multi-modal, i.e., it contains different media components like 
audio, spéèch, visual information (frames) and caption (text). Tfraditionally, visual 
information is used for the video indexing and retrieval. The visual contents in the 
videos are very important, however, in some cases visual information is not very 
helpful for finding clues to the events. For example, certain action sequences such as 
goal events in a soccer game and explosion in a news video are easier to identify in 
the audio domain than in the visual domain. Since the proposed feature extraction 
scheme is based on the shape of the wavelet coeSicient distribution, therefore, it can 
also be applied to analyze the embedded audio contents of the video. We use audio 
information for indexing video clips. A feedback mechanism is also studied to improve 
the retrieval performance of the system.
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Chapter 1 

Introduction

Information retrieval has become an active area of research due to the emergence of 

information superhighway. The amount of information available in the digital format 

is increasing at an exponential rate. This huge amount of information is accessible 

through pubUc (such as Internet) and private networks as well as by stand alone 

systems. The cost of storing the digital information has been reduced significantly 

due to the development of new technologies such as Compact Discs (CDs) and Digital 

Video Disks (DVDs). The generation of data in different formats has also become 

very easy in recent years. Therefore, the information is now available in different 

media such as video and images. In order to utilize this tera bytes of information in 

a meaningful way, effective and efficient search methodologies are required.

The primary objective of information retrieval is to provide access to the recorded 

knowledge. In this chapter, we will discuss fundamentals of the information retrieval 

(IR) systems. The traditional IR paradigm developed primarily for the text docu

ments has hmitations when applied to the other data formats such as images, audio, 

graphics or video. The transformation of the IR systems from simple text-based 

annotation to content-based analysis is also described.

1.1 Retrieval of Text D ocum ents

1.1.1 Cataloguing

The purpose of cataloguing is to facilitate the search of a particular document from 

the library. A book is described by a few standard textual terms such as book



title, author, subject etc. The users are able to search through the catalogue to 

find out a particular book and to know what books are contained in the library. 

The users can also find out all the documents/books on a particular subject. After 

the invention of computers, the traditional catalogues have been replaced by a more 

sophisticated electronic catalogue system. It is now possible to attach a variety of 

descriptors characterizing a document. The search is performed by computers and 

the users have more options to choose firom. For example, the user can find out the 

documents published in a particular year. Keyword search is also provided which 

adds further flexibility to the retrieval process. Another advantage of the modern 

electronic catalogues is that if the library does not have a particular item the user is 

looking for, it may suggest some documents that possess similar characteristics. The 

cataloguing process is however manual, i.e., carried out by a person. It is not only 

very time consuming but also subjective to the personal bias.

1.1.2 Modern IR of Text Documents

The manual indexing of the electronic documents is a very tedious operation. The 

speed at which the electronic documents are being created and stored in digital format 

makes it almost impossible to index them through manual operation. An automatic 

algorithm is necessary to produce indexes and search engines should be developed 

to retrieve the relevant information. The modern IR does not rely on the controlled 

vocabulary like traditional cataloguing. The indexes are derived from the contents of 

the documents automatically. The pioneer work in this area was done by Luhn [1]. 

The documents are encoded by submitting to a mechanized process to extract the 

significant words fi:om the document. These words are then compared with the query 

words. The relevancy of the documents is decided on the basis of the occurrence of 

these words. Luhn developed a statistical approach in which the significance factor of 

a sentence is derived from an analysis of its words. The firequency of word occurrence 

in a document is a useful measurement of word significance. It is further proposed that 

the relative position within a sentence of words having given values of significance 

furnishes a useful measurement for determining the significance of sentences. The



significance factor of a sentence will therefore be based on a combination of these two 

measurements. Luhn contended that the words are significant if their frequency of 

occurrence is within a range. If the frequency of occurrence increases beyond a higher 

cut off limit, the word becomes insignificant such as in case of commonly used words 

’is’, ’are’, ’am’ etc. On the other hand, if the frequency of occurrence is below the 

lower cut off limit then the word is also not significant. In this case the document 

does not contain sufficient instances of the word to make it significant. This principle 

is depicted in Figure 1.1.

Work

Figure 1.1: Luhns word rank-frequency diagram [1].

1.2 Text-Based Retrieval of Audiovisual D ocum ents

The text-based retrieval of the audiovisual documents is an extension of the modem 

IR. The attributes of the audiovisual documents known as the meta-data are also 

stored along with the data. Meta-data is the data about the data that describes 

characteristics of the audiovisual documents such as file name, file type, file size, 

author’s name etc. When the users submit textual queries, the system searches



through the meta-data to find the relevant set of documents. The meta-data is added 

to the documents by a manual or semi-automatic process. Text-based retrieval of 

audiovisual data has many hmitations from which some are enumerated below:

• The manual indexing of audiovisual information is highly subjective and reflects 

the personal viewpoint of the author.

• It is very difficult to find suitable textual annotations for the description of 

audiovisual documents.

• The users have to provide textual description of the query which is very difficult 

to establish. The users cannot search the database by providing an example 

image or video sequence.

In spite of the above noted limitations, text-based search of the audiovisual documents 

is a popular way of finding information on the World Wide Web (www). The popular 

web search engines such as Google [2], Lycos [3] and Altavista [4] have extended their 

capabilities to include key-word based search of the audiovisual data. Google search 

engine has image search that allows users to retrieve images by text queries. Figure

1.2 shows the Advanced Image Search Interface of Google. Lycos search engine has 

provided multimedia search including video, music and images. Similarly, Altavista 

meta search engine has options of image, MP3/Audio and video search.

Advanced Image Search

lm «gt Search
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Figure 1.2: Advanced Image Search Interface of Google [2].



1.3 Content-Based Retrieval

The inefficiencies and limitations of the text-based retrieval of the audiovisual doc

uments prompted the researchers to look into alternative ways of searching these 

documents. Indexing and retrieving based on the contents was the natural outcome 

of this investigation. The idea of content-based searching has already been matured 

for the text documents. The key-word search based on the word frequency paradigm 

is content-based in essence. The visual and aural contents of the audiovisual data such 

as texture, color, shape, pitch and loudness, are used as clues for retrieving similar 

documents from the database. A low level representation of these characteristics is to 

be extracted from the contents of the audiovisual data. This extracted information is 

then used to build content-based indices for the documents. The development in the 

content-based retrieval systems is due to the contributions from many areas such as 

computer vision, human computer interaction, psychology, pattern recognition, signal 

processing and multimedia database systems.

1.3.1 Content-Based Image Retrieval

Problems with text-based access to images have prompted increasing interest in the 

development of content-based solutions. This is most often referred to as content- 

based image retrieval (CBIR). Content-based image retrieval rehes on the character

ization of primitive features such as color, shape, and texture that can be automati

cally extracted from the images. Feature extraction is the basis of the content-based 

image retrieval. In broad sense, features may include both textual (keywords, an

notations etc.) and visual descriptors (color, texture, shape and faces etc.). Within 

the visual feature scope, the features can be further classified as general features and 

domain-specific features. The former includes color,' texture and shape and the latter 

is application dependent and may include, for example, human faces and finger prints. 

Because of the human perceptual subjectivity, there is no single best representation 

for a given feature. Multiple representations characterize the same visual feature from 

different perspectives.



Users seeking images come from a variety of domains, including law enforcement, 

journalism, education, entertainment, medicine, architecture, engineering, publishing, 

advertising, and art. They may look at the images with different perspectives. Learn

ing high level semantic concepts is a challenging task for the content-based retrieval 

systems. Finding the objects of interest and high level segmentation of the images 

similar to that performed by the human visual system still needs a lot of research.

1.3.2 Content-Based Video Retrieval

By the word video, we refer to the image sequence and its accompanying audio track. 

The embedded audio content in videos consists of speech as well as non-speech seg

ments. As the information revolution continues into the new millennium, the gener

ation and dissemination of digital multimedia content continues to witness phenome

nal growth. However, this rate of growth has not been matched by the simultaneous 

emergence of technologies that can process the multimedia content efficiently. State 

of the art systems for content management lag far behind the expectations of the 

users of these systems. The users expect these systems to perform analysis at the 

same level of complexity and semantics that a human would employ while analyzing 

the content. Herein lies the reason why no commercially successful systems for con

tent management exist. Humans assimilate information at a semantic level and do 

so with remarkable ease. We do not recall the movie we watch in its entirety but 

through a small number of scenes that leave an impression on our mind and through 

the story-line that we grasp. In fact the human ability to apply knowledge to the 

task of sifting through large volumes of multimodal data and extracting only rele

vant information is amazing. The troika of sensory organs, short term and long term 

memory and ability to learn and reason based on sensory inputs (through supervised 

or unsupervised training) are the mainstay of the human ability to perform semantic 

analysis on multimodal data.

The task of automatic analysis is to reduce the tremendous volume of multimodal 

data to concise representations, which capture the essence of the data. Tools for effi

cient storage, retrieval, transmission, editing, and analysis of multimedia content are



absolutely essential for the utilization of raw multimedia content. Examples include 

television and satellite broadcast of news, sports, weather, politics, entertainment, 

personalized entertainment like video on demand, search and retrieval of content 

on the World Wide Web, electronic commerce; human-computer intelligent inter

action, communication through wired and wireless devices; advanced collaboration 

Hke video-conference, chat rooms, recreational activities like planning travel, content 

sharing and personalization of content indexing. Video databases serve as a perfect 

example of how the acute need for tools has severely constrained the use of multime

dia content. Research in speech recognition is npw over 3 decades old. Filtering of 

multimedia content can enable automatic rating of Internet sites and restrict access 

to violent content. Semantic understanding could mean better and natural interfaces 

in human computer interaction.

1.4 M PEG -7 - M ultim edia Content D escription In
terface

MPEG-7, formally known as Multimedia Content Description Interface, is the current 

ISO (International Organization for Standardization) standard developed by MPEG 

(Motion Pictures Expert Group). While the prior MPEG standards focus on coding 

and representation of audio-visual content, MPEG-7 focuses on description of multi- 

media content. It addresses content with various modalities including image, video, 

audio, speech, graphics and their combinations. MPEG-7 complements the existing 

MPEG standards and aims to be applicable to many existing formats. The develop

ment of MPEG-7 standard is driven by critical needs for indexing, searching, filtering 

and managing audio-visual data. It is important not only for the end users, but also 

for the providers of audiovisual content or services. In order to achieve the maxi

mum inter-operability and facilitate the creation of innovative applications, MPEG-7 

intends to be an inter-operable interface. It defines the syntax and semantics of var

ious description tools. Each tool may be designed for specific or generic modalities 

(e.g., audio, visual or multimedia), aspects (e.g., media, meta, structural or semantic)
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and applications (e.g., search engine, filtering agent or navigation) [5]. The purpose 

of MPEG-7 is to provide inter-operability among systems and applications used in 

generation, management, distribution, and consumption of audiovisual content de

scriptions. Such descriptions of streamed or stored media help users or applications 

to identify, retrieve, or filter audio-visual information. Example applications include 

broadcast media selection, radio, TV channels, digital libraries, image catalog, mu

sical dictionary, multimedia directory services and multimedia editing. The use of 

MPEG-7 descriptions is expected to result in a flexible and scalable firamework for 

designing services that can be accessed from a variety of terminals such as mobile 

devices, set top boxes, and personal computers. This is shown in Figure 1.3.

producdon
aegrcsatlon

(filter.

Mobile 
ttsm
(contextna! 
summary)

interoperable
enhtcot

management
&e%(bange

internet
Internet

(learch.

Figure 1.3: Role of MPEG-7 in Facilitating Inter-operable Services and Applications [5].

MPEG-7 provides several normative elements such as Descriptor (D), Description 

Scheme (DS) and Description Definition Language (DDL) to handle a wide range of 

applications. Descriptors define syntax and semantics of features of audiovisual con

tent. Different levels of abstraction are addressed by MPEG-7. At the low abstrac

tion level, descriptors may include shape, motion, texture, color, and camera motion 

for images/videos, energy, harmonicity and timbre for audio. At higher abstraction 

level, descriptors may include events, abstract concepts and content genres. Audio



and visual descriptors represent specific features related to audio and visual content 

respectively. Generic descriptors address generic features. Description schemes al

low construction of complex descriptions by specifying the structure and semantics 

of the relationships among the constituent descriptors or description schemes. For 

example, the description scheme for a video segment may specify the syntax and 

semantics of the component elements such as underlying segment decomposition, in

dividual segment attributes (such as segment length and textual annotations), and 

relationships between component segments. As in the case of descriptors, description 

schemes can be categorized to audio, visual, or generic. Generic description schemes 

usually represent generic meta information related to all kinds of media such as audio, 

visual, text and graphic. MPEG-7 also includes descriptors and description schemes 

related to creation, production, management and access of audio-visual content. Such 

meta-data may include information about the coding scheme used for compression 

(e.g., JPEG, MPEG-2), the overall data size, conditions for accessing the material 

(e.g., intellectual property rights information and financial information), classifica

tion (include parental rating, and content classification into a number of pre-defined 

categories), and links to other relevant material (this information may help the user 

speeding up the search).

The MPEG-7 description definition language allows flexible definition of MPEG-7 

description schemes and descriptors based on XML Schema. The current descriptors 

and description schemes are application independent. When it is required to describe 

content for specific domains (e.g., news, films), there is often a need to extend and 

specialize the generic MPEG-7 tools and use DDL to define specialized or additional 

tools. MPEG-7 allows descriptions of audiovisual content at different perceptual and 

semantic levels. It is expected that low-level features (such as color and structural 

features) can be extracted in fully automatic ways, whereas high-level features that 

describe semantic information might need more human interaction.

Figure 1.4 depicts the MPEG-7 processing chain to explain the scope of the 

MPEG-7 standard. It is important to understand that for descriptors and description 

schemes, the MPEG-7 standard does not specify how to extract these descriptions.
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However, as a normative requirement, the representation of these descriptions must 

conform to the MPEG-7 standard. Compliant MPEG-7 binary or non-binary de

scriptions can be accessed, understood, and consumed by applications that are able 

to decode and process MPEG-7 descriptions. How the MPEG-7 descriptions ought 

to be used for further processing—i.e., for search and filtering of content is not stan

dardized in MPEG-7 to leave maximum flexibility to applications. It should also 

be noted that MPEG-7 descriptions may be physically located with the associated 

audio-visual material in the same data stream or on the same storage system. Alter

natively, the descriptions could also be located anywhere else, as long as it is possible 

to link audio-visual material and their MPEG-7 descriptions efficiently.

Description

Scope of MPEG-7

Figure 1.4: Scope of MPEG-7 [5].

1.5 Contribution of the Thesis

1.5.1 Modelling of Wavelet Coefficient Distributions

Wavelet coefficients have very peaky distributions. Taking into account this feature 

and the retrieval application in mind, we develop a statistical approach for modelling 

the shape of the wavelet coefficient distributions. The finite mixture modelling is an 

acknowledged approach in the statistical pattern recognition. We investigate Lapla

cian mixture model to model the shape of the wavelet coefficient distributions. We 

demonstrate that a mixture of only two components can approximate the wavelet 

coefficient distribution efficiently. The parameters of the model are used to index the 

image and embedded audio in the video retrieval. The proposed feature extraction 

approach is tested by experimental evaluation. The results indicate that the pro

posed features provide a good representation of the texture content of the images.
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Since the proposed features are based on the characteristics of the wavelet coefficient 

distribution, the technique is also very successful for audio-based video retrieval.

1.5.2 Application to Image Retrieval

A statistical content analysis approach is developed for application to image indexing 

and retrieval. The proposed features are very effective for the description of tex

ture information contained in the images. We have also shown the power of human 

centered interaction in improving the efficiency of the retrieval engine. The low di

mensionality of the proposed feature vector reduces the complexity of the retrieval 

process.

1.5.3 Application to Video Retrieval

An audio based indexing scheme for video data is proposed in this work. The work 

in this area has been scarce in the past. Most of the research in the video retrieval is 

directed to the utilization of visual information. We have used audio to describe the 

video content because the users are often interested in the auditory similarity such as 

in case of songs and sports videos. The system can be utilized for the audio retrieval 

or for building audio-based indexes for the video data. The main advantage of the 

proposed technique is its efficiency for video retrieval at the scene and clip levels. A 

graphical user interface is developed through which users can browse the database, 

play a video clip, search the database by providing a query clip and provide feedback.

1.6 OrgEinization o f the Thesis

The rest of the thesis is organized as follows. C hapter 2 presents a survey of several 

techniques used for image and video retrieval. Image indexing and retrieval techniques 

based on color, texture and shape characteristics are described. Video indexing and 

retrieval schemes based on key-frames, audio, motion and caption text are also men

tioned. The concept-based retrieval of audio-visual documents is a new development 

in multimedia content description. This search paradigm is also discussed in this 

chapter.
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The first part of C hapter 3 provides the background information for the two main 

ideas used throughout this work. Wavelet transform was introduced during 1980s. 

Since then, it’s use have become very extensive in image and audio analysis. This 

chapter provides the necessary mathematical firamework for the one-dimensional and 

two-dimensional Wavelet transform firom an electrical engineering perspective. In the 

second part of the chapter, a mixture of Laplacian model for modelling the shape of 

the wavelet coefiicient distributions is developed. The procedure for calculating the 

model parameters using the Expectation Maximization (EM) algorithm is explained 

explicitly. Experimental evaluation is presented to prove the validity of the model for 

our particular application.

In C hapter 4, we apply the statistical approach developed in chapter 3 for ex

traction of texture features firom the images. The radial basis function is adopted 

for similarity measurement which is a non-linear similarity criteria. The feedback 

mechanism for the improvement of retrieval performance and to know users’ notion 

of similarity is discussed in this chapter. The experimental evaluation of the algo

rithm for image retrieval is also presented. A comparison study between some existing 

schemes and the proposed approach is also described.

We explore the utility of the embedded audio content for finding certain types of 

video shots in C hapter 5. Video is a multi-modal data type. The embedded audio 

contents of the video is a rich source of information that should be tapped for video 

content description. A comprehensive experimental evaluation of the audio-based 

approach is presented in this chapter.

We conclude this thesis with C hapter 6. The possible future research extensions 

are detailed. The fusion of the multi-modality for video indexing is a challenging task 

for the possible future research work. This chapter also discusses the extension of the 

image retrieval system to the color image databases.



Chapter 2 

Literature Review

2.1 Content-Based Image Retrieval

The traditional information retrieval systems relied on the manual indexing of the 

documents. When this indexing paradigm was extended to image retrieval, it was 

noted that it is very hard to describe the contents of images by textual descriptors. 

Moreover, the human subjectivity is also an important issue. The early image retrieval 

techniques were focused on transforming the manual indexing with a fully automatic 

process without any human interference. The image retrieval systems are based on the 

low level features representing color, shape and texture. The indexing of the images 

based on the objects of interest, however, requires very efficient image segmentation 

algorithms. Researchers have taken different approaches and have proposed several 

techniques for extraction of features from the images.

2.1.1 Color Based Image Retrieval

Color is a very important visual feature that is immediately perceived by the viewer. 

Image retrieval using color information endeavors to model the human color percep

tion. Color feature is very robust and is independent of the size of the image. There 

are many different techniques proposed in the literature for image indexing based on 

the color information. The arrangement of colors is connected to psychological effects. 

The psychological and artistic studies show that the color sensations in an observer 

follow certain rules [6]. The color is usually represented by points in 3-dimensional 

color space. There are various color models based on different studies. The extraction

13
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and performance of color features is related to the color space used.

The color histograms are the most traditional way for representation of color by 

low-level features. The idea of color histogram was first proposed by M. J. Swain and 

D.H. Ballard [7]. The color properties of the images can be defined by 3 independent 

color distribution for the three primary colors (such as in RGB color space). It may 

also be represented by one distribution over three primaries. The images are usually 

subsampled before the extraction of color features. The distribution of the colors 

is obtained by discretizing the image colors. Swain and Ballard also introduced the 

notion of Histogram Intersection to compare the histograms of two images to define 

similarity. The advantage of this similarity measure is that the colors that are not 

present in the query image do not contribute towards the similarity measurement. 

Another advantage is that its performance is not affected by the number of bins in 

the histogram. They also used the histogram intersection technique to locate objects. 

Histograms are invariant to translations and rotation about the viewing axis, and 

change only slowly under change of angle of view, change in scale and occlusion. Also 

histograms, by themselves, do not include spatial information. So the images with 

very different layouts may have the same histogram.

The quantization of the color space is essential to reduce the number of colors and 

increase the computational efficiency. Due to this quantization, histograms may have 

problems in representing the color content of the images. The number of quantization 

levels should be selected in such a way so that the different colors does not fall into 

the same bin. A uniform quantization of the color space may be appropriate for 

the perceptually uniform color spaces. But in case of perceptually non-uniform color 

spaces such as HSV or RGB, a non-uniform quantization method should be applied. 

The choice of the quantization levels thus affects the efficiency of a particular color 

feature extraction algorithm. Researchers have proposed different ways to quantize 

the color space. Smith and Chang [8] have proposed to partition the HSV color space 

into 166 bins. They place more importance on hue (18 levels) than on the value of 

saturation (only 3 levels). They also preprocess the images by passing it through a 

median filter. This preprocessing eliminates the outliers and enhances the prominent
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color regions.

Several techniques have been proposed to integrate the spatial information with 

the color histograms. Gong et.al. model the color-spatial information of an image 

by splitting it into nine equal sized sub-images [9]. They represent each sub-image 

by a different color histogram. This approach is simple but is expensive both to 

compute and to store. W. Hsu, T.S. Chua and H.K. Pung propose the method of 

maximum entropy discretization with event covering method to include the spatial 

information [10]. Smith and Chang propose the usage of back-projection of binary 

color sets to extract color regions from images [11]. This technique provides for 

both the automated extraction of regions and representation of their color content. 

They have implemented this technique in the VisualSEEk content-based image/video 

retrieval system designed for the World Wide Web [12]. M. Strieker and A. Dimai 

first split the image into 5 partially overlapping fuzzy regions. Then they combine 

the color feature similarity of each of these sub-images by attributing more weight 

to the central region. However, this solution is highly domain dependent. It may be 

effective for an archive of photographs but it might not work well in other application 

areas [13, 14].

Pass and Zabih propose histogram refinement technique that splits the pixels in 

a given bucket into several classes, based upon some local property. From every 

bucket, only pixels in the same class are compared. They calculate a split histogram 

called a color coherence vector (CCV). CCV partitions each histogram bucket based 

on spatial coherence [15] [16]. The pixels are classified as coherent or incoherent to 

a given color. A region is defined as coherent if it is about 1 per cent of the total 

image. The total number of coherent and incoherent pixels are determined which then 

form the CCV. Cinque et.al. propose image color indexing scheme based on spatial 

chromatic histograms (SCH). SCH combines information about the location of pixels 

of similar color and their arrangement within the image [17]. M. Mitra, J. Huang and 

S.R. Kumar propose new color features called color correlograms for color content 

of the images. Color correlograms include the spatial correlation of colors, and can 

be used to describe the global distribution of the local correlations [18]. Strieker
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and Orengo use the first three central moments of the probability distribution of each 

color. In order to compare two images according to their color moments, they propose 

a similarity function that consists of a weighted sum of the absolute differences of the 

moments summed over all color channels [19]. However the color moments are very 

sensitive to the variations in the intensity.

The techniques discussed above are based on the spatial domain processing of the 

images. Jacobs, Finklestein and Salesin have proposed the application of a truncated, 

quantized two-dimensional wavelet decomposition of the images [20]. The images are 

first decomposed using the Haar wavelet transform. The similarity is measured by 

calculating the number of significant wavelet coeflàcients that are close to each other 

in the query image and the test images. To reduce the computational complexity, the 

images are first subsampled at 128 x 128 and colors are quantized with 6 bins for each 

of the RGB component. For painted queries, 60 largest coefficients are used for each 

color, while for scanned images, 40 largest coefficients are compared. Color based 

image retrieval schemes based on wavelet transform are also proposed in [21, 22].

2.1.2 Texture Based Retrieval

Texture is a very powerful visual characteristic of the images that is very hard to de

fine. The most salient features with respect to the human perception are periodicity, 

coarseness, preferred direction and degree of complexity. The texture describes the 

orientation and the spatial depth between the overlapping objects. Texture similarity 

is more difficult to describe with low level features compared to the color similarity. 

Two images can be considered to have similar texture when they show similar spatial 

arrangements of colors (or gray levels), but not necessarily the same colors (or gray 

levels). There are many techniques to extract the texture information from the im

ages based on certain models. Some of the techniques are discussed in the following 

paragraphs.

The statistical moments of the gray-level histogram are used for the texture rep

resentation. The variance is commonly used as the feature representing the texture. 

Histogram information can also provide additional texture measures such as unifor
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mity and average entropy. The use of descriptors such as energy, entropy, contrast and 

homogeneity derived from the image’s gray-level co-occurrence matrix are proposed 

by Haralick et.al. [23]. GotUeb and Kreyszig evaluate the performance of the statis

tics proposed by Haralick. Their experiments indicate that contrast, inverse deference 

moment and entropy have the biggest discriminatory power among the proposed sta

tistical measures [24]. Tamura et.al. have developed computational approximations 

to the visual texture features based on psychological studies. The six visual textual 

properties are coarseness, contrast, directionality, linelikeness, regularity and rough

ness [25].

After the introduction of the wavelet transform in early 1980, many researchers 

have used the wavelet transform for the texture feature extraction. Smith and Chang 

employ the mean and variance of the wavelet coefficients as texture features. They 

achieved a high accuracy of retrieval [26]. Tree structured wavelet transform is used 

by Chang and Kuo to further improve the classification accuracy [27]. Cross et. al. 

apply wavelet transform with KL expansion and Kohonen maps to perform texture 

analysis [28]. In [29] and [30] the texture features are extracted by wavelet transform 

with co-occurrence matrix. Ma and Manjunath perform a comparison for the texture 

representations by various wavelet transforms including the orthogonal, bi-orthogonal, 

tree-structured and Cabor wavelet transform. Their experimental evaluation showed 

that the Cabor wavelet transform performed the best among the tested wavelet kernels 

[31].

2.1.3 Shape Based Retrieval

The shape is a very important characteristic for describing the objects. The human 

beings can identify the shape of the objects by only a few clues and can associate 

even the broken edges. The human notion of similarity among the shapes is based 

on the topological closeness of edges and lines in space. The color and texture are 

both global attributes of an image. However, the representation of shape requires 

some kind of region identification. Shape representations can be divided into two 

categories: boundary-based and region-based. The boundary-based representation
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uses only the outer boundary of the shape while region-based representation uses the 

entire shape region [33]. The most successful representations for these two categories 

are Fourier Descriptors and Moment Invariants.

The early work on Fourier Descriptors can be found in [33] and [34]. Rui et. al. 

modified the Fourier Descriptors to make it robust to noise and invariant to geometric 

transformations [35]. Hu identified seven moment invariants for the description of 

the shape [36]. Many improved versions based on his work have been developed by 

other researchers. The recent work on the shape description includes Finite Element 

Method, Turning Functions [37] and Wavelet Descriptor [38].

2.1.4 Concept Based Retrieval

Concept based retrieval is a recent development that tries to eliminate the inconve

nience brought by the popular query by example (QBE) paradigm. Images and au

diovisual documents incorporate more than just natural language contents. Semantic 

retrieval will need to embrace mental entities communicated in non verbal languages. 

A document is treated here as a piece of information representing thoughts expressed 

in a certain concept language. The key to concept-based retrieval is to allocate the 

lexicon and grammar of that concept language and to built index and query struc

tures upon them. We seek to allocate all distinct words of a concept language and the 

mechanism by which a more specific concept phrase is expressed by using words in 

that language. Subsequently the words which we call elecepts are used to index the 

documents while the concatenation mechanisms (generative grammar) such as the 

concurrency (AND) and adjacency (ADJ) operators are supported in the query op

eration. The basic design of this methodology is to derive the elecepts and generative 

grammar of the concept language. The documents are indexed with the elecepts and 

generative grammar rules are embedded into the concept query operation. First the 

reZecepts-aspects of relevance under which documents are retrieved such as perceptual 

similarity of the document collection are identified. Each relecept is then subjected 

to a generative concept analysis where elecepts and generative grammar of the con

cept language are derived. Documents are then indexed with elecept indices, whereas
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generative grammar is used to operationalize the query operation.

The use of elecept indices allows a database to be indexed more economically. As 

elecepts are finite discrete entities, a concise description such as by using the semantic 

description scheme of MPEG-7 can be devised. Once the elecept indices are built, 

extensive query-ability support may be operated through the post-coordinate indexing 

scheme. The generative grammar comprising rules by which elecepts are synthesized 

to produce a compound concept in the language is derived and made accessible to the 

query operation. By rendering accessible the elecepts and the generative grammar, 

a large number of concept queries can be post-coordinately posed by using elecepts 

and the grammar operators. The approach has been successfully applied to retrieval 

of artistry documents [39, 40].

2.1.5 Relevance Feedback in Image Retrieval

The focus of the early attempts in the field of CBIR was to develop fully automated, 

open loop systems without any user feedback. There is a big semantic gap between 

high level concepts understood by the human perception and the low level features 

used for image representation. The human perception is also subjective which means 

that different human beings may interpret the same visual content differently. The 

subjectivity of the human perception is another factor in limiting the success of fully 

automated systems. This scenario served as a motivation to include the human user in 

the loop. The process of gathering feedback information from the users by presenting 

partial retrieval results is called Relevance Feedback. Different approaches have been 

adopted to incorporate the feedback information provided by the users. Some of the 

approaches are reviewed in the following paragraphs.

The relevance feedback can be used to update the weights associated with the com

ponent features [41]. This approach of is used in the MARS project [42]. A Bayesian 

learning based on a probabilistic model of a user’s behavior is proposed by Cox et.al. 

[43]. The predictions of the model are combined with the selections made during a 

search to estimate the probability associated with each image. These probabilities 

are then used to select images for display. T.P. Minka and R.W. Picard pre-compute
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many plausible groupings of the data. The system then selects and combines these 

groupings based on the positive and negative examples from the user. The relevance 

information can be feed back to modify these groupings or influence future grouping 

generation. In this way, the system is not only trained during individual example 

based sessions with the user but also trained across sessions [44]. Peng proposes a 

locally adaptive technique for CBIR that enables relevance feedback to take on multi

class form. He estimates local feature relevance based on Chi-squared analysis using 

information provided by multi-class relevance feedback. Local feature relevance is 

used to compare a flexible metric that is highly adaptive to the query locations [45]. 

Ashwin et.al. introduce the idea of negative feedback to estimate the parameters of 

the model. The proposed algorithm iteratively updates the parameters of the simi

larity metric so as to fit relevant examples while excluding the irrelevant ones. This 

is achieved by modifying the weights associated with the relevant examples [46].

Vasconcelos and Lippman present a Bayesian learning algorithm that relies on 

belief propagation to integrate user feedback [47]. Bayesian retrieval leads to a crite

ria for evaluating local image similarity without segmentation. This type of retrieval 

system requires users to provide image regions, or objects, as queries. Zhang et.al. 

investigate the application of support vector machines (SVM) in relevance feedback 

for region-based image retrieval in [48]. Both the one class SVM as a class distribution 

estimator and two class SVM as a classifier are taken into account. For the latter, 

two representative display strategies are studied. A new kind of kernel that is a gen

eralization of Gaussian kernel is proposed. However, Chen et.al. introduce a modified 

SVM algorithm for one-class model to deal with the small samples in image retrieval 

applications with positive examples [49]. Wu, Tian and Huang investigate the possi

bility of taking advantage of unlabelled images in the given image database to make 

feasible a hybrid statistical learning. Assuming a generative model of the database, 

the proposed approach casts image retrieval as a transductive learning problem in a 

probabilistic firamework [50]. Wang et. al. cast the image retrieval problem in the 

optimal filtering framework. They employ an optimal filter based on LMS and RLS 

algorithms to implement relevance feedback [51]. Zhuang, Liu, and Pan developed
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a network of semantic templates to allow semantic search via a key-word language 

[52]. La Cascia et.al. proposed a system that combines textual and visual statistics in 

a single index vector for content-based search of a WWW image database. Textual 

statistics are captured in vector form using latent semantic indexing (LSI) based on 

text contained in the HTML document. Visual statistics are captured in vector form 

using color and orientation histograms. By using an integrated approach, it becomes 

possible to take advantage of possible statistical couplings between the content of the 

document (latent semantic content) and the contents of images (visual statistics) [53].

The unification of keywords and visual feature content was considered by Zhou 

and Huang. They propose a joint querying and relevance feedback scheme based on 

both keywords and low-level visual contents incorporating keyword similarities. An 

algorithm is also developed for the learning of the word similarity matrix during user 

interaction, namely word association feedback [54]. Laaksonen, Koskela and Oja, 

introduce the application of tree-structured self-organizing feature map (SOM) for 

the implementation of relevance feedback. They use the standard visual descriptors 

defined in MPEG-7 standard [55]. Muneesawang, and Guan have adopted a radial 

basis function (RBF) method for implementing an adaptive metric which progres

sively models the notion of image similarity through continual feedback from the 

users. They apply the proposed approach on image database compressed by wavelet 

transform and vector quantization coders [56]. Rui and Huang present a vigorous op

timization formulation of the learning process and solve the problem in a principled 

way. By using Lagrange multipliers, they have derived explicit solutions, which are 

both optimal and fast to compute [57].

2.2 Content-Based V ideo Retrieval

A number of techniques developed primarily for CBIR were extended to content- 

based video retrieval (CBVR). However, this extension is not straight forward as 

video contains huge amount of data. Video has both spatial and temporal dimensions 

and video index should capture the spatio-temporal contents of the scene. In order 

to achieve this, a video is first segmented into smaller units. This is the first stage
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which decomposes the huge video data into smaller and manageable units called shots, 

episodes and scenes. The key-frames are then identified and used for indexing and 

retrieval. This process is known as video parsing. The second stage is to find suitable 

attributes to the video content. The efficient access to the video data requires the 

tools for both of the concepts. There are many applications for video parsing such as 

generation of highlights and video summarization.

2.2.1 Key-Frame Based Video Retrieval

The indexing process is the next step to the segmentation of video signals. Arman 

et.al. propose to automatically extract a reference frame from each shot segment 

to facilitate efficient video browsing comparable to the fast-forward and fast-rewind 

functionality of a conventional video cassette player. This reference frame called the 

key-frame is used as the representative frame of the video segment. The results of 

the retrieval are displayed in the shape of key-frames [58]. Zhang et.al. perform the 

content-based indexing of a video documents by the CBIR operation over the key

frames. This scheme allows a video to be characterized by using a manageable sum of 

images representing perceptually distinct shot segments of the video content [59, 60]. 

Pickering et.al. propose a complete video parsing and retrieval system. They use 

color histogram for the detection of short boundaries. For the detection of abrupt 

transitions, the histograms of the two consecutive frames are compared. Each frame 

(image) is divided into 9 blocks. The histogram of all the nine blocks is calculated for 

each of the RGB component. They also detect the gradual transitions by taking the 

difference in histograms over a number of consecutive frames [61]. Each of the video 

shot is represented by a key-frame. The indexing is done using a variety of features 

including HSV histogram and text descriptors. In [62], Nagasaka and Tanaka attempt 

to search for objects by using local color histograms and color map based on the QBE 

paradigm.
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2.2.2 M otion Based Video Retrieval

The motion is a very important characteristic that provides dynamic content analysis 

of the video data. Many events are easily defined by describing it with the amount 

of motion present in a sequence of firames. Temporal processing of the video is re

quired to extract motion vectors/descriptors from the videos. The motion between 

the consecutive frames as well as over a number of frames is used for indexing. In 

compressed domain processing of the videos such as MPEG encoded video sequences, 

the motion vectors can be obtained directly from the compressed bitstream. This has 

the advantage of saving the de-compression overhead.

There are two main approaches to motion analysis. The first one employs seg

mentation, tracking and characterization of moving elements in order to determine a 

spatio-temporal representation of the video shot [63]. This approach utilizes either 

parametric motion models or dense optical flow fields. The description of motion con

tent generally relies either on the extraction of qualitative pertinent features for the 

entities of interest such as the direction of the displacement or to the trajectory of the 

center of gravity of the tracked objects [64] or on the computation of global histograms 

of estimated dense optical flow fields [65]. However, there may be cases where the 

entities of interest are not single objects. In those cases, video cannot be handled in 

such a way. In the second approach, the interpretation of dynamic content is achieved 

without any explicit prior motion segmentation. The pioneering work presented in 

[66] leads to the definition of temporal textures. The features extracted from spatial 

co-occurrences of normal flows are used to classify the sequences either as simple 

motions (rotation, translation, divergence) or as temporal textures. In [67], features 

are extracted from the characterization of surfaces derived from spatio-temporal tra

jectories. A probabilistic modelling of dynamic content and an associated statistical 

scheme for motion-based video indexing and retrieval is presented in [70].

2.2.3 Audio Based Video Retrieval

Audio is a rich source of content information in videos. The analysis of the audio 

may provide useful clues about the video content. In certain cases, it is easy to find
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the events in audio domain than in the visual domain such as explosions, goal events 

in a soccer game or news items with a particular broadcaster. Most of the research 

in content-based video retrieval is focussed on the visual properties of the video data. 

A variety of audio characteristics have been used for retrieval such as loudness, pitch, 

brightness, bandwidth, and harmonicity.

Saunders classified the audio into speech and music based on zero crossing rate 

and audio energy [71]. Wold et. al. classified the audio into 10 different classes [72]. 

The speech recognition and related techniques have progressed greatly in the past 

few years. But processing of non-speech audio has witnessed a little progress. Some 

systems exploit speech recognition for the extraction of features. Speech is converted 

to a text document after speech recognition. The text document can be indexed and 

retrieved using the standard text retrieval methods [73, 74]. Some of the work on the 

segmentation and classification of audio streams in video has been reported in [75] 

[76]. The result of audio segmentation and classification can be integrated into video 

classification and retrieval system as an important factor. However, the techniques 

to classify the audio or the embedded audio may not be useful for the retrieval of 

news video. In this type of application, music, speech, noise and crowd voice may 

be found together in the same video clip. Hence we need features that represent the 

global similarity of the audio content.

2.2.4 Caption Based Video Retrieval

The caption text in the videos can also serve a useful descriptor for video indexing 

and retrieval. An example work based on the caption text can be found in [77] 

where Tang, Gao, Liu, and Zhang present a video caption detection and recognition 

system based on a fuzzy-clustering neural network (FCNN) classifier. They develop 

a caption-transition detection scheme to locate both spatial and temporal positions 

of video captions with high precision and efficiency.
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2.2.5 Retrieval of Semantics

The integrations of the multi-modal features is a challenging task in the representation 

of the video data. The important issue is the retrieval of sequences that carry a high 

level concept. In other words, understanding the semantic contents of the video chps 

is very important for the video classification from the users’ point of view. Most of the 

work in CBVR is concentrated in the area of shot level retrieval and segmentation. 

In recent days, attempts are underway for providing higher level access to the video 

data. A few works have been summarized below.

Wang, Naphade, and Huang purpose a post-integration model that integrates 

low-level media types to identify visually and auditorily similar video segments. Rel

evance feedback is used to improve the speed and accuracy of searching in a video 

database. The model first treats the underlying media as independent processes and 

then combines distance scores from each of the underlying media at the later stage [78]. 

Naphade et.al. propose a dual probabilistic firamework called multiject and multinet 

to respectively model the semantic concepts and their contextual constraints in the 

feature space. In the framework, semantic content of a video segment is conceived as 

objects (man, helicopter) and events (explosion, ball-game, man-walking) that occur 

at certain sites (outdoor, beach). The retrieval for a concept was operationalized as 

a pattern recognition task over the multimodal feature indices. As with semantic 

visual template, this work also attempts to bridge the semantic-gap by assuming the 

existence of a consistent correlation between a semantic concept and its perceptual 

features. The fusion of multimodal features is attempted in [79]. Haering, Qian, 

and Sezan propose a three-level video-event detection methodology and apply it to 

animal-hunt detection in wildlife documentaries. The first level extracts color, tex

ture, and motion features, and detects shot boundaries and moving object blobs. The 

mid-level employs a neural network to determine the object class of the moving ob

ject blobs. This level also generates shot descriptors that combine features firom the 

first level and inferences from the mid-level. The shot descriptors are then used by 

the domain-specific inference process at the third level to detect video segments that
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match the user-defined event model [80].

Jeong et.al. used fuzzy triplets for indexing video shots and formulating queries. 

The fuzzy triplets and rules define generic spatio-temporal patterns in video streams 

by specifying the relative spatial relationships between salient objects and their change 

with respect to time [81]. In [82], Smith and Kanade attempt to characterize video 

document by using a combination of keywords and perceptual features. Keywords are 

derived through speech recognition, while detection algorithms are used to allocate 

frames containing human face and text objects. Nakamura and Kanade propose 

the spotting by association method to enhance the detection of semantics in news 

segments by using context hints derived from visual and natural language information. 

The method is based on the assumption that there exists a consistent pattern of 

correlation between visual scene and natural language usage on the staging of certain 

news topics [83].



Chapter 3 

Concepts and Laplacian Mixture 
Model

3.1 Introduction

Mathematical transformation is a very powerful tool in signal analysis. The signals 

are transformed from one domain into another to extract certain signal properties 

that are not easily observable. Another purpose of the transformation is to simplify 

mathematical operations. Most of the signals that we come across are time-domain 

signals. In the time-domain representation, the variation of certain quantity such 

as amplitude, energy and power are represented as a function of time. This repre

sentation of the signals may not be the best representation for a signal processing 

application. Therefore, in many cases we transform the signal into a different domain 

by applying a mathematical transformation. Many of the signal properties may be 

more visible in the frequency domain [84]. Fourier transform is the tool that trans

forms the signal into frequency domain. Fourier transform and its inverse are defined 

as [85]:

/OO

f{t) exp{—ju>t)dt (3.1)
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where F(u) is the Fourier transform of the signal f{t). exp{jut) is defined using the 

Euler’s formula

exp{jojt) = cos(wt) +jsm{u>t) (3.3)
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It is obvious from the above equations that the Fourier transform represents the 

signal in terms of sine and cosine basis functions. These basis functions are however 

limited in time only. The Fourier transform is a reversible transform which allows 

to go back and forth between the time domain and the frequency domain. However, 

the signal is a function of time (in time domain representation) or a function of 

frequency (in frequency domain representation). This is sufficient for the stationary 

signal analysis. The Stationary signals are signals whose frequency contents do not 

change with time. Hence, in this type of analysis we are interested in knowing the total 

frequency content of the signal. But most of the signals in practice are non-stationary 

meaning that their frequency contents change with time. The human auditory system 

depends on both the time and frequency parameters. A time-frequency representation 

of such signals is required for analysis. The Fourier transform is extended to achieve 

this time-frequency representation. This is known as Short-Time-Fourier Transform 

(STFT) and is defined as:

STFT{r, u>) =  j  s{t)g{t — r) exp{—ju>t)dt (3.4)

STFT is the Fourier transform of the signal s(t) after applying a window function 

g ( t — r )  around the time r. This window function g ( t — T )  is shifted to cover the whole 

signal. Consecutive Fourier transforms are applied on overlapped data. In this way, 

we obtain a time-frequency representation of the signal. STFT assumes that the signal 

is stationary for the duration of the window. The choice of the window size is very 

critical. Choosing a short window size will achieve a good resolution in time. But the 

number of samples used in the Fourier transform will also be reduced. This reduces 

the number of discrete frequencies that can be represented in the frequency domain. 

On the other hand, a large window will increase the frequency resolution at the 

expense of the time resolution. Therefore, there is a trade off between the frequency 

and time resolutions. STFT is suitable for applications where high resolution is 

not required. The STFT covers the time-frequency plane with a uniform array of 

resolution squares as shown in Figure 3.1. The dimension of the time-frequency tile 

represents the minimum time and frequency intervals over which separate signals can
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be differentiated.

Time

Figure 3.1; STFT Coverage of Time-Prequency Plane

3.2 W avelet Transform

3.2.1 Continuous Wavelet Transform

The continuous wavelet transform (CWT) was developed as an alternative to the 

STFT. The approach is similar to STFT in the sense that the function is multiplied 

with a wavelet similar to the window function in the STFT. However, there are several 

important differences between the two techniques:

1. The width of the window used by the Wavelet transform is not constant and 

changes as the transform is calculated for every single spectral component. This 

is the most significant characteristic of the wavelet transform.

2. Negative frequencies are not computed.

The continuous wavelet transform is defined as [86]:

/+00 

'OO
(3.5)
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^T,s(i) =  /—V’( T ) (3-6)
y k l ®

where r  and s are translation and scale parameters respectively and the superscript 

* refers to the complex conjugate. ip{t) is known as the Mother wavelet that serves 

as a prototype for generating other window functions ipr,s{t) known as the daughter 

wavelets. The daughter wavelets are obtained by shifting and scaling the mother 

wavelet. It must be noted here that the wavelets are finite length oscillatory functions. 

The translation process is similar to that of STFT; where the window function is 

moved over the entire signal. In the Wavelet transform, the scale parameter (s) 

replaces the frequency parameter. Large scales represent the global view of the signal 

or the low frequencies; while low scales represent the high frequencies. Mathematically 

speaking, large scales dilate the signal while low scales correspond to the compressed 

signals. CWT is a continuous transform and, therefore, r  and s are incremented 

continuously. Since the transform is to be computed using a digital computer, both 

parameters are increased by a sufficiently small step size. This means that the time- 

scale plane is sampled and becomes discrete.

Continuous wavelet transform is a reversible transform subject to the constraint;

(3.7)

where ^  is the Fourier transform of xp. The above equation implies that ^(0) =  0 or:

0 (3.8)J  xp{t)dt —

This is not a very restrictive condition and wavelet functions can be found that satisfy 

the above condition.

In the case of CWT analysis of the signal, the discretization process may be 

performed in any desired way. However, the Nyquist sampling rate is the minimum 

sampling rate required for the reconstruction/synthesis of the signal. Mathematically, 

the discretization process is defined by the following equation:

ipn,k(t) =  So -  kro) (3.9)
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where sq > 1 and tq > 0 are the discrete versions of scale and translation parameters 

while n and k are the step sizes for scale and translation respectively. The scale 

parameter is discretized on a logarithmic grid while the time parameter is discretized 

based on the scale parameter. This means that the sampling rate for the time pa

rameter is dependent on the value of the scale] and is different for different scales. 

Figure 3.2 shows the sampling grid which is dyadic in nature: The base of the log-

o o o o 9 o 9 0 9 0 0 0  p o o p  0 0  0 0 0  0 0 0 0 6  o b o  b o b o

9. o o o 0 0 0  o 0 0 o o o o o o

Figure 3.2: Sampling grid for time-scale plane

arithm depends on the user, 2 being the most common one. Only a finite number 

of points are taken. For example, if the base of logarithm is 2 then scale will have 

values 2,4,8,16 and so on.

3.2.2 Discrete Wavelet Transform

A discrete version of the transform is required so that it can be computed using digital 

computers. We can calculate the CWT using a digital computer by discretizing the 

time-scale plane as shown in the previous section. Discretized CWT is the sampled 

version of the continuous wavelet transform and gives a lot of redundant information 

consuming a large amount of computational resources. To reduce the computational 

complexity, a discrete wavelet transform (DWT) is defined. DWT provides sufficient
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information for signal analysis and reconstruction.

The discrete wavelet transform is obtained by passing the signal through a series 

of low pass and high pass filters. When a signal is passed through a filter, the signal 

is convolved with the impulse response of the filter to produce the output signal. The 

filtering operation for a discrete signal is defined as follows:
OO

i/(n) =  ^  x{k)h{n — k) (3.10)
k=—oo

where y{n) is the output of the system with impulse response h(n) and x{n) is the 

input signal. The filters are half band digital low pass filters. The output of these 

filters therefore contains only the frequencies up to half of the maximum frequency 

of the original signal. The firequencies higher than half of the maximum frequency in 

the original signal are removed by the low pass half band filter. Therefore, we can 

eliminate half of the samples by subsampling without any loss of information. This 

subsampling operation doubles the scale of the signal since half of the samples are now 

removed. The filtering operation, on the other hand, reduces the frequency resolution 

by removing half of the spectral components from the signal. Mathematically, the 

procedure is defined as:
OO

y(n) =  ^  h{k)x(2n — k) (3.11)
k=—oo

If h{n) is a low-pass filter then its corresponding mirror filter g{n) is defined as:

g(n) = i - i r  h{N - 1 - n )  (3.12)

These filters g{n) and h{n) are called quadrature mirror filters (QMF). The discrete

wavelet transform is implemented by a quadrature mirror filter bank. Discrete wavelet

transform is given by:

V’i.fc =  a’o'̂ 'tpiâ ot -  k) (3.13)

Taking oo =  2, the scaling function is defined as:

(f){t) =  V2'^h{n)(j>(2t — n) (3.14)
n

and the wavelet function is:

xj}{t) =  v ^ ^ 5 (n )0 (2 t — n) (3.15)
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The decomposition and reconstruction of the signal using the above procedure is 

shown in the Figures 3.3 and 3.4. h{n) and g{n) are inverse filters of h{n) and g{n) 

respectively.

1

Figure 3.3: One-level decomposition and reconstruction of a signal by DWT

m ¥
4

^  # )

J M

Figure 3.4: Multilevel decomposition of a signal by DWT

The image data is two dimensional. Therefore 2-D version of the discrete wavelet 

transform is required. The 2-D version of the DWT is obtained by performing the 

1-D wavelet transform first on rows and then on columns of the data. This is illus

trated in Figure 3.5. The H  and G represent the QMF filters described above and 

x(m, n) is the 2-D input signal. The LL (Low-Low) subband contains the low spatial 

frequencies in both horizontal and vertical directions. That means the edge infor

mation is not present in this subband. The LH (Low-High) subband contains low 

spatial frequencies in vertical direction and high frequencies in the horizontal direc

tion. The information about the horizontal edges is obtained from this subband. The 

HL (High-Low) subband contains low spatial frequencies in horizontal direction and 

high frequencies in the vertical direction. The information about the vertical edges
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is present in the HL subband. The HH (High-High) subband contains both vertical 

and horizontal high frequencies, and provides the diagonal edge information.

Rows Columns

LL

LH
x(m,n)

HL

HH

Figure 3.5; 1-level decomposition of a 2-D signal by DWT.

3.3 Finite M ixture M odels

Finite mixture models are widely used in the statistical modelling of data. It is a very 

powerful tool for probabilistic modelling of the data produced by a set of alternative 

sources. Finite mixtures represent a formal approach to unsupervised classification 

in statistical pattern recognition. The usefulness of this modelling approach is not 

limited to clustering. They are also able to represent arbitrarily complex probability 

density functions (pdf) [87]. The distributions of the wavelet coefficients are very 

peaky due to the energy packing property of the wavelets. Their modelling using 

fixed shaped distributions such as Gaussian or Laplacian gives rise to mismatches. 

The mixture modelling provides an excellent and flexible alternative for this kind of 

complex distributions.

Let X  =  [Xi, ...,Xd]^ be a d-dimensional random variable, while x  =  [xi, ...,Xd]^ 

is a particular observation of this random variable. We suppose that the data has 

been generated by a finite mixture of k components. The probability density function
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of this random variable p(x|0) is then defined as [88]:

k
P (x |É » )  =  Y ,  « m P m ( x |6 > „ ,)  (3.16)

m = l

where a i , a * ;  are the mixing probabilities and dm is the parameter set representing 

the m-th component. Also

9  =  0 1 , 0 2 ,  . . . , 6 k  (3.17)

Therefore the complete set of model parameters [0i,..., 0 ,̂ a i , ..., a*;] is to be calculated 

to specify the mixture. Since Om are probabilities:

k

«m > 0 and ^  or^ =  1 fo r  m  = l , ..., k (3.18)
m = l

The mixtures can be built with different type of components. However, it is usually

assumed that the components of the mixture have the same functional form such as

Gaussian or Laplacian. There are two fundamental questions

1. How to calculate the parameters of the model?

2. How to find the number of components?

The Expectation Maximization (EM) is a standard approach to solve the first question. 

It is more diflScult to find out the number of components. Once the number of 

components are fixed, we can apply EM algorithm to find out the model parameters.

3.4 Param eter Estim ation

The maximum likelihood principle is widely used in the statistical analysis for estima

tion of the parameters of a probability density function. This principle was originally 

developed by R.A. Fisher and is based on the likelihood function. The likelihood of a 

set of data is defined as the probability of obtaining that particular set of data, given 

a probability distribution model. This probability is a function of the parameters 

of the model. This function is known as the likelihood function. The values of the 

parameters that maximize this sample likelihood function are known as the Maximum 

Likelihood Estimators or MLE’s.
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Given a data set of N  points, X  = [xi,---,xn], which are i.i.d. (Independent 

identically distributed), we suppose that the underlying distribution from which these 

values were drawn is p{X', 9). The likelihood function is then defined as:

e{e\x)= p{x\e) = f[p{xi\9) (s.i9)
»=i

We want to maximize this likelihood function with respect to the parameters of the 

model. Instead of maximizing this function directly, we maximize the log likelihood 

which is the log of the above equation:

N
ln(^(0|A’) )= ln n p (x i |^ )  (3.20)

1=1

ln(^(g|A')) =  E lnp(x ;|g ) (3.21)
i = l

3.4.1 EM Algorithm

EM algorithm is based on the maximum likelihood principle for the estimation of the 

parameters of the underlying distribution from a given data. There are two main 

applications of the EM algorithm [89]:

• Estimation of the model parameters when the data has missing values.

• When the analytical optimization of the likelihood function is intractable. The 

function can be simplified by assuming the existence of a hidden variable whose 

values are missing.

Our objective is to determine the underlying probability distribution. We suppose 

that the data set was not produced by a single distribution but by a mixture of 

densities. We assume the existence of a hidden variable Z  =  [zi , . . . ,zn] whose 

values are not known. This M  dimensional variable indicates which component has 

generated a particular data value. The graphical representation of this model is

shown in Figure 3.6 assuming the constituent components as Gaussian with mean

and covariance S^. We try to maximize the log likelihood of the joint distribution 

]sip{X,Z\9). This quantity is called the complete log-likelihood. Since, we cannot
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m

Figure 3.6: Graphical model for maximum likelihood density estimation using a mixture 
of Gaussian

observe the values of the random variables Z ; ,  we must work with the expectation of 

this quantity w.r.t some distribution Q(z). The log of the complete likelihood can be 

written as follows [90]:

N  N  M
IciO) =  \ivp{X,Z\e) =  lnJJp(xi,Zi|^) =  In J J  JJ(p(xî|m,0)p(m))"^‘’" (3.22)

i i m

N  M
4(^) = ln(p(xj |m, 9) +  Zim In 7r„) (3.23)

i m

where H denotes the product and p(m) is the prior probability o im  — th  component. 

The EM algorithm consists of two steps:

• The Expectation step or E-step calculates the expectation of the complete log- 

hkelihood function.

• The Maximization step or M-step maximizes the expectation calculated in E- 

step.

E-Step:

Taking the expectation of Equation 3.23 with respect to (w.r.t) Q(z), we get:

N  M
{ic{0))Q(Z)  =  X) ln(p(x;|m, 6»)) -h {Zim)  ln7T„ (3.24)

t  m

where () is the expectation operator.
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M-Step:

This step performs the maximization of the expectation value calculated above. 

Therefore differentiating the above equation w.r.t 0 and putting it equal to zero, 

we can calculate the maximum value of expected complete log-likelihood as:

 ̂ g g ln[p(xi | m,  6] -f- In 7r(m) (3.25)de dO'

(3.26)

3.4.2 Gaussian Mixture Model

Let us assume that the underlying distribution is a mixture of M d-dimensional Gaus

sian components. Then the probability function p{xi\ni,9)  is simply a conditional 

probabihty of generating Xi given that the m-th model is chosen.

p{xi\m ,9)  = (2^)d/2^S^|i/2 exp(-Z(æ, -  p ^ f E j i x i  -  p„,)) (3.27)

where fjtm is the mean value and Em is the covariance matrix. A 1-dimensional 

Gaussian distribution with fi = 0 and cr =  1.1 is shown in Figure 3.7. The Gaussian

0.4

0.35

0.3

6.25

0.2

6.15

0.05

-2-4-6
X

Figure 3.7: Gaussian Distribution, /z =  0 and a =  1.1
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mixture model has been successfully applied for image retrieval by H. Yuan, X. Zhang 

and L. Guan in [91]. Although mixture of Gaussians is very widely used to model 

the shape of the unknown distributions, we still do not have the basis to show that 

the Gaussians are the best solution for concrete problems. If an infinite number of 

components were available in the Gaussian mixture then we could have modelled any 

arbitrary shaped distribution. This is however practically infeasible . This is the 

motivation to apply mixture of Laplacians approach to model the distribution of the 

wavelet coefficients.

3.4.3 Laplacian Mixture Model

The univariate Laplacian distribution is defined as:

!>W = 2jexp( — ) (3.28)

A Laplacian distribution with /x =  0 and 6 =  1 is shown in Figure 3.8. Here we assume

0.5

0.45

0.4

035

03

0.15

0.1

0.05

-6 -4 6-2 0 2 4

Figure 3.8: Laplacian Distribution, /x =  0 and 6 = 1

that the underlying distribution is a mixture of M Laplacian components centered 

at zero (/x =  0). Then the probabihty function p{xi\m^6) is simply a conditional
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probability of generating Xj given that the m-th model is chosen.

p{xi\m, 6») =  ^  exp(-|x,|6~‘) (3.29)

M -Step:

There is only one parameter hm in the above equation i.e. 6m =  Taking the

logarithm and differentiating the above equation w.r.t. we get:

= âFTM2)) + âF rkK ')^ (-l% l»;')

=  i - w

= bm — Ix.l (3.30)

Substituting this result in Equation 3.26, we have:

l]< îm)(^»m -  ktl) =  0 (3.31)

and the following update equation:

6» = (3.32)
2 -ii \ ^ i m )

In order to maximize the expected log-likelihood in Equation 3.23 w.r.t. TCm, the 

constraint J2m =  1 should also be enforced. This is achieved by using the Lagrange 

multiplier A and augmenting Equation 3.23 as follows:

M
Uo) =  (4(0))q(z) -  A (^  7T,„ -  1) (3.33)

m

Differentiating w.r.t. each 7Tm, we get:

^ (4 ( 0 ) ) q ( z )  -  a =  0, fo r i  < m < M  (3.34)
OTCm

Using Equation 3.23:

1 ^
—  - X  = 0, f o r l < m < M  (3.35)

i
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or equivalently
N

-  Att^ =  0, fo r  1 < m <  M  (3.36)
i

Summing Equation 3.36 over all M  models we get:
M  N  M
E E W - A E ^ m  =  0 (3.37)
m i  m

But since Em TTm =  1 we have:
M  N

A =  ^  = N  (3.38)
m  t

Substituting this result back into Equation 3.38; we get the following update equation 

for TTm'.

(3.39)

E-Step:

In the M-step, we have derived the update equations that maximizes the expected

complete log-likelihood (fa.p{X, Z\0)). Now we have to ensure that we are actually

maximizing the incomplete log-likelihood p{X\6) because it is the quantity that we

are interested in to maximize. We are guaranteed to maximize the incomplete log-

likelihood only when the expectation is taken w.r.t. the posterior distribution of

Z  namely p{Z\,X ,9). Therefore each of the expectations {zim) that appear in the

update equations should be computed as follows:

p{xi\m,d)p{m)  _  p(xi\m,9)Trm , .
' p{xi\j,9)p{j) i:fpix^mnj ^

3.5 Experim ental R esults

The experimental evaluation of the Laplacian mixture model (LMM) is carried out 

by taking two component mixture. Three-level wavelet decomposition of the texture 

image is performed using Daubechies-2 wavelet kernel. Figures 3.9, 3.10 ,3.11 and 

3.12 show the normalized histograms of the wavelet coeflBcients and estimated pdfs 

in the corresponding subbands. It is evident that a mixture of only two Laplacian 

components is able to model the distribution of the wavelet coefficients. The pro

posed approach is based on the characteristics of the wavelet coefficient distributions.
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Therefore, it is a general approach which is equally suitable for images and audio 

analysis. We will apply these results for indexing texture images in chapter 4. Its 

application to audio-based video indexing and retrieval is explored in chapter 5.
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Figure 3.9: Estimated pdf of Wavelet Coefficients in LH subband at Level-1
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Estimated pdf 
Data Histogram

Figure 3.10: Estimated pdf of Wavelet Coefficients in HH subband at Level-1
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Figure 3.11: Estimated pdf of Wavelet Coefficients in HH subband at Level-2



44

0.035
—  Estimated pdf 
WÊ Data Histogram

0.03

0.025

0.02

0.015

0.01

0.005

100 150—100 -50-150-150 -100 -50

Figure 3 .12: Estimated pdf of Wavelet CoefRcients in HL subband at Level-3



Chapter 4 

Laplacian Mixture Model for 
Image Retrieval

4.1 Introduction

The main components of Content-Based image retrieval system are shown in Figure

4.1. A brief description is given below:

C ontent Analyzer: This stage consists of a set of algorithms that perform the image 

analysis for extraction of visual content descriptors from the image data. These 

descriptors, also known as features, are used to represent the different visual 

contents of the images such as color, texture and shape etc. The same visual 

content may be represented by more than one descriptor. For example, color 

moments and color histogram are both used to represent the color of the image. 

The objective here is to find a set of features that model the human visual 

perception. Ideally, the values of these features should lie very close for similar 

images and far apart in case of different images.

Search Engine: This component performs the query formulation and ranking tasks. 

The users can present a query to the system in different forms such as in the form 

of an example image. The search engine ranks the images according to some 

similarity measure. The similarity measure actually maps the distance between 

the feature vectors of the target image and the query image to a real valued 

number. This number quantifies the visual similarity between the images.

45



46

User

User
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User
Ihtaface

Database

Figure 4.1: Block Diagram of a CBIR system

User Interface: The graphical user interface (GUI) is provided so that the users can 

interact with the system. The users can search the image database by providing 

a query through the GUI. The retrieval results are displayed using this GUI. In 

some CBIR systems, the user can change the parameters of the search process 

as well as choose the features for retrieval. However, the common users may 

not be familiar with the low level feature representations of the visual content. 

The users provide feedback to the system through the graphical user interface.

Feedback Processor: Relevance feedback is an important part of the modern image 

retrieval systems. This module processes the user feedback provided in different 

forms. The system parameters are modified and a new search cycle is performed 

to enhance the system retrieval accuracy. This iterative process is repeated until 

the user is satisfied with the results.
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Figure 4.2: 3-Level Decomposition of Image Using DWT

4.2 Feature Extraction

The Laplacian mixture model (LMM) developed in the previous chapter for modelling 

the shape of the wavelet coefficient’s distributions is used for the feature extraction. 

It is observed that the model parameters are a good representation of the texture 

information of the images. The texture information is carried by only a few coefficients 

in the wavelet domain where the edges occur in the original images. The parameters 

of the model thus obtained describe the distribution of the wavelet coeflBcients. They 

are also a good representation of the texture information of the images.

4.2.1 Wavelet Decomposition

The images are first decomposed using the 2-D discrete wavelet transform. The 2-D 

discrete wavelet transform decomposes the images into 4 subbands representing the 

horizontal, vertical, diagonal information and a scaled down low resolution approx

imation of the original image. A 3-level decomposition of an image is illustrated in 

Figure 4.2.

4.2.2 Modelling Wavelet Coefficient Distribution

We model the wavelet coefficients in each wavelet subband as a mixture of two Lapla

cians centered at 0 (/i =  0) :

p{wi)  =  a ip i{w i \b i )  +  a2P2{tVi\b2) 

OC1 + OC2 = 1

(4.1)

(4.2)
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where a i and ag are the a priori probabilities of the two classes. The Laplacian 

component corresponding to the class of small coefficients has relatively small value 

of parameter by. The Laplacian components in the above equations are defined as 

under:

Pi{wi\bi) =  ^  e x p ( - J ^ )  (4.3)

P2(û »|f>2) =  ^ e x p ( — (4.4)

The shape of the Laplacian distribution is determined by the single parameter b. The 

value of this parameter is a good representation of the image texture in the spatial 

domain. The next step is the estimation of the parameters for this statistical model.

4.2.3 Estimation of Model Parameters

We apply EM algorithm to estimate the parameters of the model. The detailed 

explanation of the EM algorithm can be found in Chapter 2. The two steps in the 

EM algorithm for a Laplacian mixture of two components are as under:

E-Step:

The E-step for the n-th iterative cycle is defined as:

„ /„>,  _______ ai(n)p(wi|6i(n))________
ai{n)p{wi\bi{n)) + a 2 {n)p(wi\b2 {n))

„   Q̂2(n)p(wj|b2(n))________ , .

 ̂ ai(n)p(wilbi(n)) + a2(n)p(wilb2(n))

M-Step:

The M-step for the n-th iterative cycle is defined as:

1 ^
a i(n  -t-1) =  — '^pu(n)  (4.7)

i = l  

1 ^
a2(n + 1 )  =  — X |p2i(n) (4.8)

^  i=l

(« )
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( - 0 )

Where K  is the number of coefficients in the subband. All the images in the database 

are decomposed by 2-D DWT. The wavelet coefficients in the LH, HL and HH sub

bands are modelled by two component Laplacian mixture. The parameters [ai, 02 , 61, 62] 

of the model are obtained from the EM algorithm.

4.2.4 Feature Selection

The relevancy of a feature for defining the texture content of the images is decided 

on the following basis.

• There should be very small variation in the value of the feature for similar 

texture.

• The values of the feature for dffierent textures should be significantly different.

It has been observed that the parameters pi and p2 possess very small variance. Their 

contribution towards the texture contents of the image is very small. Therefore these 

two parameters are not used for the indexing purpose. The other two parameters 61 

and 62 are chosen as features at each level of decomposition.

4.3 Feature Vector Norm alization

The value of each component in the feature vector has different dynamic range be

cause it represents a different physical quantity. The features having higher values 

will overshadow the features with lower value in similarity calculation. Therefore 

the features are normalized before the application of the similarity measure. The 

normalization process emphasizes each component of the feature vector equally [92].

Let V be the sequence of values to be normalized. One way of normalization to 

[0,1] range is to find the maximum and minimum value for the sequence. Then the 

sequence can be normalized by applying the equation:

V, =  (4.11)
•'max ^min
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Where Vmin and Vmax are the minimum and the maximum values of the sequence. 

This normalization procedure is very simple but it does not provide desirable results. 

For example, let us consider a sequence of values [1.4,1.8,2.7,2.3,200]. By using the 

above normalization, most of the [0,1] range will be taken by a single quantity of 

200. The other \'alues [1.4,1.8,2.7,2.3] will be wrapped with a very small range. A 

better way to normalize the sequence is to consider it being generated by a Gaussian 

distribution. In this procedure, we calculate the mean /r and standard deviation a of 

the sequence. The sequence is then normalized as follows:

K- =  (4.12)
(7

This will map most of the values of the feature V in the range [—1,1]. The advantage

of this normalization is that a few abnormal values occurring in the sequence will

not bias the importance of other values. Therefore, this normalization technique has 

been used here.

4.4 Similarity Measures

The similarity criterion is very critical for ranking the images according to their 

relevancy to the query image. The metric distance between the feature vectors of 

the query and the test image is commonly used for similarity measurement. The 

Minkowski-form distance is defined based on the Lp norm:

=  (4.13)
i= 0

where Q and T  are vectors of dimension N. The above equation is the general form 

of the distance metric. If p =  1, then the distance is known as the City-block or 

Manhattan distance:

^/i(Q,T)= E l Q i - ï ’il (4.14)
1=0

Another famous distance metric is Euclidean or L2 norm defined when p =  2:

M Q ,T )  = i ÿ \ Q i - T i f ) ^  (4.15)
i= 0
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Euclidean and City-block distance measure only the difference in the lengths of the 

two vectors. In some cases, the angle between the vectors may be more significant for 

purpose of similarity. The cosine distance measures the difference in the direction of 

two vectors irrespective of their length. The cosine distance is defined as:

■ico.(Q,T) =  1 -  cosW =  1 -  (4.16)
z t̂=0 V; -

We can see that this is very similar to the correlation coefficient.

Statistic measure is based on the chi-square test of equality for two sets of 

firequencies and is defined as:

{ Q i  —

where

=  (4.17)
i=0

m, =  (4.18)

The histogram intersection is used for comparing the two histograms. This distance 

measure between the two histograms was proposed by Swain and Ballard [93]. Their 

objective was to find known objects within images using color histograms. This is 

defined as:

4 ,. , (Q . T ) =  1 -  E  — (4. 19)

Although the above equation defines the degree of similarity between two histograms, 

yet it is not a metric distance. It can be extended into a metric distance using the 

formulation:

In the following experimental evaluation, we have used the city-block distance measure 

during the initial search. The selection is based on the empirical analysis, city-block

performed better in terms of ranking of the images according to their perceptual

similarity.

4.5 Relevance Feedback

The discriminatory power of the features is highly important for an effective image 

retrieval system. However, it is very difficult to model the human visual perception
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by only a set of features. Also the similarity between the images is a very subjective 

notion. The visual content of the images may be interpreted differently by different 

individuals. Some individuals consider color more important while the others may 

perceive shape as a more relevant characteristic. Even for the same visual descriptor, 

the human perception is quite varying. The objective of an efficient CBIR system 

is to model the human visual system. This served as a motivation for the idea of 

relevance feedback. Relevance feedback is a mechanism of learning from the user 

interaction. The system parameters are changed depending on the feedback from the 

user. There may be a variety of ways in which the input from the user can be used. 

One approach is to modify the query by using the feedback information. Another 

common approach is to update the feature weights. This method is adopted in the 

MARS project [94]. The relevance feedback information may be used to construct 

new features on the fly. This method has been implemented in [95].

At flrst the images are ranked according to the relevancy to the query image 

by using a similarity criterion. These initial results are then presented to the user. 

The user then can mark the images as relevant of irrelevant. The system learns the 

users’s notion of similarity from this positive and negative feedback. The procedure 

is iterative in nature. At each cycle, the user puts labels to the images and feedback 

to the system. This process is repeated until the user is satisfied with the results.

Let us suppose that the user presents a query image to the system; the search 

engine performs the search and K  most relevant images displayed for the user. These 

K  images retrieved as relevant in the initial search for the training set. This can 

be represented as: T =  {xk,yk)k^v Here Xfc denotes the feature vector of the k-th 

image and % is the label of the image given by the user. This label have a value of 

1 for the relevant images and 0 for the non-relevant. Once the user has labelled all 

the images presented, we can form two matrices consisting of the features from the 

two classes. The matrix containing the features of the images marked as relevant is 

denoted by R  = while the matrix containing the features of the non-relevant 

images is denoted by D =  [ z „ , i ] .  Xm,i is the i-th component of the feature vector of 

m-th image in the relevant set and z„,i is the i-th component of the feature vector



53

of n-th image in the non relevant set. The dimension of R  and D is M  x P  and 

N  X  P  respectively. Where m =  1,2, • • •, M and n =  1,2, • • •, jV. P  is the dimension 

of the feature vector, M  and N  are the number or relevant and non relevant images 

respectively.

4.5.1 Feature Weight Updating Scheme

The initial search cycle is performed by assigning equal weight to each of the compo

nents in the feature vector. However, we do not obtain satisfactory results because of 

the discrepancy between the system’s criteria of similarity and the user’s definition. 

In the feature vector updating scheme, the weights of the feature components are 

computed based on the importance of the features attached by the user. The density 

of a feature Xmi around % is related to the relevancy of the i-th feature. Here % refers 

to the i-th component of the feature vector of query image. A large density usually 

indicates high relevancy for a particular feature. While a low density implies that 

the corresponding feature is not relevant to the similarity characterization. This is 

measured in terms of the standard deviation ai of the features in the relevant set. 

The inverse of the standard deviation is then assigned as the weight for the particular 

feature [96].

Bi = -  (4.21)

4.5.2 Query Modification

In the Query by Example (QBE) search paradigm, the user presents a sample image 

to the system. The initial query is formulated firom this example image. Let us con

sider the scenario where the user cannot find a suitable sample image that represents 

the relevant class of images. Under this scenario the system is not able to perform 

satisfactorily. The query modification approach tries to modify the query based on 

the user feedback. This modified query is then used in the next iteration cycle. The 

query modification idea was first proposed by Salton for text retrieval [100].

There are different ways in which the query is modified. One way of modifying the 

query is based on the feature vectors of the images marked as relevant by the user. It
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O re le v a n t im a g e modified query

X  nonreleva lit image ^ o r i g i n a l  query

Figure 4.3: Query Modification Model 1

is assumed here that the training subset of relevant images is a good representation 

of the complete set of relevant images. Based on this assumption the modified query 

can be taken as the central value of the relevant sequence of feature vectors [96, 97].
M

Q —
m = l

(4.22)

where q is the modified query and Xm is the feature vector of the m-th image in the 

relevant set. This query modification approach is illustrated in the Figure 4.3.

The above noted query modification procedure will not work in case the training 

set does not represent the complete set of relevant images. In that case, the modified 

query will not be around the center of the relevant class. The retrieval results by using 

this new query will contain many non relevant images. This is a very unfavorable 

situation. This may be rectified by using a large set of training images. However, 

in practice, it is not possible to increase the training set. Another way to solve this 

problem is to utilize the non relevant images in the training process. In this approach 

the new query is obtained by moving the original query towards the center of the 

relevant class and away from the non relevant class. Let q represent the feature 

vector of the original query then the modified query q is defined as:

(4.23)
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Figure 4.4: Query Modification Model 2

q = X  -  a / / ( z  -  q) + %(z -  q)

where

i = l

(4.24)

(4.25)

(4.26)

On  and an  are small positive constants and x and z are the mean feature vectors of 

relevant and non relevant image sets respectively. This approach for the query refor

mulation is shown in the Figure 4.4. The centroid of the relevant class is practically 

more important because the relevant images are closely clustered in the feature space. 

On the other hand, the non relevant class is very diverse. The features are distributed 

randomly over the whole feature space. Hence, the centroid of the non relevant class 

is not as significant as the centroid of the relevant class. The constant values or and 

Off are chosen based on this fact. Generally the value of the constant an is chosen 

much higher than a^-

4.5.3 Radial Basis Function

The traditional distance metrics such as Euclidean or city-block are restricted to the 

linear association between the distance and the similarity. The same magnitude of 

distance is always mapped to the same similarity value. However, the human visual 

system performs the pattern recognition and classification of visual content on a non-
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linear basis. The same magnitude of distance is not mapped to the same similarity 

value. Therefore, to model the human notion of similarity between the images, a non

linear approach should be adopted. This is achieved by measuring the similarity by 

a network of Radial basis functions. Radial basis function (RBF) is a kernel function 

that has excellent non-linear approximation capability [98]. The main property of the 

radial functions is their response decreases (or increases) monotonically with distance 

from a central point. A typical example of the radial function is the Gaussian which 

is defined as under for a scalar input:

F{x) =  (4.27)

where fx is the center of the RBF and cr is its width. The Gaussian RBF centered at 

0 (/i =  0) with a =  1.1 is shown in Figure 3.7.

Gaussian RBF gives a solution to the regularization problem in function estimation 

subject to a certain smoothness criteria. We employ this property of the Gaussian 

kernel to approximate the similarity measure. A one dimensional Gaussian RBF is 

associated with each component of the feature vector is given as [96]:

^(x , q) =  X) -  %) =  Z  ex p [-^^' ] (4.28)
i=l i=l

where a, =  1, , P  are the tuning parameters in the form of RBF widths. The

center of the curve is at the query location %. The magnitude of the function F(x, q) 

represents the similarity between the input vector x and the query q. The maximum 

similarity is attained when x =  q. The tuning parameters ai reflect the relevance of 

the i-th feature towards the similarity measurement. RBF similarity measurement 

is illustrated in the Figure 4.5. These tuning parameters cr, are very critical to the 

performance of the RBF network. The density of a feature Xmi around % is related 

to the relevancy of the i-th feature. This is inversely proportional to the length of 

the interval [101]. A large density usually indicates high relevancy for a particular 

feature, while a low density implies that the corresponding feature is not critical to 

the similarity characterization. Hence the tuning parameters are estimated as:

(Ti = T) max \xmi -  qi\ (4.29)
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;X„

Figure 4.5: Similarity using RBF

where is the i-th component of the feature vector of m-th relevant image and % 

is the i-th component of the feature vector of the query image. The additional factor 

rj is introduced to ensure reasonably high output for the RBF units.

4.6 Experim ental R esults

4.6.1 Database Description

The proposed approach is tested using the standard Brodatz texture image database. 

Brodatz image database contains 1856 images divided into 116 classes. Every class 

has 16 images. Figure 4.6 shows all the texture classes in this database. In some 

classes the texture remains quite homogenous while in others its non homogenous. 

Examples from both types of texture classes are given in Figure 4.7

4.6.2 Performance Metrics

The following two performance metrics are used for the comparison and system eval

uation. Let the total number of relevant images in the database be T. When the 

user presents a query to the system, M  images are displayed from the top of the
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Figure 4.6: 116 Texture Classes in Brodatz Image Database
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Figure 4.7: a-b Non-homogenous Texture; c-d Homogenous Texture

ranked list. Out of these M  images, R  is the number of relevant images while N  is 

the number of irrelevant ones.

Recall = (i?/M) 100 (4.30)

Precision =  (iî/T) 100 (4.31)

In our evaluation, we use a graphical user interface to display 16 top ranked images. 

The database used in the experimental evaluation contains 16 images in each class. 

That means both of the above stated measures will have the same value for this 

particular case. However, the number T  is generally larger than R,

4.6.3 Feature Weight Updating

In Table 4.1, we have summarized the results obtained by using the feature weighting 

scheme in the feedback loop. These results also show the comparison of performance 

for Daubechies l(dbl) and Daubechies 2 (db2) wavelet kernels. The images are de

composed upto 3-level using dbl or db2 wavelet filters. The wavelet coefficients in
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each of the high frequency subbands are modelled as a mixture of two Laplacians. 

The parameters of the model are used as the features. In case of 3-level decomposition 

of images, the mean and standard deviation of the wavelet coefficients in the approx

imate subband and variances of the two Laplacians in each of the 9 high frequency 

subbands are taken as features. Therefore, the feature vector is 20-dimensional.

Initial search is performed giving equal weights to all the component of the feature 

vector using city-block distance measure. It is observed that the db2 wavelets perform 

better than dbl. The initial recall rate of 67.4 per cent is obtained using db2 wavelet 

filter which is 3.6 per cent higher than in case of dbl. The recall rate is significantly 

improved by updating the feature vector during feedback. The graphical user inter

face is implemented to provide easy interaction with the system. The user marks 

the relevant images using this graphical user interface. The similarity is measured 

using the city-block distance measure. The most of the performance enhancement is 

achieved after the first iteration when the recall rate is improved from 63.8 per cent 

to 71.8 per cent in case of dbl wavelet filters. The recall rate is increased from 67.4 

per cent to 74.6 per cent in case of db2 Wavelets. A slight improvement is achieved 

after the second iteration, however, the system attains stability after two iterations. 

The performance of the proposed approach is compared with the Wavelet moments 

method. In this method, the images are decomposed upto 3 levels and mean and stan

dard deviation of the Wavelet coefficients in each subband are used as features [96]. 

The results indicate that the initial recall rate is 23 per cent higher than the Wavelet 

moments method. After 4-th iteration, the proposed approach performs 4.2 per cent 

better than the Wavelet moments method. Figure 4.8 depicts the performance of the 

system versus the iteration numbers.

M ethod Iteration  0 Itera tion  1 Itera tion  2 Ite ra tion  3
LMM (dbl) 63.8 71.8 72.6 72.6
LMM (db2) 67.4 74.6 75.4 75.5

Wavelet Moments 44.4 68.5 70.9 71.3

Table 4.1: Average recall rate (in percentage) for 1856 query images using feature weighting 
approach (20 features)
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Figure 4.8: Retrieval Performance

4.6.4 Radial Beisis Function Method

Table 4.2 summarizes the results obtained from the non-linear RBF approach for 

relevance feedback. Here the images has been decomposed using db2 wavelet ker

nel. The three query modification methods discussed in Section 4.5.2 are tested for 

performance. The initial search is performed using the city-block distance measure.

1. In the RBFl method, we use the query modification model defined in Equation 

4.22. This utilizes only the positive feedback provided by the user in the form 

of images labelled as relevant. The effect of this query modification approach is 

moving the query towards the center of the relevant class with each iteration.

2. In RBF2 method, we use both the positive and negative samples for training 

the system. The RBF2 model uses the query modification approach given in 

Equation 4.23. The query is moved towards the center of the relevant class and 

away from the non-relevant class with each iteration.

3. In RBF3 method, we use both the positive and negative samples for training
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the system. The RBF3 model uses the query modification approach given in 

Equation 4.24. The query is moved towards the center of the relevant class and 

away from the non-relevant class with each iteration.

Most of the improvement is achieved after the 1st and 2nd iterations. We observe 

a slight improvement after the 3rd iteration. However it is observed that the im

provement is not very significant for the 3rd iteration. A significant improvement in 

the retrieval efficiency is observed by employing non-linear RBF similarity measure. 

A 7.5 per cent increase is obtained by using RBF3 similarity measure compared to 

city-block distance. The retrieval accuracy of The MARS system is also given for 

evaluation purposes. The similarity measure in MARS case is cosine distance. The 

parameters values chosen in the experiment are [a =  1, /? =  4,7  =  0.8]. These values 

were determined empirically. The value of 77 is adjusted at 2.5. RBF3 method out-

M ethod Itera tion  0 Ite ra tion  1 Ite ra tion  2 Ite ra tion  3
RBFl 67.40 79.20 81.50 81.91
RBF2 67.40 79.40 81.62 82.25
RBF3 67.40 78.60 81.70 83.00
MARS 67.10 75.12 76.42 76.95

Wavelet Moments 44.10 72.4 77.42 78.36

Table 4.2; Average recall rate (in percentage) for 1856 query images using RBF method 
(20 features)

performs the RBFl and RBF2 methods. The best performance was achieved with 

the parameter values = 2, qn = 0 .2, 7? =  2], that were determined empirically. 

The performance comparison of the three RBF methods with MARS and Wavelet 

moments (WM) method is shown in the Figure 4.9. The Wavelet moments method 

has been implemented with RBFl query modification approach [96]. It is clear that 

the proposed scheme performs better than MARS and Wavelet moments method. 

Figures 4.10, 4.11, 4 .12, 4.13 and 4.14 show the performance of the system for a few 

example queries:



62

-V- RBFl 
- e -  RBF2 
- G -  RBF3 

MARS 
WM

ÿôO

Iteration Number

Figure 4.9: Performance Comparison
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Figure 4.10: Retrieval Results for Query 1
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Figure 4.12: Retrieval Results for Query 3
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4.7 Conclusions

We have developed a new feature extraction method frppi the texture images. The 

Laplacian mixture model is apphed to the wavelet domain to catch the peaky-ness 

of the distribution. Experimental results indicate that these new features are a good 

representation of the texture content of the images. The retrieval efficiency of the 

system is enhanced considerably by implementing the relevance feedback. The di

mension of the feature vector is small which reduces the computational complexity 

diuring the search and feedback process. Therefore the system response is fast and 

enhances the user experience while interacting with the system. A non-linear similar

ity criteria is used for ranking the images according to their relevancy with the query 

image. This non-linear similarity criterion outperforms the other methods as well as 

the existing image retrieval systems( such as MARS).



Chapter 5 

Laplacian Mixture Model for Video 
Retrieval Using Embedded Audio

5.1 Introduction

Digital video is an important element in the multimedia databases that continues 

to witness phenomenal growth in recent years. Due to the exponential growth in 

the computing power and storage capacities, the use of the digital video is gaining 

popularity in various areas. The most common application areas where video is an 

effective way of communication are entertainment, advertisement, sports, education, 

surveillance and security etc. Video is multi-modal i.e. it contains information in 

different media such as visual, audio and text (close caption). The audio in videos 

contains speech as well as non-speech audio contents. The textual description of the 

video data by human analyst is even more complex and subjective than the images. 

Therefore, the content-based video retrieval (CBVR) techniques should be developed 

to automate this process. Efficient CBVR techniques can provide easy and flexible 

access to the video data.

The techniques and principles primarily developed for the CBIR can be extended 

for application to the videos. But this extension of principles is not a straight for

ward task. There are some inherent differences between the images and videos that 

require the development of new techniques for the videos. The visual information in 

the digital videos is a sequence of frames. These frames may be taken as images for 

application of CBIR methods. But the video contains a huge amount of data. Index-

66
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ing every frame is not feasible in practice. Moreover, video is a structured sequence 

of frames. The arrangement of these frames in time conveys high level concepts. 

Video data also contains audio and text information which should also be taken into 

account while building meaningful indexes. The indexing of digital video usually con

sist of three main steps; video parsing, abstraction and content analysis [94]. A brief 

description of these three steps is given below:

5.1.1 Video Parsing

Video contains huge volume of data that is very;, difficult to handle and process in 

an efficient way. Therefore, the large video files are divided into smaller units as a 

first step to the indexing process. There are two approaches towards modelling the 

video content. One approach focusses on the physical division of longer video files 

into smaller structural units. This is known as the segmentation process. In the other 

approach; known as the stratification, the contextual information is segmented into 

chunks of data.

Segmentation

Successful video segmentation is necessary for most multimedia applications. Video 

segmentation is the process of dividing a sequence of frames into smaller meaningful 

units called shots. A video shot is defined as a sequence of frames recorded con

tiguously and representing a continuous action in space and time. A video scene 

on the other hand carry some high level concept and is a collection of two or more 

shots. Figure 5.1 illustrates the segmentation process. Shots are the building block 

of a video. Shot boundary detection has been approached by several studies from 

a variety of perspectives including techniques that are pixel based, statistics based, 

transform based, feature based and histogram based. It is widely recognized that 

histogram based and feature based approaches offer the best solution to the problem.
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Figure 5.1; Video Segmentation

Stratification

Stratification is a context-based approach to model the video contents as strata. 

Strata may overlap and thus any frame can have a variable number of strata associated 

with it. Multi-laj'ered descriptions are attached to the video data [102]. A comparison 

between the traditional segmentation model and the stratification model is given 

below.

• The basic atomic unit in the segmentation model is a shot. Therefore the gran

ularity of the video data is limited to the shots. It is not possible for the users 

to access the data within the shot boundaries. However, in the stratification 

approach the granularity of information is a frame. The access and presentation 

of the video contents is thus very flexible from the user point of view.

• The segmentation model imposes authors’ intentions early during the shot cre

ation stage. Thus, once the video is segmented, it is difficult to support other 

users who may need to use the same material for a different purpose. The strat

ification model views video contents as layers of overlapping strata. Thus users 

may combine strata to fiexibly retrieve video, or easily build additional strata 

to cater to their specific needs.

Figure 5.2 shows the Stratification modelling of a news video.
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Figure 5.2: Video Stratification

5.1.2 Abstraction

The video abstraction is the process of extracting an economical representation of 

the visual information. This facihtates the browsing of the video content. The most 

common ways of abstraction are key-frame and highlight sequence.

Key-Frame

The most representative frame in a video shot/scene is called the key-frame. The 

simplest method is to take the first, last or the middle frame as the key-frame. More 

complex techniques are being evolved to extract the key-frames based on the motion 

analysis, shot activity etc.

Highlight Sequences

The production of a shorter sequence of frames represeqting a larger video chp is 

known as highlight generation. This approach is also known as video summarization. 

The utilization of multiple sources such as shot bouud^ies, human faces and text 

is essential for building an efficient highlight sequence. Video summaries enable the 

effective browsing of video data. The process of generating highlights for the sports, 

movie or news video can be done automatically by the summarization algorithms.
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Figure 5.4: Block Diagram of a Content-Based Video Retrieval System [94]

5.1.3 Content Analysis

This step analyzes the video contents to generate indexes for retrieval and content- 

based access to the video data. CBIR techniques can be applied to the representative 

frames. In order to produce effective indices all possible content information such 

as visual, audio and text should be employed. A general overview of the contents 

of video data is shown in Figure 5.3. The block diagram of a content-based video 

system is given in Figure 5.4.
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5.2 V ideo Indexing using Embedded Audio

Traditionally, visual information is used for video indexing. However, the users of 

the video data are often interested in certain action sequences that are easier to 

identify in the audio domain. While visual information may not yield useful indexes 

in this scenario, the audio information often reflects what is happening in the scenes. 

The audio is a very rich source of information that can distinguish these actions. 

Although visual information is very popular for indexing the video data, yet a few 

researchers have used audio information for this purpose. The existing techniques to 

classify audio or the embedded audio may not be very useful for application to the 

news video. In this type of application, music, speech, noise and crowd voice may be 

found together in the same video clip. Therefore, we need features that represent the 

global similarity of the audio content. A statistical approach has been adopted here 

to analyze the audio data and extract the features for video indexing.

5.2.1 Wavelet Decomposition

The proposed indexing scheme does not depend on the segmentation method. The 

video can be segmented into shots using any algorithm. Here, we use manual seg

mentation of the video data. The next step to manual segmentation is separating 

the embedded audio by demultiplexing video shots. The audio signals are then re

sampled to a uniform sampling rate. Each audio segment is decomposed using a 

one-dimensional DWT. We have used different wavelet kernels for decomposition of 

the audio signals. This is done to compare the performance of different wavelets in 

describing the audio contents. The one-dimensional DWT decomposes the signal into 

2 subbands at each wavelet scale; a low frequency subband and a high frequency 

subband. Audio signal is much different from gray or color image signal. In images, 

the values of adjacent pixels usually don’t change sharply. On the other hand digital 

audio signal is a form of oscillating waveform, which ipclpdes a variety of frequency 

components varying with time. The LL subband of the image is an icon of the origi

nal image. However, most audio signals consist of a wide variety of frequencies that
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produce a complex waveform. The wavelet coefficients of audio signal have many 

large values in detail levels, and the LL subband coefficients don’t always provide 

good approximation of the original signal.

The range of audible frequencies, or the sound frequency spectrum, is divided 

into sections, each having a unique vital quality. The divisions are usually referred 

to as octaves. An octave is a logarithmic relation in frequency and is defined as 

the interval between any two frequencies that have a relation of 2 : 1. The range 

of human hearing covers about 10 octaves. Starting with 20 Hz, the first octave is 

20 Hz - 40 Hz; the second, 40 Hz- 80 Hz; the third, 80 - 160 Hz; and so on, up 

to 20480 Hz. Wavelet decomposed audio signals highly resemble to the octave-band 

decomposition of audio signals. The ratio of the size of the wavelet sub-bands is also 

2 : 1, i.e. the number of coefficients of a subband at decomposition level i is exactly 

half the number of coefficients of a subband at level i-1. The wavelet decomposition 

scheme matches the models of sound octave-division for perceptual scales. Wavelet 

transform also provides a multi-scale representation of sound information, so that 

we can build indexing structure based on this scale property. These properties of 

wavelet transform for sound signal decomposition is the foundation of audio retrieval 

and indexing system developed in this chapter. The decomposition is taken up to 7 

levels. We experiment with different levels of decomposition. An increase in the level 

of decomposition also increases the number of features extracted for indexing. This 

improves the retrieval performance at the expense of more computational overhead.

5.2.2 Feature Extraction

The statistical model based on the Laplacian mixture of two components developed 

for the texture retrieval in Section 4.2.2 and 4.2.3 is applied for feature extraction 

from the embedded audio. It has been noted that parameters of the model are a good 

representation of the audio segments and define the global characteristics of the audio. 

The shape of the Laplacian distribution is determined by the single parameter b. The 

value of this parameter is a good representation of the contents of the embedded audio 

clip. The parameters for this statistical model are estimated using EM algorithm. The
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Following components form the feature vector used for indexing the video clips:

• Mean of the wavelet coeflScients in the Low frequency subband

• Variance of the wavelet coefficients in the Low frequency subband

• Model parameters [P(,6j,6s] calculated for each of the high frequency subband

The feature vector is 17-dimensional in case of 5-level wavelet decomposition of the 

audio clips and 23-dimensional in case of 7-level decomposition. The normalization 

of the feature vector is required to put equal emphasis to each of the component of 

the feature vector. The components of the feature vector represent different physi

cal quantities so their values have different dynamic range. Gaussian normalization 

procedure discussed in Section 4.3 is employed to convert the dynamic range of the 

component feature to [—1,1].

5.3 Sim ilarity M easure

After the normalization of the component features in the feature vector, the Euclidean 

distance measure or L2-norm is used in the initial search.

d(x, q) =  X) Bi\!{xi -  (5.1)
1=1

where x and q are the feature vectors of the query image and the test image respec

tively. The weighting factor Bi is used to put different emphasis on the component 

of the feature vector depending upon its perceptual importance. These values are 

updated in the relevance feedback process provided by the users of the system. This 

is discussed in the next section.

5.4 Relevance Feedback

The initial search cycle is performed by assigning equal weight to each of the compo

nents in the feature vector. However, some features are more important to the human 

auditory perception than others. The performance of the system can be enhanced 

significantly by putting more emphasis on perceptually relevant features. This is
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achieved by updating the weights of the feature components 5,- during the feedback 

cycle as defined by equation 4.21.

5.5 Experim ental R esults

5.5.1 Database Description

The database used in these experiments consists of 302 video clips from a Cable News 

Network (CNN) video. The duration of the clips is around 3 second. These clips are 

produced by the manual segmentation of the news video. The database contains 

a heterogeneous mixture of clips with regard to the embedded audio. The video 

clips are classified into five different classes based on the audio contents. These five 

categories are representative of a typical news broadcast. The database contains 47 

shots in Male Anchor class, 79 in Male Reporter class, 63 in Female Reporter class, 

14 in Noise class and 97 in Commercials class.

5.5.2 Performance Metrics

For the Performance evaluation of the system, the retrieval ratio is calculated for each 

of the class as well as the overall ratio for the whole database. The graphical user 

interface is provided for display of the retrieval results and obtaining feedback from 

the user. A set of 16 most relevant video clips is presented to the user after each

search cycle. The video clips are represented by their respective key-frames. The

first frame of the video clips is chosen as the key frame. The recall for each class is 

calculated as:

Recall =  { R /M )m  (5.2)

where R is the number of relevant video cHps in the audio domain and M are the 

total number of clips output by the system. The overall retrieval ratio of the system 

is the average of the individual recalls in each of the 5 classes.

1 ^
Overall Recall =  -  ^[(R/M)flOO] (5.3)

^ t = i
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Figure 5.5: Retrieval Performance in 5 Classes (5-level Decomposition using db2)

5.5.3 Summairy of Results

The results obtained by performing a 5-level decomposition of the embedded audio 

chps using Daubechies-2 (db2) wavelet kernel are summarized in Table 5.1.

C atego ry /Ite ration Initial Iteration 1 Iteration 2 Iteration 3 Iteration 4
Anchor(Mcde) 52.2 67.2 69.7 70.0 70.0

R eporter(M ale) 60.2 68.5 70.5 70.6 70.7
R eporter (Female) 50.4 59.1 60.4 61.1 61.1

Noise 61.5 64.4 64.4 64.4 64.4
Commercials 71.2 81.7 83.3 83.6 83.7

Overall 59.1 68.7 69.7 69.9 70.0

Table 5.1: Average recall rate (in percentage) for top 16 video clips retrieved (5-level 
decomposition using db2)

The highest performance is achieved in the commercials class. The overall recall 

of 70 per cent is obtained after the 4th iteration. The greatest performance im

provement is observed after the first iteration. Figure 5.5 depicts the comparison of 

retrieval performance for the 5 classes. When the audio chps are decomposed up to 

7 levels, more featmes become available for indexing. The dimension of the feature
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Figure 5.6: Retrieval Performance in 5 Classes (7-level Decomposition using db2)

vector becomes 23. This increases the performance of the system. These results are 

summarized in Table 5.2. The overall recall is increased from 70 percent to 77.2 per 

cent by taking more features. The improvement is very significant, especially in the 

case of Noise class where the recall is increased from 64.4 percent to 83.7 per cent. 

The results also emphasize the importance of the relevance feedback in improving the 

accuracy of the system. The comparison of retrieval performance in the 5 classes is

C ategory /Iteration Initial Iteration 1 Iteration 2 Iteration 3 Iteration 4
Anchor(M ale) 53.1 69.1 70.0 70.3 70.3

R eporter(M ale) 60.8 78.0 79.7 79.8 79.8
R eporter (Female) 46.1 64.7 67.1 67.3 67.3

Noise 79.8 83.7 83.7 83.7 83.7
Commercials 70.6 83.2 84.7 84.8 84.8

Overall 62.1 75.7 77.0 77.2 77.2

Table 5.2: Average recall rate (in percentage) for top 16 video clips retrieved (7-level 
decomposition using db2)

depicted in Figure 5.6.

In Tables 5.3 and 5.4, we have presented the results using the db4 wavelet kernel
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for decomposition of embedded audio clips. It is observed that db4 wavelet kernel 

performs better than the db2 wavelets. The overall recall after 4th iteration is 79.6 

per cent in case of 7-level decomposition using db4 wavelets. We observe an overall 

improvement of 1.1 per cent in case of 5-level decomposition. An overall improvement 

of 2.4 per cent in results is attained with 7-level decomposition using db4 wavelet 

kernel in comparison with db2 wavelets. However, the performance of db2 wavelets 

is better than db4 in noise category. Figures 5.7 and 5.8 illustrate the class wise

Category /I te ra tio n Initial Iteration 1 Iteration 2 Iteration 3 Iteration 4
A nchor (Male) 51.8 70.3 72.5 73.1 73.1

R eporter(M ale) 63.5 79.4 81.6 82.2 82.2
R eporter (Female) 45.5 54.5 56.9 57.4 57.4

Noise 57.2 58.2 58.2 58.2 58.2
Commercials 69.3 82.9 83.9 84.5 84.6

Overall 57.5 69.1 70.6 71.1 71.1

Table 5.3: Average recall rate (in percentage) for top 16 video clips retrieved (5-level 
decomposition using db4)

C ategory /Iteration Initial Iteration 1 Iteration 2 Iteration 3 Iteration 4
Anchor(M ale) 56.6 71.9 75.0 75.3 75.3

R eporter(M ale) 66.4 84.9 88.0 88.4 88.4
R eporter (Female) 45.0 64.7 69.5 70.1 70.2

Noise 79.8 80.3 80.3 80.3 80.3
• Commercials 70.1 82.0 83.5 83.9 84.0

Overall 63.6 76.7 79.3 79.6 79.6

Table 5.4: Average recall rate (in percentage) for top 16 video clips retrieved (7-level 
decomposition using db4)

performance of the system with 5-level and 7-level wavelet decomposition respectively. 

The best results were attained in the commercials category while the performance in 

the female reporter class was the lowest.
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Figure 5.8: Retrieval Performance in 5 Classes (7-level Decomposition using db4)
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5.6 Conclusions

We presented a new feature extraction method for video retrieval based on the em

bedded audio content. The video clips are indexed using a low dimensional feature 

vector that is a good representation of the global similarity of the audio contents. We 

demonstrate the abihty of the embedded audio content of the digital video for search

ing the databases based on the auditory information. This may be particularly useful 

for finding the action sequences in the videos. A comprehensive experimental evalu

ation of the system is presented using a news video dqtqbase. It has been observed 

that the recall rate is improved significantly by increasing the decomposition level. 

This is due to the increased number of features beconfing available. This increase in 

performance is, however, achieved at the expense of higher computational cost. The 

experimental results also demonstrate the better performance of db2 wavelet filter 

over dbl for analysis of embedded audio.



Chapter 6 

Conclusions

In this work, we have proposed a new feature extraction technique based on the 

statistical analysis of the wavelet coefficients. The shape of the wavelet coefficients 

distributions is modelled by a mixture of Laplacians. It has been observed that the 

proposed model is highly suitable for modelling the peaky distributions of the wavelet 

coefficients. The proposed approach is applied to the image and audio-based video 

retrieval. The parameters of the model are used for indexing the texture images. 

Experimental results indicate the validity of the adopted modelling method. It is 

observed that the extracted features possess a high discriminatory power for the tex

ture description. The dimensionality curse is the main drawback in any feature based 

indexing scheme. It is a very important factor that should be kept in mind for an effi

cient retrieval strategy. The computational complexity of the system during retrieval 

and feedback cycle depends on the dimension of the feature space. The proposed 

technique generates a low dimensional feature space which reduces the computational 

complexity during the retrieval process. The time taken by the retrieval process is 

very important. The users are interested in the relevancy of the results as well as in 

the quick system response. This has been achieved by keeping the dimension of the 

feature vector low.

Audio is an important component of the multi-modal video data. The proposed 

technique is based on the shape of the wavelet coefficient distributions. Therefore, it 

is also applicable to the audio analysis. In this study, we have successfully applied 

this technique to find the global attributes of the embedded audio content. It is noted

80
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that the proposed features are good for describing the global characteristics of the 

audio. A comprehensive experimental evaluation has been performed on a news video 

database. The unique characteristics of embedded audio contents in the video data 

requires the development of new techniques for its analysis. The traditional methods 

found in literature focus on the audio classification into certain number of classes such 

as speech, silence, music. The news videos contain mixed types of audio content. The 

music, speech and noise are often present in the same clip. It is observed that the 

proposed features are effective for this type of mixed audio sources.

6.1 Learning from User Feedback

In this work, we clearly demonstrated the power of relevance feedback in improving 

the retrieval efiiciency of the systems. In the image retrieval case, both negative 

and positive examples has been used for learning from the user input. However, the 

two class learning strategy is not very fiexible. For example, in the relevant set of 

images, the users might consider some images as more relevant than others. The 

relevance feedback can be extended to obtain multi-class input from the users. The 

users will label the images after the initial search. This approach can allow a better 

understanding of the users’ notion of image similarity. Video retrieval is more complex 

than the image retrieval. The video data contains significantly more information 

than images. Presently, the proposed system implements a simple relevance feedback 

learning scheme. The weights associated with the feature vector components are 

updated in each iterative cycle. The negative examples are not used for learning 

about what the user is looking for. We are considering to implement the multi-class 

approach for the relevance feedback in which both negative and positive examples 

will be used for tuning the system parameters.

6.2 Future Research Extension

The feature set proposed in this study is a very good representation of the texture 

contents of the images. The approach has been tested using the standard Brodatz
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image database which contains only grey-scale images. Application of this technique 

to the color image database is one of the possible research extensions. The color 

images contain much more information than that of grey-scale images. The proposed 

features can be combined with other features describing color and shape contents of 

the images.

6.2.1 Fusion of Multi-modality

The text based retrieval of the audio visual data is still the most popular way of 

searching the databases. Most of the web based search engines have extended their 

capabilities to the search of multimedia documents. The purpose of the content- 

based search is to complement the existing systems rather than replace them entirely. 

The text indices combined with the content-based features can provide a flexible 

interaction with the system. Users can search the database based on the text, by 

providing an example,by sketching a diagram or a combination of different clues.

In video analysis, we have explored the embedded audio contents for building 

suitable indices. Some of the events are easy to identify in audio domain while the 

others are easier in the visual domain. Using different media will result in better 

understanding of the video data. The semantic retrieval of the video clips needs an 

integration between the features. The fusion of the multi-modality in the video data 

is a future direction of research.

6.2.2 Flexible Queries

Although QBE retrieval paradigm is the most popular, it may not suit the user 

requirements in certain cases. To find suitable content samples may be hard in certain 

situations. Hence, the system should support other query formats such as text, sketch 

or vocal input. This is particularly useful when the users do not have a clear idea 

about what they are looking for. If at the beginning they only have a rough sketch 

in mind, they can just start the retrieval process by drawing a that sketch and may 

refine their query at later stages.
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