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Abstract

Detection of human face has many realistic and important applications such as human and 

computer interface, face recognition, face image database management, security access 

control systems and content-based indexing video retrieval systems. In  this report, a face 

detection scheme will be presented. The scheme is designed to operate on color images. In 

the first stage of algorithm, the skin color regions are deteeted based on the chrominance 

information. A color segmentation stage is then employed to make skin color regions to be 

divided into smaller regions which have homogenous color. Then, we use the iterative 

luminance segmentation to further separate the detected skin region from other skin-colored 

objects such as hair, clothes, and wood, based on the high variance of the luminance 

component in the neighborhood of edges of objects. Post-processing is applied to determine 

whether skin color regions fit the face constrains on density of skin, size, shape, and 

symmetry and contain the facial features such as eyes and mouths. Experimental results show 

that the algorithm is robust and is capable of detecting multiple faces in the presence of a 

complex background which contains the color similar to the skin tone.

K e y w o r d s * .  Face detection. Skin color detection. Color segmentation
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Chapter 1

Introduction

Detection of human face has gained many important and realistic applications such as 

intelligent human computer interaction, face recognition, face image database 

management, video surveillance, security access control systems, image annotation 

systems, and content-based indexing video retrieval systems [1,2,7,9]. Usually, face 

detection is the first and crucial step in applications of any face processing system. 

For instance, in the cases of face recognition approaches and face tracking approaches, 

the existence and position of faces in an image and an image sequence are supposed 

to have been identified and localized. The aim of the face detection is to figure out 

whether or not there are human faces including a single face or multiple faces in the 

images, and if there are, mark their locations and extract their spatial extent regardless 

of its three-dimensional position, orientation, and lighting conditions. Although face 

detection is a rather simple task to the human eyes, the process of automatic detection 

by a computer is not straightforward because different people have different face 

characteristics in size, shape, color, and texture. Further, many internal and external 

factors can also affect the features of the faces greatly, such as pose, image orientation, 

lighting condition, facial expression, partial occlusion, presence or absence of 

stractural components (beards, mustaches, glasses). Therefore, in order to build a
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fully automated system which can analyze the information contained in face images, 

it is necessary to devise a robust and efficient algorithm for the face detection.

In recent year, various approaches for the face detection on grayscale images or 

color images have been developed. A comprehensive survey about the recent 

developments on face detection can be found in [1]. Some of the most representative 

works include principal component analysis (PCA)[14], neural network [15], 

deformable template matching [16], geometrical feature modeling [3,9], skin color 

analysis [2,3,4,7], Hough transform [3], and fuzzy theory matching [13].

Among the various approaches of face detection, color analysis has shown a 

promising prospect. Although, color-based approaches have difficulties in robustly 

detecting skin colors when the condition of background is complex and the lighting 

conditions is either too dark or too bright, color information is still useful in detecting 

face and specific facial features if a proper skin color model can be established. 

Besides, under the constant lighting condition, the skin color has presented the almost 

invariant characteristic no matter what changes have happened in the orientation, size 

and partial occlusion of the face. Moreover, comparing with the processing speed for 

other facial feature analyses, the processing speed for color information analysis is 

much faster. This characteristic is very important in the operations of video schemes 

[21]. Several color spaces are used for color analyses in skin color detection. These 

color spaces include RGB, normalized RGB, HSV (or HSl), YCrCb, YIQ, YES, CIE 

XYZ, and CIE LUY [1].

In this study, a face detection scheme has been presented. The scheme is designed 

to operate on color images. The color spaces we discuss are HSV color space ( H and 

S represent chromatic components, V represents luminance component. ) and YCrCb
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color space ( Cr and Cb represent chromatic components, Y represents luminance 

component.). Through comparison, we found that the scheme of the face detection is 

easier to implement in HSV color space. In the first stage of algorithm, the skin color 

regions are detected based on the chrominance information and the non-skin pixels 

are discarded as many as possible. An unsupervised color segmentation stage is 

employed to make skin color regions to be divided into smaller regions which have 

homogenous color. Then, we use the iterative luminance segmentation to further 

separate the objects with similar skin color based on the high variance of the 

luminance component in the neighborhood of edges of objects. Finally, Post

processing is applied to determine whether skin color regions fit the face constrains 

on density of skin, size, shape, and symmetry and contain the facial features such as 

eyes and mouth.

The face detection scheme presented in this study has the following distinguishing 

features:

(1) Unsupervised color segmentation algorithm for face detection was presented in 

[21]. Iterative segmentation in the luminance component was applied for face 

detection in [2]. In this study, we combined the modified unsupervised color 

segmentation method and iterative luminance segmentation method to generate face
ortrV .,

candidate regions. This scheme could efficiently detect faces even when there are
| ;

other skin-colored objects in complex background environments.

(2) In the stage of unsupervised color segmentation, instead of using the 

watershed base technique to cluster 2-D histogram in YCrCb color space [21], we 

employed the watershed base technique to cluster the 1-D histogram in HSV color 

space. The proposed method was found to be effective and has relatively low 

computation complexity.
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(3) Based on the concept preser' ‘d in [21], we designed a Label Flood Fill 

method to fill the unassigned pixels after label morphological .filtering. This method 

not only removes all unassigned pixels effectively, but at the same time may improve 

the shape of the border between the two different color regions.

The organization of this project report is as follows. Chapter 2 introduces the face 

detection algorithm which includes skin tone detection, unsupervised color 

segmentation, iterative luminance segmentation, and post-processing. Chapter 3 

presents experimental and observed results. Chapter 4 presents the conclusion and 

proposes an approach for the further enhancement of the algorithm.
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Chapter 2

Face Detection Algorithm

An overview of our face detection algorithm is illustrated in Figure 2.1. Each input 

color image will go through five stages. The whole procedure follows a coarse-to-fine 

strategy.

Color Image

Post-processing for Face Verification

Unsupervised Color Segmentation

Skin Color Detection

Extract Face Candidate Region

Iterative Luminance Segmentation

Figure 2.1 Face detection algorithm •
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2.1 The detection o f sk in  color region

XgR- The first step of skin color region detection is to employ the skin chrominance

information to locate the potential face areas and reject as much non-face parts in the

g  image as possible. As we process the color images, one of the important issues is the

0 ;  selection of the color space. Although different people have different skin colors,

several studies have shown the major difference among different skin colors lies in

luminance or intensity rather than chrominance components [4]. Therefore, we are 

more interested in those color spaces in which it is possible to separate the luminance 

component from the chromatic components. By assuming that luminance component 

has little influence on the distribution of the chromatic components, we discard 

luminance component in skin color detection stage. The assumption is valid under the 

normal lighting condition. In our study, we discuss and use two color spaces, YCbCr 

color space and HSV (Hue, Saturation, and Value) color space for the detection of 

skin color regions.

(1) YCbCr color space

In YCbCr color space, the luminance information is in Y component and the 

chrominance information is contained in Cb and Cr. The following set of formulas is 

used to convert the RGB (Red, Green, Blue) components into YCbCr components.

Y = 0.257*R + 0.504*G + 0.098*B + 16

Cb = O.I48*R - 0.29I*G  + 0.439*B + 128 (2.1)

& Cr = 0A39*R + 0.368*G - 0.071*B + 128

(2) HSV color space
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HSV is often chosen as color representation because it coiTesponds closely to the 

hum an intuition on the color. H and S com ponents contain the chrom atic infomnation 

and V includes the lum inance inform ation. HSV can be best described by the cone 

mode (see Figure 2.2). H ue is the attribute o f co lor and is m easured by the angle 

around the vertical axis. It looks like a co lo r wheel which is denoted by red, yellow, 

green, cyan, blue, M agenta and so on. Saturation is used to describe how  pure a color 

is or how  much w hite is added to a color. V alue is a m easure of the relative brightness. 

The RGB com ponents can be converted into HSV com ponents through the follow ing 

form ula [6],

W here

H u e
Green Yellow

Cvan

Red

Masenta 

S a tu ra titm

Black

F ig u re  2.2 T he H SV  co lo r space

H  =
H^i f  B < G  

2 6 0 ° - H i  i f  B > G

Hi  = cos"
0 .5 [ (R -G ) + iR -B )]

U ( R  -  G)(R - G )  + ( R -  B)(G -  B)
(2.2)
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I t

5  =
max(JR, G,B)~  minÇiî, G, B) 

max(iî. G, B)

V = max(B, G, B) 
255

In Figure 2.2, S and V have been normalized within the range [0,1].

We use the two color spaces to analyze 60 manually marked skin samples which 

cover a large range of skin color appearances with different races and different light 

conditions. Figure 2.3 (a) and Fig 2.3 (b) shows the distributions of Cb-Cr plane and 

S-H plane of these samples. We observe that the skin color samples form a small and 

compact cluster in Cb-Cr plane and S-H plane. The result of this observation gives a 

good indication on whether a pixel is the part of the skin or not We also notice that 

the cluster of skin color pixels in H-S plane is less compact than cluster of skin color 

pixels in Cb-Cr Plane.

We consider the following three methods to classify whether each pixel in the 

image belong to skin color or non-skin color.

(1) Histogram threshold method

Histogram distribution of Cb and Cr is shown in Figure 2.4. We apply the 

maximum and minimum thresholds to both Cb and Cr components. If the Cb and Cr 

component values of the pixel are within the range of the thresholds, the pixel is 

classified as the skin pixel, otherwise, it is considered as non-skin pixel. If we broaden 

the range of the thresholds, some non-skin pixels might be detected. If we narrow 

down the range of the threshold, some actually skin pixels might be rejected. Based 

on Figure 2.4, we choose the thresholds as following:

130 <= Cr <= 162 (2.3)
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98  < =  C b  <= 126

250 -

200

150 -

100  -

u) O.o

(a)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 O.E
H

0.9 1

(b)

F ig u re  2 .3  (a) D istribution o f Cb and C r (b) D istribution o f  H and S
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(b)

F ig u re  2.4 Histogram  distributions o f  Cb and C r

10
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Similar to Cb-Cr plane, we can find the similar threshold for H and S distribution. As ' 

we have mentioned, the distribution of H and S, especially for S component is more 

scattered than the distribution of the Cb and Cr. Figure 2.5 is the histogram 

distributions of H and S. Furthermore, Hue is unreliable when Value and Saturation is 

very low. Consequently, we should set lower bound for both Value am Saturation. 

We will further discuss this situation in the color segmentation stage.

(2) Skin color probability model method

Several researches have indicated that the distribution of the human skin can be 

modeled as the Gaussian distribution [4,6]. We observe that the distribution of the 

skin color for Cb and Cr can be expressed as a bi-variate Gaussian distribution 

where

hr (2.4)

represent mean and covariance, respectively.

Figure 2.6 (a) shows distribution of skin samples for Cb and Cr. Figure 2.6 (b) 

shows the model of skin color for Cb and Cr based on mean and covariance of the 

skin samples. The probability of whether a pixel belongs to a skin region is 

determined by

F(r,6) = exp[-0.5(Z-//)^ %-'(%-/()] 

where

ji = E[X) and X = (r b f

(2.5)

12
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F ig u re  2.6 (a) D istribution o f skin color fo r Cb, Cr 

(b)The M odel o f skin color for Cb, C r 

I f  the probability o f a pixel is greater than a threshold, it is identified to have skin 

color. O therw ise, it is considered as non-skin color.

13
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In practice, we found that it is very difficult to choose a proper threshold. I f  the 

skin co lor o f an im age has higher probability in the skin color model, we could obtain 

a better result o f the skin detection. However, if the skin color o f an im age has a lower 

probability in skin color model, the m ethod may not be able to identify the skin color 

in the pixels.

F igure 2.7 show s the skin color probability image and the original image. 

Com paring with the histogram  threshold method, we think the histogram  threshold 

m ethod is more sim ple, efficient, and suitable for skin detection.

(a) (b)

14
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(c) (d)

F ig u re  2,7 Original im age and the skin color probability im age

(3) Planar envelope approxim ation

Tn histogram  threshold method, the thresholds of Cb and C r (see form ula 2.3 ) 

form a rectangular region to d iscrim inate the skin color pixel and non-skin pixels. But 

the actual distribution o f hum an skin color is an irregular shape (see Figure 2.3;. 

Therefore, som e actual skin co lor pixels m ight be excluded and som e non-skin color 

m ight be included. In addition, the m ethod assum es that lum inance com ponent has 

little influence on the distribution o f the chrom atic com ponents. B ut in extrem e light 

situation such as too dark or too bright, the distribution of chrom atic com ponents will 

be affected by the lum inance com ponent. A  more accurate method, the planar envelop 

approxim ation fo r both Y C bC r color space and HSV color space has been proposed in 

[7]. In this m ethod, several bounding planes are found to fonn  a 3-D envelop which 

is used to approxim ate the hum an skin co lo r clusters. Through com parison, we found 

the p lanar envelope approxim ations have m ore w idely adaptation fo r various color 

im ages. Further, the planar envelope approxim ation for HSV color space is easier to 

im plem ent com pared with the envelope approxim ation for Y C bC r color space.

15
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Consequently, we decide to choose this method to implement our skin detection 

scheme. In planar envelope method [7], a pixel is considered as a skin pixel if the 

color of the pixel satisfies the following two conditions;

Condition 1:

S>= Ths: y>=  Thy ; S<=-H-0.1V+110; (2.6)

H<=-0.4V+75;

Condition 2:

I f  H>=0 S <=0.08(I00-V) H+0.5V 

■ Else S<=0.5H+35

In [7], Ths and Thy are set to 10 and 40, respectively. However, in this study, we 

found that setting Thy as 35 can obtain better skin detection results.

Here, (H, S, V) have been translated and scaled to (-180, 180), (0,100), (0,100) 

respectively based on normalized HSV color space. Figure 2.8 shows one result of 

detecting the skin tone regions. We obseiwe that not only the skin regions have been 

detected successfully but also most of non-skin regions in the image have been 

filtered out.

16

R eoroduced  with perm ission of the copyright ow ner. Further reproduction prohibited without perm ission.



Figure 2.8 Result of skin detection

2.2 C leaning of the skin  tone region

After applying the skin segmentation, some non-skin regions such as small isolated 

blob and narrow belts are inevitably observed in the result as their colors fall into the 

skin color space. Keeping these spurious skin regions will yield several adverse 

effects to the latter processing. First, these small isolated regions and narrow strips 

might be connected to the real face regions. Second, these regions will increase the 

number of face candidates detected, which will result in expensive computation in the 

subsequent shape analyses and face verification. Therefore, it is necessary to remove 

these small isolated areas and narrow belts, and separate some weakly linked regions. 

We apply the morphological operation to implement above cleaning procedure. The 

morphological operations consist of opening and closing operations. The opening and 

closing operations, in turn, depend on the dilation and erosion processes. We describe 

these four kinds of operations as follows:

17
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• Dilation: The value of the output pixel is the maximum value of all pixels in 

the input pixel’s neighborhood which is defined by the structuring element of 

dilation operation (such as 5x5 window). In a binary image, if any of the 

pixels is set to the value 1, the output is set toi.

• Erosion: The value of the output pixel is the minimum value of all the pixels 

in the input pixel’s neighborhood. In a binary image, if any of the pixels is set 

to 0, the output pixel is set to 0.

• Opening: erosion of a region followed by dilation. The opening operation 

breaks the narrows gaps and removes small objects from an image while 

preserves the shape and size of larger objects in the image.

• Closing: dilation of a region followed by erosion. The closing operation 

merges regions separated by thin gulf and fills small holes.

The closing operation is first performed to connect narrow gaps between skin 

regions, and then the opening operation is applied to remove small isolated bulbs and 

separate the regions connected by thin strips. Finally, we need to perform the ‘fill the 

hole’ operation to remove the black isolated holes.

Theoretically, if we want to obtain a better performance, the size of the 

structuring element of the morphological operation should be proportional to the size 

of a face. However, the size of a face region in an image is not known until that image 

is processed through the face detection process. Consequently, we use a fixed size 

structuring element for the morphological operation instead. In our study, we use the 

structuring element size of 5x5. The choice of this size seems to give the best 

performance.

18
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(a)

(b)

Figure 2.9 (a) Result of skin detection 

(b) Result of cleaning of skin tone regions

Figure 2.9 shows the result of performing morphological operations. We can 

observe that not only have the isolated tiny bulb been eliminated and the number of 

face candidate regions been reduced but also the boundaries of the regions are 

smoothed out.

19
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2.3 U nsupervised  color segm entation

After performing skin color detection and cleaning of the skin color region, we can 

extract some face candidate regions from background successfully. However, when 

some other objects or the background contain the color similar to skin tone, the actual 

face region will be connected to those object regions or background, as it is shown in 

Figure 2.10. Therefore, we employ a color segmentation scheme to cope with such 

situation. As this color segmentation scheme will automatically provide the number of 

clusters in the color space, we çall it, unsupervised color segmentation. The color 

segmentation is the process of classifying the pixels within a multi-channel image into 

a set of clusters with a uniform color characteristic and dividing the color image into 

meaningful objects. Among the various approaches to color segmentation, multi

channel clustering has shown to be an effective method for color image segmentation 

in various color space [8,17,19]. Here, we use the HSV color space to partition an 

image into different regions.

In HSV color space, the Hue component is the most significant feature that can 

be used to detect uniform color regions [8]. However, the Hue can be unreliable and 

unstable under following situations:

1. The level of brightness (i.e. Value) in the image is low, which corresponds to 

the shadows and low lighting level parts of the image.

2. Some areas have rather low Saturation values, which are found in the 

achromatic regions of the image. We usually use black, gray, and white to 

describe the achromatic regions.

20
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In order to perform the appropriate segmentation scheme that could deal with 

above situations, the image should be separated into the achromatic areas and 

chromatic areas. Several kinds of thresholds for Hue, Saturation, and Value have 

been selected to partition the achromatic regions and chromatic regions [8,17].

(a) (b)

(b)

Figure 2.10 (a) Original image (b) Result of skin detection 

(c) Result of cleaning skin

According to [8], we define the effective ranges of the hue, saturation and value in the 

HSV space model and divide the color space into three regions: chromatic region( S > 

20% and V> 25% ), achromatic region( S <=10% or V<= 25% ) and transitional 

regions (10% < S <20% and V > 25%). As the Hue component has great

21
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discriminating capability for the color component, it is used to segment the chromatic 

regions of the image, while the Value component is employed to segment the 

achromatic regions of the image. In the transition region, the Hue component again 

becomes unreliable; therefore, the pixels of this region are better specified based on 

the Value component information. Also in this area, the Saturation component could 

be considered for a further refined segmentation.

Above we discuss the fixed thresholds for Saturation and Value to separate the 

chromatic area and achromatic area. An adaptive threshold for Saturation has 

presented in [23] for S in the range [0.1]:

Thsa,(V) = 1.0-0.8*V  (2.7)

Here, the range of V is within [0, 1] and 0.2<r/iOT,<l .0.

The Saturation threshold determines whether a pixel should be specified by the 

chromatic information or intensity information. If the Saturation of a pixel is larger 

than the threshold, the pixel should be presented by its Hue and belongs to the 

chromatic area, otherwise, the pixel is presented by its intensity and belongs to the 

achromatic area. The threshold of the Saturation component is dependent on the 

Value component. For the situation of low intensities, even if the Saturation is high, a 

color is still considered as the gray value and specified by Value component.

Next, we compare the results of color segmentation of two threshold methods. 

The original image is shown in Figure 2.11 (a). Figure 2.11 (b) shows the result of 

skin tone detection. Figure 2.11 (c) shows segmentation result for the fixed threshold 

method. Figure 2.11 (d) shows segmentation result for the adaptive threshold method. 

We can observe that the adaptive threshold method can not separate skin region from 

the background which has the color similar like skin. Furthermore, the adaptive
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threshold method might introduce another problem: it divides the face candidate 

region into many smaller regions. As the result, we must add another extra stage of 

region merging to solve this problem. Therefore, we decide to choose the fixed 

threshold method to peiform the color segmentation.

(a) (b)

(C) (d)

Figure 2.11 (a) the original image (b) the result of skin detection (c) Segmentation 

result of the fixed threshold method (d) Segmentation result of the adaptive 

threshold method
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2.3.1 Histogram clustering

il

After the image has been divided into the chromatic areas and achromatic areas, a 

clustering procedure is implemented in corresponding area. In clustering technique, a 

histogram is first obtained by the color value at all pixels and the shape of each cluster 

is found. Then, each pixel in the image is assigned to the cluster that is closest to pixel 

color in space. For our situation, we first perform the segmentation in the chromatic 

regions on the clustering of the hue histogram. Prior to the clustering process over the 

Hue histograms, it is necessary to smooth them out to remove the histogram 

estimation error. To that end, the scale-space filter is employed. The similar operation 

was also found in [8,19]. The smoothed histogram is obtained by convolving the 

original histogram h(x), with a Gaussian function g(x, t), this Gaussian function has 

zero mean and standard deviation T, which is also called the scale constant and can be 

applied to control the smoothing degree of the histogram. The convolution is given by

=  h { x ) *  g (x , t )

= exp jx-uŸ du
(2.8)

Where “* “ implies a 1-D convolution. Fh(x, x) represents the smoothed histogram. 

Figure 2.12 shows the Hue histogram of Figure 2.7 (a) and its smoothed version.
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(a)

(b)

Figure 2.12 Hue histogram of Figure 2.7 (a) and its smoothed version.

After obtaining the smooth histogram, we use a watershed based techniques [21,27] 

to cluster the hue histogram. First, He, the complement of Hue histogram Hh is 

computed. From He, all the minima are extracted and used as the seeds for the 1-D 

watershed. This results in splitting of the histogram into several regions. Then, pixels 

which belong to these regions will be assigned to the different labels respectively. The 

watershed method had two advantages:

(1). the method provides the number of the clusters automatically;

(2). the algorithm is very efficient in computation.

The drawback of this algorithm is that it usually yields an excessive number of the 

cluster; an over-segmentation of the histogram. We adopt two steps to reduce the 

over-segmentation.
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First, we simplify the original histogram by reconstructing a new histogram. The 

new histogram is obtained as follows;

Hn(n) = Ho(n) - S(H„)

If Hn{n) <= 0 then Hn{n) = 0.

Where Hn(n) and Ho(n} represent the new histogram and old histogram, respectively. 

S(Ho) denotes the standard deviation of the old histogram.

We then use more restrictive criteria, normalized contrast [21], to remove the 

insignificant local minimum points. The definition of normalized contrast is expressed 

by the following formula:

normalized contrast = Contrast/Height

Height

Height 1
C ontrast 3

Figure 2.13 Height and contrast for a histogram peak

Where Height is the height of the local maximum and Contrast is defined as the 

height difference between a maximum and the higher of its two local minima. Figure 

2.13 illustrates Contrasts and Heights of several local maxima. If the normalized 

Contrast is less than a suitable threshold such as 10%, the higher minimum of the two
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minima will be removed. The result is that the regions partitioned by that minimum 

will be merged.

iK-Hr
i f

if

(a)

(b)

(c)

 --------   1--------- j--------- 1--------- r-T-j----- ;--------- 1--------- r
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(d)

II

It
(e)

Figure 2.14 An illustration of reducing the over-segmentation
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We use Figure 2.14 to illustrate the reduction of over-segmentation. Figure 2.14 (a) is 

a smoothed histogram. Figure 2.14 (b) is the result of watershed from Figure 2.14 (a). 

Zero points represent the minimum points of the histogram. Figure 2.14 (c) denotes 

the simplified histogram after reconstruction. Figure 2.14 (d) is the result of watershed 

from Figure 2.14 (c). Figure 2.14 (e) represents the final minima plot after considering 

the normalized contrast criteria. We observe that the number of the regions on the 

histogram has been reduced effectively.

The same operations of smoothing histogram and the watershed base approach 

will be performed for the value histogram in the achromatic regions and transitional 

regions.

2.3.2 Label morphological filtering

After performing the color segmentation, median filtering and label morphological 

erosions and dilations will be applied in order to refine the results obtained from the 

initial segmentation. The label morphological operators [21] are required to remove 

spurious regions and isolated small regions, and make the border of two regions 

clearer. We describe the procedure of label morphological filtering as following:

(1) Label erosion: if a pixel has a label j and any of its neighbors has a label k 

j, then pixel is set to unassigned.

(2) Label dilation: if all the assigned pixels in the neighborhood of an 

unassigned pixel have the same label j then the label j is assigned to the unassigned 

pixel.

According to actual situation, label erosion and label dilation will be implemented 

repeatedly in order to obtain the better processing results.
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(a) (b)

mismmn

a g

(c) (d)

(e)

Figure 2.15(a) Segmentation after histogram clustering, (b) Label erosion on (a) 

twice, (c) Label dilation on (b) twice, (d) The result of Flood fill algorithm, (e) The 

final segmentation
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Figure 2.15 (a) is the resulting image of the color segmentation from Figure 2.10

(a). Figure 2.15 (b) shows the result of applying the label erosion on Figure 2.15 (a) 

twice. Figure 2.15 (c) shows the result of applying the label dilation on Figure 2.14

(b) twice.

Once the label morphological filtering is finished some appropriate labels will be 

used to fill the unassigned pixels (black areas). We apply two methods to implement 

this operation.

a) Maximum histogram method; For each unassigned pixel, we first obtain the 

local window (such as 3x3 window) histogram of the label image. Then we 

use the label which possesses the maximum value in local histogram to fill the 

unassigned pixels.

b) Label flood fill method: This process is operated by propagating the labels 

until no unassigned pixel remains according to spatial coherence relationship 

between the unassigned pixels and the nearest assigned pixels. The algorithm 

can be illustrated as following:

1) Find out all unassigned pixels.

2) For each unassigned pixel, check whether there is any assigned pixels 

in the neighborhood of this unassigned pixel. If there is, mark the 

unassigned pixel by the label of one of the neighborhood pixels.

3) Set all marked pixels as corresponding label.

4) Go to step 1 until no unassigned pixel remain.

By comparing the two methods, we found that Flood fill algorithm can yield more 

satisfied results. We can combine above two approaches by using Maximum 

histogram method to obtain a label to mark the unassigned pixel in the second step of
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Flood fill method. Figure 2.15 (d) shows the result of Flood fill algorithm in which all 

unassigned pixels have been removed.

Finally, the results of color segmentation and skin detection are combined by anI
S '

t  AND (multiplication) operation. Figure 2.15 (e) shows the resulting segmentation

image. After this stage, we can begin to perform the operation of extracting the 

potential face candidate regions.

2.4 Iterative lum inance segm entation

After applying the skin detection, morphological operation, and unsupervised color 

segmentation, the detected skin region could still be linked together or attached to 

other skin-colored object such as hair, clothes, leather, and wood. Above situations 

are very likely to happen especially in complex background environments or multiple

‘I faces situation. Figure 2.16 (a) shows an example of this situation.

For human eye, it is not difficult to discriminate two skin colors and connected

I objects based on the boundaries between them, the reason is that in the small
?!
I neighborhood of the boundaries of objects the luminance component always have

high variance. By simulating this human intuitive detection, we perform the binary

segmentation based on the luminance component of the image. However, the 

selection of the threshold for luminance segmentation is a difficult task since different 

images, or even different parts in the same image requires different threshold. Here, 

we adapt iterative segmentation by increasing threshold gradually. Figure 2.16 shows 

the several different stages in iterative luminance segmentation. We can see that after 

stages of skin detection and color segmentation, several face rbgions are still linked 

together. During the process of iterative luminance segmentation, each face region

31

R eproduced  with perm ission  of the copyright ow ner. Further reproduction prohibited without perm ission.



has been gradually separated or detached from other face regions, skin colored 

objects, or background.

(a) (b)

(c) (d)

Figure 2.16 Several different stages in iterative luminance segmentation for 

increasing threshold gradually
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B 2.5 Location of candidate face region

The purpose of this stage is to remove as many as possible the non potential face 

candidates that might have been falsely detected and remained after the processing in 

previous stages. We will first use constrains corresponding to size, shape, symmetry, 

and color homogeneity to remove most of the non potential face candidate regions.

(1) Size

In most cases, we are only interested in a relatively large face. Therefore, the very 

small size regions can be removed. We set the lower-bound of the region size as 1/150 

of the image. For some specific applications such as survey, we may want to set the 

lower-bound of the region size as the absolute value such as 15x15. It is natural that 

the upper-bound of the region size is set as the whole frame image.

(2) Shape

The shape of the human face is a much discriminated criteria. We distinguish the 

face shape by checking the aspect ratio of its bounding box. The bounding box of a 

region is the minimum rectangle which contains all pixels of the region. We set the 

range of the aspect ratio as [0.7, 1.9] based on experimental results. Considering the 

different orientation and pose of the faces, the range of the aspect we select is 

deliberately large in order to assure that the potential face candidates are not rejected.

(3) Symmetry

Generally, the shape of human face is rather symmetrical. We divide the bounding 

box of face candidate region into four equal smaller parts with a vertical line and a 

horizontal line that cross the center of the region. Then we check for each sub-region 

to determine whether the ratio of pixels within the sub-region to 14 bounding box is
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larger than a threshold such as 0.25. If it is not, that face candidate region will be 

discarded.

(4) Density of the skin

The Density of skin is the number of skin color pixels divided by the total number of 

pixels in the bounding box. We use the density of the skin to judge the color 

homogeneity of the face candidate regions. According to [7], we divide the bounding 

box into two parts, the outer and inner areas. The outer area is referred as the border 

area of the bounding box, whose width is 15% of the bounding box width, then, the 

rest of the bounding box is referred as the inner area. If a face candidate region is 

considered as a potential face region, the density of the skin in the outer area and 

inner area should be large than corresponding thresholds such as Tho and Thi. Since 

the outer area might include the hair and part of background and the inner area mainly 

consists of the skin part of the face, the Tho should be larger than Thi. As in [7], we 

chose two thresholds as following:

Tho = 0.5,

Thi = 0.7* Tho +0.3

After performing above operations, a significant number of regions are rejected 

from the set of face candidate regions. But there are still quite a few false positive 

regions existing. We observe that because of existence of face features such as eyes, 

mouth, and nose as well as other parts of the face, the real face region always 

demonstrates higher variance in the luminance components of the image comparing 

with other skin color region. Therefore, we could make use of this useful 

characteristic to discriminate the face region from other skin color objects. The 

criterion for discrimination is the ratio of the pixels high variance neighborhood to the
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total number of pixels of the skin color region. The skin region must have been 

processed by the morphological closing operation in order to fill the hole inside the 

skin color region. When the ratio is larger than a threshold, we accepted the face 

candidate region as a face region, otheixvise, that region will be removed.

Considering that most of faces we want to detect is upright and front, we apply the 

Sobel horizontal edge detector to obtain pixels with high variance neighborhood. 

Figure 2.17 gives an example of this feature. Figure 2.17(a) shows the skin color 

region detected. Figure 2.17(b) shows the parts of the image which have high variance 

in intensity.

Figure 2.17 (a) the skin region detected

(b) The pixels with high difference in intensity.
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I Chapter 3

Experimental Results

The face detection scheme proposed has been trained with 10 images which contain 

25 faces and tested with 10 images which contain 21 faces. These two sets of images 

were randomly extracted from the internet and personal photo collection. These 

images contain multiple faces with variations in lighting conditions, colors, positions, 

scales and orientations. Some of them have been taken with complex backgrounds.

The algorithm is implemented by matlab. For a 250x220 image, the processing 

time is less than one minute. For a 401x410 image, the processing time is less than 

two minutes. Most of the processing time is consumed in the stage of color 

segmentation and iterative luminance segmentation. The processing time can be 

decreased through optimizing code.

The experimental results are shown in table 3.1. For the 10 training images, all 25 

faces are detected correctly; for the 10 test images, 18 out of 21 faces are detected 

correctly, but at the same time, there are some false positive faces detected.

False positive results from some detected regions having color similar to skin tone, 

shape and texture of the face. False negative is mainly caused by the partially
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occluded face, extreme lighting condition, or detected face connected with other parts 

of body such as arms and the chest.

Table 3.1 

The results of face detection

Number of 
images

Number of 
faces

Correctly
detected

False positive False negative

10 25 25 3 0

(b) Testing Results
Number of 

images
Number of 

faces
Correctly
detected

False positive False negative

10 21 18 8 3

Some results of proposed face detection scheme are shown in Figure 3.1. Color 

images with multiple faces in various size, different colors and position are presented 

in these examples. Some false positive and false negative example can also be 

observed in detected results. We also observe that even the proposed algorithm is 

designed to primarily detect faces that are upright and frontal; it is also suitable for 

slightly tilted orientation of faces.

n

(b)
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(C) (d)

(e) (f)

i (g)
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(h)

Figure 3.1 Results of proposed face detection scheme
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Chapter 4

Conclusion and Future Work

In this study, a face detection scheme has been presented. The scheme is designed to 

operate on color images. In the first stage of algorithm, the skin color regions are 

detected based on the chrominance information. An unsupervised color segmentation 

stage is employed to make skin color regions to be divided into smaller regions which 

have homogenous color. Then, we employ the iterative luminance segmentation to 

further separate the objects with similar skin color based on the high variance of the 

luminance component in the neighborhood of edges of objects. Post-processing is 

applied to determine whether skin color regions fit constrains of face on density of 

skin, size, shape, and symmetry and these regions contain the facial features such as 

eyes and mouth. Experimental results show that the algorithm is robust and is capable 

to detect the even multiple faces in the presence of a complex background which 

contains the color similar to the skin tone.

The proposed face detection scheme is far from perfect. Further works are 

required to improve the performance. One possible approach is to develop a more 

accurate method to detect facial features, such as identification of eyes and mouth [3].
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