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Abstract

Utilizing biometrics for personal authentication is becoming convenient and 

considerably reliable and more accurate than current methods (such as; the 

utilization of passwords or personal identification number (PIN)). This is 

because; biometrics links the event to a particular individual (e.g. a password 

may be used by someone other than the authorized user), is convenient (nothing 

to carry or remember), accurate (provides positive authentication) and is 

becoming socially acceptable.

Adaptive frequency sub-band or time frame recombination approaches have 

been introduced in this project. As soon as any sub-band or time frame 

combination yields sufficiently confident and reliable information adaptively, 

feature extraction could be obtained from there and the sub-band or time frame 

that does not provide any significant information could be merged. In this 

project, we have implemented and compared different speech analysis 

techniques for biometrics applications. A feature extraction technique of speaker 

recognition investigated in this project is based on text-dependent scenario. The 

definition of speaker recognition used in this project is defined as: “a sample of 

speech from an unknown speaker is analyzed and compared with the speech 

samples fi-om a set of known speakers stored in database. A choice is made, 

based on which speaker from the set of known speakers corresponds best to the 

unknown speaker.”

Recognition accuracy rate in the range of 78%-86% for males and 60%-70% for 

females have been obtained with better computational speed for 8 band adaptive 

fi-equency sub-band filtering method for linear prediction coefficients (LPC), 

LPC derived cepstral coefficients (LPCC) and Mel frequency cepstral 

coefficients (MFCC) feature extraction techniques.

Keywords: Biometrics, sub-band adaptive filtering, adaptive segmentation, 

linear prediction coefficients (LPC), Cepstral coefficients (CC), Mel-frequency 

cepstral coefficients (MFCC).
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Chapter 1 

Introduction

The rapid advancement of telecommunications and computer technology in 

recent years is revolutionizing various sectors of industry. Although 

telecommunications and computer technology have been shared many 

technologies for sometime, and up to quite recently, they have been employed in 

distinctly different ways. Telecommunications concentrated more closely on 

immediate applications using continuous media such as sound and video, at the 

same time computer technology focused on the applications of storage, retrieval 

and manipulation of information. However, as the two technologies began to 

share in an integrated infrastructure, these distinctions between the two 

technologies started to disappear. A profound consequence of this has been the 

development of the new technological realities, which form the bases of our 

rapidly progressing information society. One such technological reality that 

warrants particular attention, for example is the Internet. This is because it is 

growing very rapidly and is used for a growing range of services. A large 

category of the services over the Internet includes those requiring a means of 

identification of users in order to restrict access to sensitive or personal data.



Examples of these services such as: fraudulent use of ATMs, cellular phones, 

smart cards, desktop PCs, workstations, and computer networks. In order to 

work for such type of services effectively, there is a growing need for methods 

to verify the identity of users reliably. The conventional means of identification 

such as passwords, secret codes and personal identification numbers (PIN) can 

easily be compromised, shared, observed or forgotten. In view of this, it appears 

that the required optimal reliability in determining the identities of users may 

only be achieved through the use of biometrics.

Biometrics is the oldest form of identification. Humans recognize each other's 

faces. On the telephone, your voice identifies you as who is the person on the 

line. On a paper contract, your signature identifies you as the person who signed 

it. Your photograph identifies you as the person who owns a particular passport. 

What makes biometrics useful from many of these applications is that it 

(biometrics) can be stored in a database, and retrieved at ease.

1.1 Biometrics
A biometrics is a unique, measurable, characteristic of a human being for 

automatically recognizing or verifying identity. This method of identification is 

preferred over conventional methods involving passwords and personal 

identification numbers (PIN) for various reasons such as:

• The person to be identified does not have to present anything but him-self or 

her-self.

• The critical variable for identification cannot be lost or forged.

#

e

It (biometrics) uses unique and non-transferable physical or behavioral 

characteristics.

It (biometrics) complement existing security systems combined with 

conventional authentication methods.



1.2 Biometrics Types

Biometrics techniques identify or verify the identity of an individual based on 

measurable physiological or behavioral characteristics. Therefore biometrics 

could be divided into two types: behavioral or physiological.

• Behavioral: Behavioral types are unique but variable. Behavioral

characteristics are acquired over a period of time through the learning

process and are more reflection of an individual’s psychological make-up. 

Although in general, physical characters such as size and sex have a major 

influence on behavioral characteristics. Examples of behavioral type 

biometrics techniques are such as: i-Voice patterns (Speaker Recognition), 

ii-Signature verification and iii-Key Stroke patterns.

• Phvsiolosical: Physiological types are unique and permanent. Physiological

characteristics are relatively stable physical characteristics that any

individual is bom with and does not change with time without significant 

duress. Examples of physiological type biometrics technique are such as: i- 

Finger prints, ii-Hand geometry, iii-Retinal & Iris scanning and iv-Facial 

recognition.

Table 1.1 presents the grading of different technologies; a grade of ‘4’ denotes 

‘Very High reliability or acceptance or stability’, a grade of ‘3’ denotes ‘High 

reliability or acceptance or stability’, a grade of ‘2’ denotes ‘Medium reliability 

or acceptance or stability’ and a grade of ‘1’ denotes ‘Low reliability or 

acceptance or stability’.

1.3 Biometrics: Truth and Fiction

The message is that, biometrics work great only if the verifier can verify two 

things: first, that the biometrics came from the person present at the time of 

verification, and second that the biometrics matches the master biometrics or the 

template biometrics on file. Biometrics is powerful and useful, but they are not



keys. They are useful in situations where there is a trusted path from the reader 

to the verifier; in those cases all you need is a unique identifier. Biometrics is 

unique identifier, but they are not secrets.

Technolosv Ease of 
Use

User
Accept.

Accuracy Lone Term 
Stability

Error
Incidence

Finger
Prints

3 2 3 3 Dryness, 
Dirt, Age

Hand geometry 3 2 3 2 Hand Injury, 
Age

Retina 1 2 4 3 Glasses

Iris 2 2 4 3 Lighting

Face 2 2 3 2 Lighting, Age, 
Glasses, Hair

Voice 3 3 3 2 Noise, Colds

Signature 3 3 3 2 Changing
Signatures

Tablel.l: Comparison & Grading of Different Biometrics Technologies [31]

1.4 Biometrics: The ‘People’ Element

Physical access biometrics deployments have major impact in any organization, 

and in deployment of biometrics technology the “people” element should be 

taken into consideration. This "people" element includes cultural background, 

hygiene issues and privacy concerns. For example, an employee might feel 

reluctant to press their fingers or palm on the biometrics device to gain access 

simply because of the hygienic concern or an employee who is exposed for the 

first time to an iris-scan or retina-scan device might afraid and concerned about 

the physical damage of his/her eye.



While now days there are many biometrics security devices are in use it is 

important to remember the human factor when deploying a physical access 

biometrics security solution. Organizations should consider the attitudes and 

perceptions of employees and personnel when asking them to volunteer their 

personal biometrics identities in exchange for access to company resources and 

information.

1.5 Speaker Recognition

Biometrics systems automatically recognize a person by using distinguishing 

traits. Speaker recognition is a performance biometrics i.e. you perform a task to 

be recognized. Your voice, like other biometrics, cannot be forgotten or 

misplaced, unlike knowledge-based (e.g. password) or professional-based (e.g. 

key) access control methods.

Speaker recognition is the process of automatically recognizing who is speaking 

on the basis of individual information in speech waves. This technique makes it 

possible to use the speaker's voice to verity their identity and control access to 

services such as: voice dialing, telephone banking, database access services, 

security control for confidential information areas and remote access to 

computers.

Similar to humans, in order recognize voices, the voices must be familiar to 

machines. The process of ‘getting to know’ speakers is referred to as training 

and consists of collecting data from speech samples of people to be recognized. 

The second component of speaker recognition is testing namely the task of 

comparing unidentified speech samples to the training data and making the 

recognition. The speaker of a test speech sample is referred to as the target 

speaker. General overviews of speaker recognition have been given in [1] [2].
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Figure 1.1: Typical Speaker Recognition System Block Diagram

1.6 Classification of Speaker Recognition

Speaker recognition can be divided into two classes:

Identification: Speaker identification is the process of determining which 

registered speaker provides a given utterance. Speaker identification exists in the 

area of speaker recognition, which includes both identification and verification 

of speakers.

Verification: Speaker verification, on the other hand is the process of accepting 

or rejecting the identity claim of a speaker. Speaker verification is further 

divided into:



Text dependent: In text dependent, verification of the speaker’s identity is 

based on his/her speaking of one or more specific phrases such as: password, 
card number and PIN number etc. [15].

Text independent: In text independent, speaker models capture

characteristics of somebody’s speech which show up irrespective of what 
one is saying [23].

Text prompted: In text prompted, speaker verification system will select a 

random word, read it to the called and ask the caller to repeat it exactly [22].

Kcflcciivc 
A coustic 
Surface

A uthentication 
System

M icrophone
Sm art Card

A m b ie n t N o ise

Figure 1.2: Typical Verification/ Identification setup. [8]

All technologies of speaker recognition have its own advantages and 

disadvantages and may require different treatment and techniques. The choice of 

which technology to use, is application specific. Many factors can contribute to 

identification and verification errors.

1. Misspeak or misread prompted phrases.
2. Extreme emotional states (e.g. stress or duress).
3. Time varying (intra-or intersession) microphone placement.
4. Poor or inconsistent room acoustics (e.g., noise)
5. Channel mismatch (e.g., using different microphones for 

enrollment and verification)
6. Sickness (e.g., head colds can alter the vocal tract)
7. Aging (the vocal tract can drift away from models with age).

Table 1.2: Human and environment error factors.



Table-1.2 lists some of the human and environmental factors that contribute to 

the errors. These factors generally are outside the scope of algorithms or better 

corrected by means of other than algorithms (i.e. better microphones). These 

factors are important, however because no matter how good a speaker 

recognition algorithm is, human error (e.g. misreading or misspeaking) 

ultimately limits its performance.

Identification 
result 

(Speaker ID)

Input
speech

Reference 
model 

(Speaker #N)

Reference 
model 

(Speaker# I).

Similarity

Similarity

Maximum
selection

Feature
extraction

Figiue 1.3: Typical Block Diagram of Speaker Identification

Typical block diagram of speaker identification is shown in Figure 1.3. After 

speech input of unknown speaker, a feature extraction technique is applied to 

extract feature model of the input speech sample. The extracted speech model is 

then compared with the stored database. Identification of the unknown speaker 

is made as to which speaker in the database best corresponds to the unknown 

speaker.

Verification
result

[Accept/Reject
Input

speech

ThresholdSpeaker ID 
^ (#M) ^

Reference 
model 

(Speaker #MI

DecisionSimilarity
Feature

extraction

Figure 1.4: Typical Block Diagram of Speaker Verification



Typical block diagram of speaker verification is shown in Figure 1.4. After 

speech input of claimed speaker, a feature extraction technique is applied to 

extract feature model of the input speech sample. The extracted speech model 

and the ID of the claimed speaker is then compared with the stored database 

speech sample and database ID. With the help of suitable threshold value 

verification of the claimed speaker is made in result of acceptance or rejection as 

to which speaker and ID in the database best corresponds to the claimed speaker 

speech and ID.

1.7 Objective of the Project

Speech signals can be very different even for the same word, depending on 

speaker’s stress and noise. Furthermore, the length of speech signal consists of 

thousands of samples even for a simple word, shows a large variation among 

individuals.

Therefore, in most of the speaker recognition algorithms, feature extraction is 

performed to reduce the dimensionality. Generally, in these cases speech signal 

is divided into either equal number of small fixed time frames such as: 25ms or 

30ms frames, or divided into fixed number of frequency sub-bands and extract 

feature vectors for every time frame or frequency sub-band [13],[14].

Information in speech signal may not be severely loss as long as some of the 

sub-bands or time frames supply sufficiently reliable information and provide 

better feature vectors as compared to other sub-bands or time frames [15]. It is 

perhaps obvious that a core issue in the design of any sub-band or time frame 

system is the choice of the number and spanning of frequency sub-bands or time 

frames.

Feature vector information of a speech signal could be quite different of any 

individual for any particular frequency sub-band or time frame as compare to 

any other individual. Therefore in this scenario, information in one sub-band or 

time frame may provide significant information for one speaker while there will



not be any information of feature extraction for other speaker in the same span 

of frequency suh-hand or time frame.

An adaptive recombination of sub-bands or time frames could provide better 

feature vectors (models) to discriminate them from other speech sample feature 

vectors. As soon as any sub-band combination yields sufficiently confident and 

reliable information adaptively, feature extraction could be obtained from there 

and the sub-band or time frame that does not provide any significant information 

could be merged.

Therefore, the objective of this project is to implement adaptive time 

segmentation and adaptive frequency sub-band filtering techniques in order to 

obtain optimal number of feature extraction vectors (model) of a given speech 

sample. In this project, we have introduced four different novel approaches of 

speech analysis to evaluate the performance of conventional feature extraction 

techniques such as: LPC, LPCC and MFCC.

Method-1 is based on non-zero time samples of a given speech signal. In this 

method we have used average feature vectors of eveiy speaker out of their 10 

speech samples to establish the database during training session.

Method-2 is based on adaptive frequency sub-band filtering approach. In this 

method, first the speech sample is divided into fixed number of frequency sub­

bands. In order to get optimal number of frequency sub-bands, we have 

combined the selected sub-bands into a bigger sub-band in an adaptive way by 

applying weight against minimum vector distance between the sub-bands.

Method-3 is based on adaptive time segmentation approach. In this method, first 

the speech sample is divided into 25ms fixed time frames. In order to get 

optimal number of time frames we have combined the smaller time frames into 

bigger time frames in an adaptive way by applying weight against minimum 

vector distance between the time frames.

10



Method-4 has utilized the combined techniques of frequency sub-band and 

adaptive time segmentation together. In this method, first the speech sample is 

divided into fixed number of frequency sub-bands and then adaptive time 

segmentation technique has been applied for each sub-band respectively.

The results of all four methods in the context of LPC, LPCC and MFCC feature 

techniques are discussed in detail in Chapter 4.

1.8 Report Organization

This report is organized as follows: Speaker recognition techniques are reviewed 

in Chapter 2. Conventional feature extraction techniques of speech analysis 

including: linear prediction coefficients (LPC), LPC derived cepstral 

coefficients (LPCC) and Mel frequency cepstral coefficients are presented. Also 

overviews of feature matching (pattern) techniques are given such as: minimum 

distance measure, vector quantization (VQ) and hidden markov model (HMM). 

Chapter 3 presents the implementation of the four novel techniques introduced 

in this project for adaptive frequency sub-band and time segmentation. Chapter 

4 covers the contribution of the project and provides the discussion and 

conclusion of the obtained results.

11



Chapter 2 

Speaker Recognition Techniques
In speech communication systems, the speech signal is transmitted, stored and 

processed in many ways. Technical concerns lead to a wide variety of 

representations of the speech signal. In general, there are two major concerns in 

any system:

• Preservation of the message context in the speech signal.

• Representation of the speech signal in a form that is convenient for 

transmission or storage, or in a form that is flexible, so that modifications 

can be made to the speech signal without seriously degrading the message 

context.

The representation of the speech signal must be such that the information 

context can easily be extracted by human listeners or automatically by machine.

12



2.1 Speech Signal

Speech is a complicated signal, produced as a result of several transformations 

occurring at several different levels: linguistic, articulatory and acoustic. 

Differences in these transformations present a difference in the acoustic 

properties of the speech signal. Speaker related differences are a result of a 

combination of anatomical differences inherent in the vocal tract and the learned 

speaking habits of different individuals. In speaker recognition, all these 

differences can be used to discriminate speakers.

2.2 Signal Model

Real world processes generally produce observable outputs, which can be 

characterized as signals. The signals can be discrete or continuous, stationary or 

non-stationary and pure or corrupted in nature. A problem of fundamental 

interest is to characterize such real world signals in terms of signal models. 

There are several reasons why one is interested in applying signal models.

First of all, a signal model can provide the basis for a theoretical description of a 

signal processing system that can be used to process the signal so as to provide a 

desired output. For example, if we are interested in enhancing a speech signal 

corrupted by noise and transmission distortion, we can use the signal model to 

design a system, which will optimally remove the noise and undo the 

transmission distortion.

A second reason why signal models are important is that, they are potentially 

capable of letting us learn a great deal of about the signal source without having 

to have the source variable. Finally, the most important reason why signal 

models are important is that they often work extremely well in practice and 

enable us to realize important practical systems such as prediction systems and 

recognition systems in a very efficient manner.

The goal of speaker recognition is to obtain models of a speaker’s patterns in 

feature space, which can be used to identify or verify the speaker of a test

13



utterance. Therefore an important step in the speaker recognition process is to 

extract sufficient information for good discrimination and at the same time to 

have captured the information in a form and size that is suitable to effective 
modeling.

Several popular signal analysis techniques have been emerged as standards in 

the literature. These algorithms are intended to produce a ‘perceptually 

meaningful’ parametric representation of the speech signals that imitate some of 

the behavior observed in the human auditory system. Of course, and perhaps 

more importantly these algorithms are also designed to maximize recognition 

performance.

2.3 Feature Extraction

The purpose of feature extraction is to convert the speech waveform of a speaker 

to some type of parametric representation for further analysis and processing. 

The speech signal is a slowly timed varying signal when examined over a 

sufficiently short period of time, i.e. its characteristics are quasi-stationary. 

However, long periods of time the signal characteristic change to reflect the 

different speech sounds being spoken. Therefore, short time spectral analysis is 

the most common way to characterize the speech signal. A wide range of 

possibilities exist for parametrically representing the speech signal for the 

speaker recognition task, such as Linear Prediction Coefficients (LPC), Cepstral 

Coefficients (CC) and derived versions of LPC and CC.

2.3.1 Linear Prediction Coefficients (LPC)

The techniques and methods of linear prediction have been available in the 

engineering literature for a long time. The basic idea behind linear predictive 

analysis is that a speech sample can be approximated as a linear combination of 

past speech samples. The linear prediction method provides a robust, reliable 

and accurate method for estimating time invariant system. The idea of LPC is

14



based on the speech production model which is the characteristic of the vocal 

tract, and can be modeled by an all pole filter.

The speech production process could be generally assumed to be the 

convolution of the excitation E(z) from the glottis and the all pole transfer 

function (vocal/tract/chords) H(z) to result in speech S(z) as shown in Figure 2.1. 

The excitation is periodic train pulses for the voiced speech and it is random for 

unvoiced speech. It is possible to represent the vocal tract in a parametric form 

as the transfer function H(z). In order to estimate the parameters of H(z) from 

the observed speech waveform, it is necessary to assume some form for H(z). 

Ideally, the transfer fimction should contain poles as well as zeros.

Pitch
Period

Gain for Voice 
Source(G)

Voiced/
Unvoiced

Switch U(z)

Gain for Noise 
Source (G)

Speech
Signal

Vocal Tract 
m ttr H(z)

Random
Noise

Generator
E(z)

Impulse
Train

Generator
E(z)

Figure 2.1: Block Diagram of Speech Production Model [9]

However, if only the voiced regions of speech are used then an all-pole model 

for H(z) is sufficient [4].

H{ z )  =
1 (2 . 1)

A: = l

In equation 2.1 ’denotes the LPC and ‘ ’ is the model order.

15



2.3.1.1 Formulations o f LPC

As applied to speech processing, the term linear prediction refers to a variety of 

essentially equivalent formulations of the problem of modeling of the speech 

waveform. The differences among these formulations are often those of 

philosophy or way of viewing the problem.

The common technique of LPC formulation is the autocorrelation method, 

which multiplies the signal by a time window w(n) so that x(n)=w(n)*s(n) has 

finite number of durations. Thus x(n)=0 outside the range of 0 <n <N-1. LPC 

models, all x(n) samples within each frame; thus when the signal is non- 

stationary, the LPC coefficients describe a smoothed average.

Let E be the energy in the error:

i2+ 00 +00

a t x { n - k )
k = \

(2 .2 )

Where e(n) is the residual corresponding to the windowed signal x(n). The value 

of that minimize E are found by s e t t i n g = o for k==\,2,2>,...P. This

yields ‘P ’linearequations (/= 1,2,3,...P) in ‘P ’unknowns (2 .̂

2.3.1.2 Solutions of the LPC Equations

In order to effectively implement a linear predictive analysis system, it is 

necessary to solve the linear equations in an efficient manner. Although a 

variety of techniques can be applied to solve a system of ‘P ’ linear equations in 

‘P ’ unknowns, but these techniques are not equally efficient. Because of the 

special properties of the coefficient matrices it is possible to solve the equations 

much more efficiently than is possible in general.

16



In autocorrelation method, the P linear equations to be solved can be viewed in 

matrix form as Ra = r, where ‘i? ’ is a ‘P x /* ’ matrix of elements; V’ is a column 

vector [R(1),R(2), ...,R(p)J^, and ‘a’ is a column vector of LPC coefficients 

[(oi.az-.Mp)]^. Computing the LPC vector directly requires inversion of the ‘R* 

matrix and multiplication of the resultant T x P ’ matrix with the > ’ vector. But 

due to the Toeplitz nature of the matrix of coefficients ‘R ’ allows the efficient

Levinson-Durbin recursive procedure to compute coefficients [4].

2.3,2 Cepstral Coefficients (CC)

Linear predictive analysis is one of the powerful techniques used in speech 

analysis. A by-product of the LPC analysis is the generation of prediction 

residues, or prediction errors e(n). Theoretically, if the all-pole model was 

perfect, e(n) would be very small. Unfortunately, this simplified model is not 

suitable for nasal and fncative sounds, the detailed acoustic theory calls for both 

poles and zeros in the vocal tract transfer function. e(n) essentially carry all 

information not captured by the LPC coefficients. In speaker recognition e(n) 

are usually ignored, only the LPC coefficients or some transformations of the 

LPC parameters (e.g., LPCC are used to compose feature vectors [11]).

e { n)  = s { n ) üj^s{n -  k)  ( 2 . 3 )
k = \

Where s(n) are speech samples, are LPC coefficients, ‘P ’ is the LPC analysis

order. Therefore cepstral coefficients were another transform developed as a 

primary improvement over the direct usage of the linear prediction coefficients 

as feature vectors. As shown in Figure 2.1 it de-convolved S(z) to yield E(z) and 

H(z). lîs(n) is the input speech signal, the real cepstrum is given by [5] and is 

computed as; Real Cepstrum = ifft(log lfft(s(n)) I ) .

E(z) is an intra-speaker varying feature and varies depending on the emotional 

status and age of an individual. H(z); in general is assumed to be unique for each

17



speaker. The lower frequency contents of the cepstrum represents H(z) and the 
higher frequencies represents E(z).

2.3.2.1 Linear Prediction Cepstral Coefficients (LPCC)

The majority of speaker recognition systems use some type of short-time 

spectral analysis. The methods used usually assume that speech is a short-time 

stationary process. The LPC cepstral coefficients c(i) for /?-th order linear 

prediction coefficients a(i) is given by [12]:

c( l )  = - a { \ )
/ - I

c( /)  = - a { i )  -  2  (1 -  h { ) a { k ) c { i  -  k) \ \  < i < p  (2 .4)
j t = i

LPCC have been widely used for a few decades and it has been proven that it is 

more robust and reliable than LPC.

2.3.3 Mel Frequency Cepstral Coefficients (MFCC)

While most feature extraction techniques attempt to capture information on the 

vocal tract transfer function from the gross spectral shape of the input speech, 

the accuracy and robustness of the speech representation may deteriorate 

dramatically due to the spectral distortion caused by the additive background 

noise. The well-known MFCC [3], though adopted by most automatic speaker 

recognition systems for its superiority in clean speech recognition, do not cope 

well with noisy speech. This is the most popular form of parameterization for 

speech recognition. This is a feature, derived based on the psychoacoustics 

modeling which studies human auditory perception.

One main difficulty in conventional feature extraction algorithms is concerned 

with the vocal tract transfer function whose accurate and robust description is 

crucial to effective speaker recognition.

The human perception of the frequency contents of sounds for speech signals 

does not follow a linear scale. Thus for each tone with an actual frequency T
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measured in Hz, a subjective pitch is measured on a scale called the ‘Mel’ scale. 

The Mel-frequency scale is linear frequency spacing below IkHz and a

logarithmic spacing above IkHz. Therefore for ‘ ff,grtx ’ frequency and ‘ f ^ i  ’ 

Mel-scale, the approximation is given by [3]:

/„ ,  = 2595 * log (1 + ) (2.5)

2.4 Feature (Pattern) Matching

The feature (pattern) matching involves the computation of a matching score 

between the input feature vector (to be authenticated) and the stored speaker 

feature models, which are constructed from the speech signals.

The speaker models are either template models or stochastic models. The 

stochastic modeling assumes the speech production process to be a non- 

parametric random process and the template models assumes speech production 

to be a parametric random process. The vector quantization (VQ) source 

modeling and distance measure are some of the important template modeling 

techniques; while hidden markov model (HMM) has been widely used as a 

stochastic model for modeling the speech production.

2.4.1 Template Models

The process of pattern matching is deterministic for template models. The 

pattern matching process involves the comparison of a given set of input feature 

vectors against the speaker model for the claimed identity and computing a 

matching score. The two types of template models, distance measure and vector 

quantization are discussed below.
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2.4.1.1 Distance Measure

A Euclidean distance measure is perhaps the most famous technique used for 

template matching. The distance between the stored speaker model x  and the 

input speech feature vector is given by [5]:

^  =  [z ( 2 . 6 )

Where ‘ ’ is the minimum distance between the two vectors for Euclidean

distance measure method.

2.4.1.2 Vector Quantization

Vector quantization (VQ) is another template modeling. In the VQ source 

modeling, a codebook is designed to represent the frames of speech by 

clustering them by standard clustering procedures. The two important factors for 

the VQ-method of modeling is the size of codebook designed and the method to 

generate the codebook [5].

The best way is to form a codebook for each speaker where the codebooks are 

represented by their centroids. These codebooks are then stored as database of 

the enrolled speakers. If an input speaker has to be authenticated, the distortion 

is calculated between the feature vector and each of the codebooks. The 

unknown speaker is identified as the one, which has the lowest distortion.

2.4.2 Stochastic Modeling

A stochastic model that is very popular for modeling sequences is the Hidden 

Markov Model (HMM). A probabilistic function of a (Hidden) Markov chain is 

a stochastic process generated by two interrelated mechanisms, an underlying 

Markov chain having a finite number of states, and a set of random functions, 

one of which is associated with each state. At discrete instants of time, the 

process is assumed to be in a unique state and an observation is generated by the
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random function corresponding to the current state. The underlying Markov 

chain then changes states according to its transition probabilistic matrix [6].

The observer sees only the output of the random functions associated with each 

state and can not directly observe the state of the underlying Markov chain, 

hence the term Hidden Markov model

2.5 Summary

Due to the simplicity with distance measure model, it is adapted as the method 

of choice in this project. In summary, a key issue for implementing an accurate 

speaker recognition system is the set of acoustic features extracted from the 

speech signal. The set is required to convey as much speaker dependent 

information as possible. The standard methodology to extract these features 

from the signal follows the use of LPC feature extraction technique.

LPC based on the underlying assumption that acoustic characteristics of human 

speech are mainly due to the vocal tract resonance, which form the basic spectral 

structure of the speech signal. However, human speech is a nonlinear 

phenomenon, which involves nonlinear biomechanical, and physiological 

factors and therefore, LPC derived parameters such as LPCC and MFCC can 

offer sub-optimal description of the speech dynamics.

Speaker recognition uses the acoustic features of speech that have been found to 

differ between individuals. These acoustic patterns reflect both anatomy (e.g., 

size and shape of the throat and mouth) and learned behavioral patterns (e.g., 

voice pitch, speaking style). This incorporation of learned patterns into the voice 

templates has earned speaker recognition its classification as a "behavioral 

biometrics."

The various technologies used to process and store voice template include LPC, 

LPCC and MFCC. Performance degradation can result from changes in 

behavioral attributes of the voice and from enrollment using one microphone 

and verification on another microphone.
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Chapter 3 

Implementation and Results
To apply mathematical tools without loss of generality, the speech signal can be 

represented by a sequence of feature vectors. Traditionally pattern recognition 

models are divided into two components: feature extraction and pattern 

matching. Although this division is convenient from the perspective of 

designing system components, these components are not independent.

A key issue for implementing an accurate speaker recognition system is the set 

of acoustic features extracted from the speech signal. This set is required to 

convey as much speaker dependent information as possible. Therefore, the goal 

is to design a system that minimizes the probability of verification or 

identification errors. Thus, the underlying objective is to discriminate between 

the given speaker and all others.

In this project we have evaluated the performance of speech analysis techniques 

for biometrics applications based on LPC, LPC derived CC (LPCC) and MFCC. 

For fairness of comparison we kept all different feature vectors of the same 

dimensionality (10*'’ order LPC). It is known in literature that a 10*'’ order LPC
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accurately represents/models voiced and unvoiced speech and is used as the 
model order in this project.

3.1 Speech Database

We know that there is a great variability among speakers producing the same 

vowel. Therefore in order to achieve significant discrimination among speech 

models of different speakers we have decide to use the word ‘HELLO’. The 

word ‘HELLO’ consists of ‘H (whisper)’, ‘E (vowel)’, ‘L (semi-vowel)’ and ‘O 

(vowel)’. Semi-vowels are quite difficult to characterize. They are best 

described as vowel-like sounds and hence are similar in nature to the vowels. 

While the characteristics o f ‘H’, are invariably those vowels, which follows ‘H’ 

therefore vocal tract assumes the position for the following vowel during the 

production o f ‘H’.

One hundred and twenty (120) speech samples from two males and two females 

in age from 25 to 40 years, with the same regional accent and without noticeable 

defects were chosen for the recordings. They were aware of the nature of the 

experiment. In order to take into account the important effects of changes in 

speaker’s voice over time, the recordings were made on two different days with 

an interval of about 3-months. In each recording session, the speakers said the 

same word ‘HELLO’.

The words were spoken in a quiet environment into a computer microphone with 

audio format of PCM, 8kHz, 8 bit. Mono. Recording has been made in two sets 

of speaker pairs (1-male and 1-female) on two different computers with different 

microphones. Speaker#! and speaker#2 were recorded on one set of computer 

and speaker#] and speaker#4 were recorded on another set of computer.

23



3.2 Experimental Setup

Four different methods of speech signal analysis in MATLAB environment have 

been implemented to evaluate the performance of LPC, LPCC and MFCC 

feature extraction techniques.

3.2.1 Method-1

This method is based on non-zero time samples of a given speech signal. All 

three features extraction techniques (LPC, LPCC and MFCC) have been 

implemented and tested in this method. In order to establish the speaker model 

ten speech samples of two males and two females each, have been recorded 

during training session. The reason of recoding ten speech samples of each 

speaker is to get the average 10*** order LPC model of each speaker.

Trainins Phase:

As shown in Figure 3.1, ten speech samples of every speaker have been taken 

from stored database. Only non-zero values have been selected of each speech 

sample and calculated the 10*** order LPC/LPCC/MFCC model. The average 10*'’ 

order LPC/LPCC/MFCC model has been calculated from all ten samples and 

saved as template (feature vector) of known speakers. Same procedure has been 

repeated for rest of speakers’ speech samples.

24



End

Speech Input

Calculate average 10**̂ order 
LPC/LPCC/MFCC model

Compute 10“’ order LPC/LPCC/MFCC 
model of each speech sample

Repeat all steps to get database template 
for all speakers

Save average 10“̂ order 
LPC/LPCC/MFCC model in database as 

template (feature vector) in order to use in 
testing phase

Figure 3.1: Method-1, Typical Training Phase Flow Diagram
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Testîns Phase: Since we have implemented our experiment in the context of 

text-dependent speaker recognition. Therefore, the unknown speaker to be 

recognized has to record the same word ‘HELLO’ which has been used during 

training session. As explained in Figure 3.2, 10**' order LPC/LPCC/MFCC 

model of unknown speaker has been calculated by following the same procedure 

as in training session of this method. Minimum vector distance has been 

computed between unknown speaker’s feature vector and all known templates 

(feature vectors) from database with the help of Euclidean distance measure 

method. Recognizing the speaker whose vector distance is minimum among all 

speakers.

End

Speech Input

Compute the minimum vector distance 
between unknown speech sample and 

known templates

Recognize the speaker whose vector 
distance is minimum with unknown 

speaker

Compute lO'" order LPC/LPCC/MFCC 
model of unknown speech sample

Figure 3.2: Method-1, Typical Testing Phase Flow Diagram
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All the above test experiments were carried out with 120 samples of four

speakers. The results of this method are as shown in Table 3.1

250.0

200.0

150.0

100.0

50.0

0.0
M2(3 M2(8 M4<3 M4(8m

10.07.0 13.0 9.0 75.0 225.0Training
3.0 5.0 6.0 4.0 25.0 45.0

Methods (Trainir^ and Testing Sessions)

Table 3.1: Method-1 Results

3.2.2 Method-2

In the conventional speech feature extraction process, each feature vector is 

generated by utilizing the entire frequency spectrum of a given speech frame. 

Therefore, when the speech signal is partially degraded by an anomaly, which is 

localized in time and frequency, the feature vectors that are generated within the 

time span of that anomaly are completely contaminated. A logical way to tackle 

this problem is to split the entire frequency domain into a number of sub-bands 

and to use the spectral information contained in each of these sub-bands to 

extract independent feature vectors.

A critical issue of using sub-band is that the sub-band vectors consists of less 

spectral information than that of the full band. A possible method to handle this
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problem is to recombine the intermediate sub-band outcomes at certain stage. 

Ideally, for this purpose, the outcomes of different sub-bands are to be combined 

in a constructive way so that sub-bands that are specific to the target speaker are 

emphasized while others are de-emphasized (combined). In this method of 

experiment we have used three sub-band (spanning [0-0.4kHz, 0.4-4kHz and 4- 

8kHz]) and eight sub-band (spanning [0-1 kHz, l-2kHz, 2-3kHz, 3-4kHz, 4- 

5kHz, 5-6kHz, 6-7kHz and 7-8kHz]) approach.

Trainins Phase: The training phase is shown in Figure 3.3. Speech samples of 

every speaker have been taken from stored database. Then filter the speech 

sample into sub-bands with the help of a digital filter with ten filter coefficients. 

After division of speech sample into sub-bands the 10*'’ order LPC/LPCC/MFCC 

model have been calculated within each sub-band. Since this method is an 

adaptive sub-band filtering, therefore in order to get optimal number of sub­

bands, Euclidean distance measure method has been applied between the 

LPC/LPCC/MFCC models of every sub-band. Decision of combining the sub­

bands into one band has been taken against the weight applied on minimum 

distance measure between sub-bands.

After getting the optimal number of sub-bands, the 10*'’ order LPC/LPCC/MFCC 

model has been calculated again for every sub-band and saved in database as a 

template.

Testins Phase: The testing phase is explained in Figure 3.4. The unknown 

speaker has recorded the same word ‘HELLO’, which has been used during 

training session. The 10*'’ order LPC/LPCC/MFCC model (feature vector) of 

unknown speaker have been calculated for all optimal number of sub-bands by 

following the same procedure as in training session of this method. Euclidean 

distance measure has been applied between unknown speaker template and all 

known template in database to recognize the unknown speaker. Recognizing the 

speaker whose vector distance is minimum among all speakers.
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All the above experiments were carried out with 120 speech samples of four

speakers. The results are as shown in Table 3.2 and Table 3.3.

YesDistance < 
threshold

No

End

Speech

Combine the two 
sub-bands into 

one bigger band

Repeat all steps to get database template for all speakers

Compute minimum distance between LPC/LPCC/MFCC models of
sub-bands

Filter the speech sample into sub-bands [either three or eight sub- 
bandsl with the help of a digital filter with 10-filter coefficients

Compute lO*** order LPC/LPCC/MFCC models for each sub-band

Save, LPC/LPCC/MFCC models of optimal number of sub-bands in 
database as template (feature vector) in order to use in testing phase

Calculate 10^ order LPC/LPCC/MFCC model of each sub-band and 
go to the last step for other sub-bands combination check. Loop until 

all sub-bands of the speech sample are finished

Figure 3.3: Method-2, Typical Training Phase Flow Diagram
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Distance < 
threshold

Yes

No

End

Speech

Combine the 
two sub-bands 
into one bigger 

sub-band

Taking 
minimum value 
of [tdaa] to get 
the recognition 

result.

Compute minimum distance between LPC/LPCC/MFCC models of
sub-bands

Compute 10^ order LPC/LPCC/MFCC model for each sub-band

Filter the speech sample into sub-bands [either three or eight] with 
the help of a digital filter with 10-filter coefficients

Compute Euclidean distance between one known sub-band and all 
unknown sub-band models. Save every value in an array variable [td]

Loop until all unknown sub-band models are compared with one 
known sub-band model. At the end of loop compute minimum value 

of [td] and save in another array variable [fd]

Loop for next known sub-band model; un-till 
all known sub-band models are compared 
with all unknown sub-band models. At the 

end of loop taking minimum value of [fd] and 
save in another array variable [tdaa].

Calculate 10̂ '’ order LPC/LPCC/MFCC model of each sub-band and 
go to the last step for other sub-bands combination check. Loop until 

all sub-band of the speech sample are finished

Figure 3.4: Method-2, Typical Testing Phase Flow Diagram
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80.00%

70.00%

60.00%

50.00%

a  40.00%

*  30.00%

20.00%

10.00%

0.00%
Maie Female

66.60%□  LPC 48.30%

□  LPCC 66.60% 50.00%

□  MFCC 55.00% 68.30%
Gender

Table 3.2: Method-2 Results (3 Sub-bands Approach)

100.00%

90.00%

80.00%

70.00%

60.00%

a  50.00%

fg 40.00% 

30.00% 

20.00%

10.00%

0.00%
Maie Female

86.60% 70.00%□  LPC
83.30% 70.00%□  LPCC
78.30% 51.60%□  MFCC !

Gender

Table 3.3: Method-2 Results (8 Sub-bands Approach)
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3.2.3 Method-3

In this method of experiment first the speech sample is divided into 25ms time 

frame interval and then adaptive time segmentation is applied. We have 

implemented and tested all three features extraction techniques LPC, LPCC and 

MFCC in this method.

Trainins Phase: The training phase is shown in Figure 3.5. Speech samples of 

every speaker have been taken from stored database. The speech signal is then 

divided into 25ms time frames. After the division of speech signal into small 

time frame, the 10*'’ order LPC/LPCC/MFCC has been calculated within every 

time frame. In order to get optimal number of time frames. Euclidean distance 

measure method has been applied between the LPC/LPCC/MFCC models of 

each time ftmne. Decision of combining the time frames into bigger time frames 

has been taken against the weight applied on minimum distance measure 

between time frames.

After getting the optimal number of time frames, the 10*'’ order 

LPC/LPCC/MFCC has been calculated again of each final time frame and saved 

in database as template (feature vector) of known speakers. Same procedure has 

been repeated for the rest of speakers’ speech samples.

Testins Phase: The testing phase is explained in Figure 3.6. The unknown 

speaker has recorded the same word ‘HELLO’, which has been used during 

training session. The 10*'’ order LPC/LPCC/MFCC model (feature vector) of 

unknown speaker for all optimal number of time frames have been calculated by 

following the same procedure as in training session of this method. Euclidean 

distance measure has been applied to recognize the unknown speaker. 

Recognizing the speaker whose vector distance is minimum among all speakers.
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Distance < 
threshold Yes

No

End

Speech

Combine the two 
time frames into 
one bigger time 
frame (>25ms)

Repeat all steps to get 
database template for 

all speakers

Divide the speech sample into 25ms time frames

Compute LPC/LPCC/MFCC for every time frame

Compute minimum distance between LPC/LPCC/MFCC models of
every time frame

Save LPC/LPCC/MFCC models of 
optimal number of time frames in 

database as template in order to use 
in testing phase

Compute 10**’ order LPC/LPCC/MFCC model of every time frame 
and go to the last step for other time frames combination check. 

Loop until all time frames of the speech sample are finished

Figure 3.5: Method-3, Typical Training Phase Flow Diagram
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Distance < 
threshold

Yes

No

End

Speech

Combine the two 
time frames into 
one bigger time 
frame (>25ms)

Taking 
minimum value 
of [tdaa] to get 
the recognition 

result.

Compute minimum distance between LPC/LPCC/MFCC models of
every time frame

Compute LPC/LPCC/MFCC for every time frame

Divide the speech sample into 25ms time frames [Reference Point-A]

Compute Euclidean distance between one known time frame and all 
unknown time frame models. Save every value in an array variable [td].

Loop for next known time frame model; un­
till all known time frame models are 

compared with all unknown models. At the 
end of loop taking minimum value of [fd] and 

save in another array variable [tdaa].

Compute 10“* order LPC/LPCC/MFCC model of each time frame and go 
to the last step for other time frame combination check. Loop until all 
time frames of the speech sample are finished [Reference Point-B]

Loop until all unknown time frame models are compared with one 
known time frame model. At the end of loop compute minimum value 

of [td] and save in another array variable [fd]

Figure 3.6: Method-3, Typical Testing Phase Flow Diagram
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FemaleMale

33.00%55.00%□  LPC
46.60%48.30%□  LPCC
63.30%43.30%□  MFCC

Gender

Table 3.4: Method-3 Results
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3.2.4 Method-4

In this method frequency sub-band and adaptive time segmentation techniques 

are combined together. In this method first the speech sample is divided into 

fixed number of sub-bands and then adaptive time segmentation is applied in 

order to compute the optimal number of time frames in every sub-bands 
respectively.

Trainins Phase: The training phase is shown in Figure 3.7. Speech samples of 

eveiy speaker have been taken from stored database. Then the speech sample is 

filtered into sub-bands (either 3 or 8 sub-bands) with the help of a digital filter 

with ten filter coefficients. After the sub-band filtering the speech signal is 

divided into 25ms time frame with in each sub-band. The 10*'’ order 

LPC/LPCC/MFCC model has been calculated within each time frame. 

Euclidean distance measure method has been applied for LPC/LPCC/MFCC 

models of each time frame. Decision of combining the time frames into bigger 

time frames has been taken against the weight applied on minimum distance 

measure between the time frames.

After getting the optimal number of time frames, the 10*'’ order 

LPC/LPCC/MFCC have been calculated again of each time frame within every 

sub-band and saved as template in database. Number of feature vectors in every 

sub-band has been calculated by following the same steps. Same procedure has 

been repeated for the rest of speakers’ speech samples.

Testins Phase: The testing phase is explained in Figure 3.8. The unknown 

speaker has recorded the same word ‘HELLO’, which has been used during 

training session. The 10*'’ order LPC/LPCC/MFCC model (feature vectors) of 

unknown speaker for optimal number of time frames in every sub-band have 

been calculated by following the same procedure as in training session of this 

method. Euclidean distance measure has been applied to recognize the unknown 

speaker. Recognizing the speaker whose vector distance is minimum among all 

speakers.
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End

Speech

Repeat all steps to get database template for all speakers

Divide the speech signal into fixed number of sub-bands (either 3 or 8)

Repeat the loop till all the sub-bands finished.

All steps from method-3 training session for every sub-band to get 
adaptive time segmentation.

Figure 3.7: Method-4, Typical Training Phase Flow Diagram
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End

Speech

Divide the signal into fixed number of sub-bands (either 3 or 8)

Taking minimum value of [tdaa] to get the recognition result.

All steps from [Ref. B] to [Ref. A] of method-3 testing session

Loop till all unknown models of the selected sub-band are compared 
with all models of respective known sub-band. At the end of loop 

taking minimum value of [td] and save in another array variable [fd].

Taking Euclidean distance between all models of every known sub­
bands and the respective unknown speech sub-bands. Saving the 

value in an array variable [td].

Loop for next sub-band; un-till all known sub-bands are finished. At the 
end of loop taking minimum value of [fd] and save in another array

variable [tdaa].

Figure 3.8: Method-4, Typical Testing Phase Flow Diagram
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Table 3.5: Method-4 Results (3 Sub-bands Approach)
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70.00%46.60%□  LPC
56.60%46.60%□  LPCC
13.30%45.00%□  MFCC

Gender

Table 3.6: Method-4 Results (8 Sub-bands Approach)
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3.3 Summary

In this chapter we have presented our experiment of different methods and 

accuracy of recognition, which we have achieved with different feature 

extraction techniques in different methods. The total number of four speakers, 

two male and two female were involved in the training and testing session. One 

pair of male and female has recorded their samples with different microphone 

and other pair of speakers with different microphone. All samples have been 

collected in different period of time. We have recorded 30 speech samples of 

each speaker and the results in percentages have been indicated are out of 60 

sample of male and 60 sample of female speakers.

We have implemented four different methods to extract feature vectors. In 

Method-1 we have used only non-zero values of speech sample to compute 

average feature vectors from 10 models.

In Method-2 we have implemented adaptive sub-band approach. In this method 

first we have divided the speech sample into fixed number of sub-band (either 3 

or 8 sub-bands) and then computed optimal number of sub-band by applying 

weight factor.

In Method-3 we have implemented adaptive time segmentation approach in 

order to get optimal number of models. We have started with small interval of 

25ms frame and combine them by applying weight factor.

While in last Method-4 we have joined frequency sub-band approach and 

Method-3 (adaptive time segmentation) together. We have divided first the 

speech sample into fixed number of sub-bands (either 3 or 8 sub-bands) and then 

applied adaptive time segmentation for every sub-band.
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Chapter 4 

Discussion and Conclusion
In this project we have implemented four different methods of signal processing 

for speech signal feature extraction. The tables/graphs presented in Chapter 3 

and in this chapter are organized in two major categories in order to realize and 

compare the classification accuracy in speaker recognition in context of 

biometrics application. First category represents recognition accuracy results of 

every feature extraction technique with respect to the methods implemented and 

the second category provides the recognition accuracy of the four methods. The 

experimental results are summarized as follows;

• Table 3.1 represents results of our Method-1 applied for LPC, LPCC and 

MFCC feature extraction techniques. LPC feature extraction technique 

gave better results of 65% for male speakers in comparison to LPCC and 

MFCC. While LPC-derived cepstral coefficients feature extraction 

technique gave high accuracy of 91.6% for female speakers in 

comparison to LPC and MFCC feature extraction techniques. For female 

speakers, as expected LPCC results showed an improvement in results 

from LPC, but did not perform well with MFCC features. While for male
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speakers showed unexpectedly poor results with LPCC and MFCC 
feature vectors.

Table 3.2 represents results of Method-2 based on 3 sub-band adaptive 

band filtering approach applied for LPC, LPCC and MFCC feature 

extraction techniques and it can be realized that in this method LPC and 

LPCC both gave the same accuracy results of 66% for male speakers 

while MFCC gave better performance of 68.3% for female speakers as 

expected from the use of MFCC feature extraction technique. For male 

speakers MFCC did not provide better results as compared to LPC or 

LPCC. It is clear that in case of female speakers MFCC gave a 

significant improvement over LPC and LPCC accuracy results.

Table 3.3 represents results of Method-2 with 8 sub-band adaptive band 

filtering approach applied for LPC, LPCC and MFCC feature extraction 

technique. It can be realized that this method performed well overall, and 

gave good results as compared to 3 sub-band approach. LPC provide 

86.6% recognition accuracy for male speakers and 70% accuracy with 

LPC and LPCC for female speakers. LPCC provided a recognition 

accuracy of 83.3% and MFCC provided a recognition accuracy of 78.3% 

accuracy results for male speakers, which are not good improvement 

over LPC but still can be considered good result as compared to 3 sub­

band approach for male speakers. While in the case of female speakers 

MFCC gave poor result of 51.6%.

Table 3.4 represents results of Method-3 based on adaptive time 

segmentation applied to LPC, LPCC and MFCC feature extraction 

technique. LPC provided 55% accuracy result for male speakers while 

MFCC gave 63.3% recognition accuracy for female speaker. This 

indicates a significant improvement over LPC (33% recognition rate) 

and LPCC (46.6% recognition rate). In case of male speakers this 

method showed unexpected degradation for LPC from 55% recognition 

rate to LPCC with 48.3% recognition rate and 43.3% with MFCC.
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• Table 3.5 represents results of Method-4 based on 3 fixed sub-bands with 

adaptive time segmentation approach applied for LPC, LPCC and MFCC 

feature extraction techniques. According to our results in this method, 

LPC performs well and gave 60% for male speakers while MFCC gave 

61.6% for female speaker over 60% of LPC and 56.6% of LPCC. But 

LPCC for male speakers did not show any improvement over LPC.

• Table 3.6 represents results of Method-4 based on 8 fixed sub-bands in 

context of adaptive time segmentation approach applied for LPC, LPCC 

and MFCC feature extraction techniques. It can be realized that LPC, 

LPCC and MFCC provides almost the same result of 46.6% for male 

speakers while LPC of 70% results have been achieved for female 

speakers. It can be noted that the performance of LPCC of 56.6% and 

MFCC of 13.3% degraded from LPC of 70% results significantly for 

female speakers.

We would also like to present a quick overview of the performance of feature 

extraction techniques in our different methods. We have summarized our results 

in the Tables 4.1,4.2 and 4.3.

• Table 4.1 represents the recognition accuracy result with respect to LPC 

feature extraction technique. It can be realized that Method-2 with 8 sub­

bands adaptive band filtering approach has performed very well with 

86.6% for male speaker recognition, while Method-1 has provided 

88.3% accuracy for females speaker recognition. Where as Method-3 

with 8 sub-band in context of adaptive time segmentation gave poor 

result of 55% for male speakers and 33.3% accuracy result for female 

speakers.

• Table 4.2 represents the recognition accuracy result with respect to the 

LPCC feature extraction technique. It can be realize that Method-2 with 

8 sub-bands adaptive band filtering provided 83.3% result for male 

speakers while Method-1 provided 91.6% recognition accuracy for
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female speakers. While Method-2 with 8 sub-bands adaptive band 

filtering gave higher results, but it is not giving any improvement for 

LPC results for male speakers. Method-4 with 3 sub-bands in context of 

adaptive time segmentation gave poor result for male speakers and it 

reduced to 50%.

• Table 4.3 represents the recognition accuracy result with respect to the 

MFCC feature extraction technique. From the Table it is clear that our 

Method-2 with 8 sub-bands adaptive band filtering gave very good 

results of 78.3% for male speakers while 88.3% accuracy results from 

Method-1 for female speakers. Method-3 gave the poorest results of 

43.3%, which is also a significant degradation of Method-3 with respect 

to LPC and LPCC. Whereas Method-4 with 8 sub-bands in context of 

adaptive time segmentation showed unexpected poor results of 13.3% 

recognition rate as compared to LPC (70% recognition rate) and LPCC 

(56.6% recognition rate) for female speakers.

4.1 Conclusion

From the above discussion, we can see that we have achieved some results, 

which have provided very good performance results as per our expectation and 

as reported by different peoples in their research work. While at the same time 

we have seen some imexpected results, which we have got from different 

methods. In this situation it is hard to draw a solid line to conclude the success 

of different adaptive speech analysis methods, which we have implemented for 

feature extraction techniques. From above we have seen that all methods have 

some pros and cons of their applications in context with male and female 

speakers. The conclusions we can summarize are as follows:

• By using LPC as feature vectors for speaker recognition; our method-2 

with 8 sub-bands adaptive band filtering approach gave good results for 

both male and female speakers, and as shown in Table 4.1, 86.6% for 

male speaker and 70% for female speaker recognition accuracy.
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In context of using LPC-derived cepstral coefficients (LPCC) as feature 

vectors for speaker recognition; again Method-2 with 8 sub-bands 

adaptive band filtering approach gave good results of 83.3% for male 

speakers and 70% of female speakers recognition accuracy.

In last for MFCC as feature vectors for recognition again method-2 with 

8 sub-bands adaptive band filtering gave 78.3% for male speakers and 

60% for female speakers.

From Table 4.1, 4.2 and 4.3 it can also be concluded that our method-2 

with 3 sub-bands adaptive filtering and method-3 for MFCC results have 

shown improvement over LPC and LPCC for female speakers but non of 

them have shown better results for LPCC and MFCC over LPC for male 

speakers.

In this report several adaptive time segmentation, and sub-band filtering 

approaches, and their combinations were demonstrated for biometrics 

application. From the results obtained with 8 sub-bands adaptive band filtering it 

can be concluded that Method-2 has performed well and provided good 

recognition accuracy results for male speakers as well as female speakers in all 

feature extraction techniques. 8-band adaptive recombination of Method-2 also 

showed that there is a need to properly choose the number of frequency sub­

band. While choosing the number of sub-bands to implement adaptive filtering, 

it is better to divide the speech signal into more number of sub-bands so that 

sufficiently reliable spectral information can be obtained in certain number of 

sub-bands. 3-band adaptive recombination approach has provided poor result as 

expected (due to not having much choice to obtain optimal number of sub­

bands) as compared to 8-band approach and confirmed our objective to obtain 

optimal number of frequency sub-band of a speech signal. Method-2 results also 

conformed that adaptive recombination of frequency bands provides a better 

way to handle the non-stationary characteristics of speech signal.
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From Table 4.1, 4.2, 4.3, it can be realized that the recognition accuracy for 

male and female speakers are not same. To achieve, even better recognition 

accuracy for female speakers with Method-2, following possible scenarios could 
be tested:

• Higher or lower order models other than 10*'’ order models can be used 

during training and testing sessions to test the recognition. The model 

order could be selected in such a way that it completely characterizes the 

pitch information. This area needs some investigation, and is a 

worthwhile step given the differences in recognition rates achieved 

between male and female speakers throughout the experimental studies 

conducted in this project.

• Different words other than word ‘HELLO’ such as: ‘ZERO’, ‘ONE’, 

‘TWO’, ‘THREE’, or different small sentences can be used to evaluate 

the performance of the methods.

• The speech signal may be divided into more sub-bands in the span of 0- 

4kHz frequency bands and in less number of sub-bands in span of 4kHz- 

8kHz frequency bands. This allows for a finer analysis in the perceptual 

range, and may bring additional information.

• Other feature matching technique such as: Vector Quantization or 

Hidden Markov Model can be applied to get better recognition accuracy.

There is no direct and fair comparison between our recognition accuracy results 

and other accuracy results as reported in different research literatures, because of 

different way to obtain feature extraction and feature matching techniques. Such 

as:

• We have used only Euclidean distance measure for feature matching in 

all our experiments, while most researchers have reported their accuracy 

success with vector quantization and Hidden Markov Model.



We have used LPC derived cepstral coefficients to obtain MFCC, while 

in other reported work they have utilized filter banks technique to obtain 

MFCC feature veetors.

We have trained and tested all methods with computer microphone as 

communication channel while most of the reported work has been done 

with telephone channel.
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Table 4,1 : LPC Based Results
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Table 4.2: LPCC Based Results
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Table 4.3: MFCC Based Results

4.2 Summary

In this chapter we have presented our discussion on our experiments results. We 

have shown that which of our method gave a reasonable good recognition 

accuracy results. Though there are some pros and cons of using one of the 

methods we have implemented in context of LPC, LPCC and MFCC feature 

extraction techniques but we have seen that Method-2 (optimization of number 

of sub-bands models with the help of adaptive frequency sub-band filtering) has 

given good and reasonable speaker recognition accuracy result in comparison of 

other methods we have implemented and tested in this project.
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Appendix-A
Computational block diagram for recognition is shown in Figure A.I. The 

computational speed was computed on 350MHz Pentium-II processor with 

Matlab v5. The variables from al to a6 represent optimal number of models of 

one of the registered speaker, while variables from bl to b6 represents optimal 

number of models for unknown speaker.

In the first step of computation, minimum Euclidean distance has been 

calculated between one speech model of known registered speaker and unknown 

speech models (such as: between al and bl, al and b2, al and b3 and so on) and 

saved in an array variable ‘td’. The variables (cl, c2, c3, c4, c5, c6) in array ‘td’ 

hold the minimum distance values between al-bl, al-b2, al-b3, al-b4, al-b5 

and al-b6 respectively. In the next step of computation, minimum value has 

been calculated among the variables in array ‘td’ and saved in another array 

variable ‘fd’. The variables (dl, d2, d3, d4, d5, d6) hold the values for all known 

models comparison.

bl cl
b2

w
c2

b3
w

c3
b4

w
----------►c4

b5 ----------►c5
b6 ----------►c6

el
e2
e3
e4
e5
e6

Known Unknown ‘td’ array ‘fd’ arrary ‘tdaa’ array
Feature Feature variable variable variable
Vectors Vectors

Figure A.l: Computational Algorithm Block Diagram for Recognition
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Once all variables in array ‘fd’ have been calculated, the minimum value based 

on Euclidean distance has been computed among dl, d2, d3, d4, d5, d6 and 

saved in another array variable ‘tdaa’. All the above steps of computation have 

been repeated for rest of the registered speakers. At the end of the computation 

all variables (el, e2, e3, e4, e5, e6) of array ‘tdaa’ hold comparative values 

between all known and unknown speakers. To recognize the unknown speaker a 

minimum value has been calculated among variables of array ‘tdaa’. The 

speaker having minimum value among all the registered speakers is recognized 

as the unknown speaker.

250.0

200.0
CO

150.0

100.0

50.0

0.0
Ml M2(3B) M2(8B) M3 M4(3B) M4(8B)

9.0
4.0

Training 7.0 
Testing 3.0 6.0 25.05.0

Methods (Training and Testing Sessions)

Table A.l: Computational Time in Training and Testing Sessions

From the Table A.l it could be observed that only Method-4 is computationally 

expensive as compared to the other Methods. The computational complexity of 

Method-4 is applicable to both the training and the testing sessions. As seen in 

this report Method-2 has provided good recognition accuracy, and also consume 

less computational resources. The computational speed was computed on 

350MHz Pentium-II processor with Matlab v5.
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