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Abstract

As one of the greatest concerns in the context of smart grid, the load balancing problem

is addressed by improving the electrical power efficiency and stability via scheduling power

loads, thereby shaping the power demand into the desired pattern. The research explores

the load balancing strategies to reduce the demand fluctuations in the smart grid systems.

Centralized and decentralized load balancing methodologies are discussed. For centralized

approaches, offline and online exact power allocation methods are investigated by utilizing

the geometric water-filling (GWF) approach. Furthermore, decentralized load balancing

problem is discussed at power distribution sub-network level. Electrical vehicle (EV) fleeting

among the neighbouring charging stations is considered. Load balancing for the whole grid

is achieved by local optimization processes via Proximal Jacobian Alternating Direction

Method of Multipliers (ADMM) technique. Overall, facilitated by our proposed strategies,

the reliability of the electric grid can be enhanced.

iii



Acknowledgements

Firstly, I would like to express my sincere gratitude to my supervisor, Dr. Lian Zhao, for

providing the invaluable assistance, guidance, and encouragement in my study and research.

I will never forget her kind support and worthy advice over the past two years.

I would also like to thank my defense committee members Dr. Sri Krishnan, Dr. Amir-

naser Yazdani, Dr. Soosan Beheshti and Dr. Lian Zhao for taking the time and effort to

review my work and provide me their insightful comments.

I extend my thanks to Dr. Peter He and Dr. Jie Gao for their contributions to my

research. The thesis can not be made without their helpful academic support.

iv



Contents

Declaration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction 1

1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Centralized Load Balancing Applying Water-filling Approach 10

2.1 Water-filling Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Conventional Water-filling Approach . . . . . . . . . . . . . . . . . . 11

2.1.2 Geometric Water-filling (GWF) Approach . . . . . . . . . . . . . . . 13

2.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Basic Load Allocation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Offline Elastic Load Power Allocation . . . . . . . . . . . . . . . . . . . . . . 22

v



2.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3 Dynamic Centralized Load Balancing Implementation 29

3.1 System Model for Online Approach . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.1 Network Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Online Elastic Load Power Allocation . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Computation Efficient Online Approach . . . . . . . . . . . . . . . . . . . . . 35

3.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4 Decentralized Load Balancing by EV Fleets 44

4.1 Overview of ADMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3 Decentralized EV Power Allocation Optimization Schemes . . . . . . . . . . 52

4.3.1 Basic Decentralized EV Power Allocation . . . . . . . . . . . . . . . . 53

4.3.2 Dynamic Decentralized EV Power Allocation . . . . . . . . . . . . . . 60

4.4 EV Random Charging Scheme: Implementation of Optimal Power Allocation 65

4.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.5.1 Simulation Results of Basic Decentralized EV Power Allocation Scheme 69

4.5.2 Simulation Results of Dynamic Decentralized EV Power Allocation

Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Conclusion and Future Works 76

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.2 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

vi



References 92

vii



List of Tables

2.1 List of variables for centralized load balancing . . . . . . . . . . . . . . . . . 11

2.2 Household Appliances Parameter Setting . . . . . . . . . . . . . . . . . . . . 24

2.3 Simulation Results for Offline ELPA, SDWF, and Unscheduled Case . . . . . 26

3.1 Standard Deviation of Overall Power Consumption in 5 Consecutive Days

(Fig. 3.3 and 3.4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1 List of variables for centralized load balancing . . . . . . . . . . . . . . . . . 46

viii



List of Figures

1.1 The power demand profile during the day of Aug. 1, 2016 in Ontario [1]. . . 2

1.2 The relationship among Chapter 2 to 4 for solving the load balancing problem. 9

2.1 Visualized the conventional water-filling approach. . . . . . . . . . . . . . . . 13

2.2 Illustration for the geometric water-filling approach. . . . . . . . . . . . . . . 13

2.3 System model for the centralized load balancing problem. . . . . . . . . . . 16

2.4 Illustration of the basic load allocation scheme. . . . . . . . . . . . . . . . . 20

2.5 (a) Elastic load allocation among time slots. (b) Elastic load allocation among

groups. (c) Elastic load allocation among users in a group. . . . . . . . . . . 24

2.6 Power consumption of inelastic, elastic, and total loads scheduled by offline

ELPA for three days. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.7 Free-run (Unscheduled) total power consumption and the power consumption

achieved by Offline ELPA and SDWF for three consecutive days. . . . . . . . 26

2.8 Power consumption of inelastic, elastic, and total loads, where PU is 2000 kWh. 27

ix



2.9 (a) Elastic load power consumption in group view, where PG is infinity in

five hours, 30 minutes in a time slot. (b) The power consumption of inelastic,

elastic, and total loads, where PG is infinity in a day. Legend is the same as

Fig. 2.6. (c) Elastic load power consumption in group view, where Group 4

PG is bounded in 600 kWh in five hours, 30 minutes in a time slot. (d) The

power consumption of inelastic, elastic, and total loads, where Group 4 PG

is bounded in 600 kWh in a day. Legend is the same as Fig. 2.6. . . . . . . . 28

3.1 Network model for the centralized load balancing problem. . . . . . . . . . 31

3.2 Moving Window Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 Overall power consumption scheduled by OELPA and unscheduled power con-

sumption for 5 days. (a) With same load budget. (b) Load budget increasing.

(c) Load budget descending. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Power consumption of overall loads scheduled by EOELPA and OELPA for

5 days. (a) With same load budget. (b) Load budget increasing. (c) Load

budget descending. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.5 Standard deviation vs. parameter m for unscheduled, OELPA, and EOELPA

schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.1 Power profile for (a) a residential unit, (b) a retail unit, and (c) an industrial

unit in a month with power base [kWh/(24*30)] [2]. . . . . . . . . . . . . . . 45

4.2 System model for EV charging in neighbouring charging stations. . . . . . . 50

4.3 Illustration for Algorithm 7, where E2 =
∑

e∈χ2
PcTmine . . . . . . . . . . . . . 59

4.4 Illustration for Algorithm 8, where P2,k =
∑

e∈χ2,k
Pc. . . . . . . . . . . . . . 66

4.5 EV charging scheme flow chart. . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.6 The blocking probability pb(ϕg,k) vs. ϕg,k. . . . . . . . . . . . . . . . . . . . 69

x



4.7 The power demand profile for EV loads and base loads among 5 buses and

the whole system by the basic decentralized EV power allocation scheme in

one day. PG is infinity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.8 The power profile for EV loads and base loads among 5 buses and the whole

system by Proximal Jacobian ADMM and random charging scheme in one

day with finite PG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.9 The comparison of overall power demand scheduled without EV fleeting, with

EV fleeting and PG constraint, and without PG constraint. . . . . . . . . . 73

4.10 The overall power profile for 5 buses and the whole system for unscheduled

and scheduled cases in 6 days. . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.11 The power profile for EV loads and base loads among 5 buses and the whole

system by the dynamic EV load allocation scheme in one day. . . . . . . . . 75

xi



List of Abbreviations

ADMM Alternating Direction Method of Multipliers

BLA Basic Load Allocation

DSM Demand Side Management

ELPA Elastic Load Power Allocation

EOELPA Computation Effcient Online Elastic Load Power Allocation

ESMAP Energy Sector Management Assistance Program

EV Electrical Vehicle

GWF Geometric Water-filling

HVAC Heating, Ventilation, and Air Conditioning

IoT Internet of Things

OELPA Online Elastic Load Power Allocation

PHEV Plug-in Hybrid Electrical Vehicle

RRM Radio Resource Management

SOC State of Charge

xii



Chapter 1

Introduction

1.1 Background and Motivation

As the conventional electricity grid shows the difficulty in supplying the increasing power

demand nowadays, the concept of smart grid has been evolved to improve the performance

of power grid. In the definition of smart grid, the enhanced electricity delivery network is

established with integrating the advanced technologies, such as intelligent and autonomous

controllers, data management, and communication between utilities and consumers [3]. With

smart grid, an efficient and reliable delivery system can be accomplished by energy monitor-

ing, energy modeling, and strategy adjustments [4].

It is well known that the power demand fluctuates in a day, and it could swing significantly

by the time [5]. Fig. 1.1 shows the demand profile during a typical summer weekday in

Ontario. The power demand during peak demand hours could be as high as 148% of the

demand in non-peak hours. The rise of energy demand brings inefficiency and instability for

the power generation and delivery: firstly, to match the high demand, the utilities have to

invest more standby generators which will not operate during non-peak hours. Both utilities

and consumers share the expensive cost brought from extra generators. In power grids

allocated in USA Eastern Interconnection, $28 billion could be saved with 10% demand cut
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out [6]. On the other hand, the power shortage could happen if the high electric demand can

not be met in peak demand hours. To solve the above problems, Demand Side Management

(DSM) is proposed to manage the power load with appropriate strategies. As an analytical

technique in smart grid, DSM provides a mechanism to shape the power demand in the

grid by scheduling power loads to the desired demand pattern [7]. With DSM, elastic loads,

which have flexibility on the time and power, could be shifted to fill the demand gap in

non-peak hours for the purpose of reducing power fluctuation, such as PHEVs (Plug-in

Hybrid Electrical Vehicles) load and HVAC (Heating, Ventilation, and Air Conditioning)

load. Whereas, the loads, which are strictly on the time and power, are defined as inelastic

loads [5,8]. By strategies of load scheduling by DSM, the elastic load power can be managed

to achieve load balancing in the smart grid.

Average

8768 MW

Figure 1.1: The power demand profile during the day of Aug. 1, 2016 in Ontario [1].

The mechanism of DSM is normally classified by several categories. For the network

structure, the centralized and decentralized load management structures are utilized for the

control mechanism. By the centralized manner, users communicate with controller directly

without sharing the information with other users. By this structure, the optimal strategy for

the global system is computed by the central controller, and users operate the system with the
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strategy given by the controller. The drawback of the centralized structure is the mass data

exchanging and higher computation in the controller. In the decentralized structure, users

share the computation burden locally and interact the information with other users to achieve

the optimal global solution. In the aspect of load scheduling objectives, the price-based

method is aiming for minimizing the electrical cost via managing power demand regarding

the time-varying electricity price. While, in the incentive-based method, the demand is

scheduled to reduce the electric stress in the fixed power payment with the corresponding

reward and penalty [9]. The method proposed in this work is designed to flatten overall

power demand, which could improve the grid efficiency and seemingly uniform the price

scheme [5].

The demand side management has been practiced in real power grids in recent years.

The government of Queensland, Australia, has established Energy Conservation and De-

mand Management Program to regulate the residential and commercial loads since 2011 [10].

The energy management center centralizes the load management to schedule the load usage

at peak times. Furthermore, the demand side management provides a solution for the en-

ergy limitation problem. Energy Sector Management Assistance Program (ESMAP) is the

program to manage the power loads in a centralized manner by installing intelligent load

controllers for some villages allocated in the developing countries, where the electric power

is limited [11]. For the power grid in Ontario, the power demand management is achieved by

different time-of-use rate, which is depending on when customers use electricity [12]. Cus-

tomers will be charged with higher electric price in the peak hours, and enjoy the less electric

price in non-peak hours. Also, the increasing popularity of PHEV loads provides plenty of

elastic power to be scheduled in the recent years. Studies in [13, 14] remind that if 10%

of vehicles on the road are electric, the power grid will show difficulty to ensure the power

quality at the low-voltage (LV) level in peak demand hours. The effective PHEV charging

scheme is required in urgent not only for the purpose to flatten the demand but also for

stabilizing the power distribution systems.
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1.2 Literature Review

Load balancing has attracted lots of researchers’ interests in the smart grid field. The elastic

loads had been taken advantage to response the demand management in [15–19] based on

the real-time electric price. Via controlling the elastic loads, the utility of users related to

the current price is maximized for the global network in these works. The works in [20, 21]

implemented the real-time price control to minimize the power fluctuation by concerning

the users’ payoff and the utilities’ profits maximization. The optimization tools are also

implemented to solve load balancing problem [5,22–26].

PHEV and Electric Vehicles (EV) are typical elastic loads which have high flexibility

on the charging time and power. As the environmental concern and high fuel rate, PHEVs

are expected to be widely used in the future. The works [25, 27–32] showed that PHEV

load allocation is an efficient methodology to smooth the overall power demand. In [31,33],

charging strategies for PHEVs in charging stations were proposed for a large number of

PHEVs plugged in the system. Furthermore, since the mobility of PHEV loads, it is also

considered as a mechanism to balance the power demand across multiple distribution sub-

networks. The EV fleets and aggregators are considered to balance the loads in [34–39] due to

the mobility of the EVs. An Alternating Direction Method of Multipliers (ADMM) method

is applied for the distributed EV charging control in [34,35,40]. The EV aggregator method

is proposed and fits into the exchange optimization problem in [34]. EVs are controlled

individually to achieve the corresponding global objective, such as valley-filling problem

and price-based problem. The performance of load balancing by EV fleets was evaluated

in [36]. The EV fleets were paired to fit the symmetrical model and balanced the demand

in multiple districts by achieving synchronous stability in the system. Moreover, [37] aimed

to reduce the overall power cost through PHEV fleets across distribution sub-networks by

optimizing an NP-hard problem. The work [38] also proposed a PHEV charging strategy

among neighbouring charging stations by a consensus model in the decentralized manner to

4



manage power demand.

Water-filling approach is a significant optimization tool for Radio Resource Management

(RRM) to maximize channel capacity under the power constraint in communication sys-

tems [41, 42]. The water-filling approach is also an optimization tool for power demand

management. The early work [5] scheduled the elastic loads for household appliances in

residential units, such as PHEV and cloth washer, with the assumption that all the load

information is available. The proposed algorithm utilized the water-filling approach to flat-

ten the overall power consumption. Furthermore, [25] developed several algorithms applying

the water-filling concept into PHEVs charging problem. With those algorithms, the demand

peak brought by PHEVs enabled to be shaved, and PHEV loads were scheduled in nonpeak

hours to fill the demand gap. Water-filling approach is also applied in HVAC application

related with the temperature adjustment in [24]. HVAC load operated with accompanying

load management strategy, and the users’ comfort level would not be influenced. The cen-

tralized controlling cooperating with the distributed controllers is modeled in the work. The

works [23,43] also analyzed the impact of the delay cost on the optimality of the water-filling

approach.

1.3 Objectives

In this study, the effective load balancing strategy is discussed to reduce the power fluctu-

ation for the entire electricity grid and distribution sub-networks by scheduling the elastic

load demand. The elastic loads in peak hours are shifted to the nonpeak hours with the pro-

posed strategies. Overall power fluctuation is significantly reduced subject to upper bound

constraints. The centralized and decentralized load balancing approaches are presented in

this study respectively. The load management in three levels, which include the whole

grid, groups, and users, is considered in the centralized method. Meanwhile, load balancing

among the distribution sub-networks is analyzed in the decentralized method, with which
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the computation burden is transferred to local distribution sub-networks.

The centralized load balancing problem will be introduced in the offline and online sce-

narios. The geometric water-filling (GWF) approach, which proposed in [41], is applied as

an optimization tool to shape the power demand with considering sum power constraints.

In the offline environment, all the load information is predicted by the central controller in

a day. The central controller will gather the load information, and manage the elastic load

power referring to the peak power constraints for the whole grid. On the other hand, the

online solution is developed from the previous approach to schedule the elastic loads without

the knowledge of the future load demand. The dynamic controlling is applied to reduce the

influence of the failed prediction. The computation efficient online algorithm is proposed to

reduce the computation and communication load for the real-time management in the online

solution.

Besides the centralized solution, the decentralized elastic load management among dis-

tribution sub-networks is presented in the research. EV load is utilized as a significant role

for load balancing among sub-networks because of the mobility it has. The solution of EV

load management in neighbouring charging stations is proposed. EVs will be charged in a

specific charging station to fill the demand gap in the sub-network to minimize the power

fluctuation for the whole system. Proximal Jacobian Alternating Direction Method of Mul-

tipliers (ADMM) technique is used to allocate the EV power in a decentralized manner, and

EV loads are scheduled by a random access method scheme to implement the given power

allocation strategy.

1.4 Contributions

The main contribution of this research is summarized as follows:

1. The water-filling approach is applied to balance the power demand in offline and online

scenarios for centralized demand side management. The upper bounds of the power

6



demand are considered to avoid the overload on the transformers in groups or user

nodes. By the water-filling approach, the exact solution can be solved with low degree

computational complexity. The performance improvement is demonstrated by com-

paring the benchmark work presented in [5]. The exact load balancing solution by the

water-filling approach is published in [44].

2. The dynamic load balancing approach provides a robust algorithm independent with

the predicted power demand. It reduces the influence from the failure prediction and

balances the power demand with adopting varied demand budget in real-time. A

two-way communication network among the smart grid operator, groups, and users

is established for operating the proposed approach. The smart grid operator will

adjust the reference level with the feedback from user-ends, i.e., smart meters, in every

communication cycle, such that the power allocation can be more stable compared

with the conventional approach with one direction communication from the smart grid

operator to end users. Furthermore, the burden of communication and computation

brought from the dynamic approach is reduced by the proposed computation efficient

algorithm. The research work published in this aspect includes [45,46].

3. The optimization tool, water-filling approach, is developed to solve the problem from

the Radio Resource Management (RRM) to load balancing for smart grid in this work.

The applications of the water-filling approach are expanded by exploring the common

points between two problems: the parameterized objective power demand and the

constrained power to be allocated. Various optimization tools could be employed in

load balancing problem for possible solutions, such as Semi-Markov Decision Process

(SMDP). The flexible applications of SMDP are explored in the published works [47,48].

4. The decentralized algorithm for load balancing among distribution sub-networks is

introduced in the study. By Proximal Jacobian Alternating Direction Method of Mul-

tipliers (ADMM), the whole system optimization can be achieved by local computation
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on EV charging allocation. The information sharing among the sub-networks is reduced

significantly. The proposed method reduces the computation and communication load

for the sub-networks and enables the processing of the demand management in the

large scale systems. The peak shaving in the sub-networks is achieved by EV fleets

while satisfying the EV fleets’ charging requirements. The accepted paper [49] reported

the proposed decentralized load balancing scheme.

1.5 Thesis Outline

The remainder of the thesis is organized as follows. In Chapter 2, the centralized load

balancing by the water-filling approach is introduced. The system model of the centralized

problem is presented, and the offline elastic load allocation scheme is proposed. The scheme

enables to solve the load balancing problem with full prediction of the power information.

Simulation results for the offline scenario are provided by the comparison with the result of

the benchmark work [5] in this chapter.

Chapter 3 investigates the dynamic power allocation developed from the previous chapter.

The real-time solution for load balancing without the knowledge of the future information

is proposed in this chapter. Furthermore, the computation efficient online approach is in-

troduced to reduce the computation burden. Simulation results for the online approach are

presented.

Chapter 4 provides the decentralized load balancing for sub-networks in details. This

chapter elaborates the system model for EV charging scheduling among neighbouring charg-

ing stations for both offline and online environment. The decentralization solution and

simulation results are presented in this chapter.

Finally, Chapter 5 concludes the thesis. The chapter also discusses the future works for

the study.

The relationship among Chapters 2 to 4 is shown in Fig. 1.2. Firstly, the basic elastic
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Chapter 2
O+ine Centralized 

Load Balancing

Chapter 3
Dynamic Centralized 

Load Balancing

Chapter 4
Basic Decentralized 

Load Balancing

Chapter 4
Dynamic 

Decentralized Load 
Balancing

O+ine

Online

Centralized Decentralized

Figure 1.2: The relationship among Chapter 2 to 4 for solving the load balancing problem.

load allocation is proposed to solve the offline load allocation problem in Chapter 2. Then,

with the same objective function but accommodating the dynamic loads, the online load

allocation is developed to solve the load balancing problem without predicted future load

information in Chapter 3. Furthermore, in Chapter 4, the basic decentralized load balancing

is formulated by the similar objective of offline load allocation scheme, while it achieves

distributed load balancing regarding distribution sub-networks. Finally, the dynamic decen-

tralized load balancing strategy is evolved from the objectives from the basic decentralized

scheme and dynamic centralized scheme, such that the new proposed scheme can balance

the power load without future information in a decentralized manner. Generally, centralized

load balancing schemes are introduced in Chapter 2 and 3 for offline and online scenarios

respectively. Chapter 4 presents the offline and online schemes to balance the loads in a

decentralized manner.
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Chapter 2

Centralized Load Balancing Applying

Water-filling Approach

In this chapter, the three-dimensional system structure is formed to achieve centralized

load balancing in smart grid. All the load information is predicted, including the elastic and

inelastic load information of all the user nodes. To simplify the problem, the two-dimensional

solution is formulated by geometric water-filling (GWF) approach introduced in [41]. The

offline elastic load power allocation scheme (ELPA) is developed by applying the 2-D solution

to allocate elastic load power in the 3-D structure. Simulation results are presented to depict

the achieved load balancing performance. In the centralized load balancing problem discussed

in this work, we assume that elastic loads are sufficient to balance the loads, and elastic loads

are available to be scheduled for the whole day, which is the same as the assumption made

in [5]. Table 2.1 is a list of the variables used in analysis of the centralized load balancing

problem.
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Table 2.1: List of variables for centralized load balancing
Group Variable Meaning
Index Group k index of time slots, for k = 1, ..., K.

i index of group, for i = 1, ..., I.
j index of user (or node), for j = 1, ..., J .
χi the ith group.
n index of time slots in the reference window, for n ∈ [k −N + 1: k].

n1
index of time slots in past part of the reference window, for n1 ∈ N1,
where N1 = [k +m−N + 1: k].

n2
index of time slots in future part of the reference window, for n2 ∈ N2,
where N2 = [k + 1: k +m].

Load Group A
inelastic load matrix. The (k,j)th element, Ak,j , denotes inelastic load
of user j at time k.

B
inelastic load vector, obtained by sums of A over rows. The kth element,
Bk, denotes the total inelastic load at time k.

R
elastic load matrix. The (k,j)th element, Rk,j , denotes inelastic load
of user j at time k.

S
elastic load vector. The kth element, Sk, denotes the total elastic load at
time k.

Â
predicted inelastic load matrix. The (k,j)th element, Âk,j , denotes
predicted inelastic load of user j at time k.

Constraint Group P
individual load upper bound (or peak) matrix. The (k,j)th element,
Pk,j , denotes load upper bound for user j at time k.

PG
group load upper bound matrix. The (k,i)th element, PGk,i, denotes
load upper bound for the ith group at time k.

PU
load upper bound vector for time slots. The kth element, PUk, denotes
load upper bound at time k.

PT
total load budget or supply capability for entire elastic power loads over
all the time slots, i.e., a sum of loads.

PS
elastic load demand vector. The kth element, PSk, denotes the elastic
load demand at time k.

Reference Level
Group

L reference horizon, reference level for offline scheduling.

L
reference level vector for online scheduling. The kth element, Lk, denotes
the reference level at time k.

2.1 Water-filling Approach

2.1.1 Conventional Water-filling Approach

Water-filling approach has been widely used for the power allocation of Radio Resouce Man-

agement (RRM) problems in the communication systems. As a well-known optimization

tool [41, 42, 50, 51], it is maximizing the mutual information between the input and output
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among multiple subchannels with the total power constraint [42]. The classic water-filling

result is the solution of the following optimization problem:

max{si}Ki=1

∑K
i=1 log(1 + aisi)

subject to si ≥ 0,∀i;
∑K

i=1 si = P,

(2.1)

where ai and si are the channel gain and allocated power for the ith channel respectively.

The power allocated in any subchannel is non-negative, and the overall power is equal to P .

The parameter l is denoted as the water-level. Then, the solution is given by the following

nonlinear equation set: 



si = (l − 1
ai

)+, ∀i
∑K

i=1 si = P,

l ≥ 0,

(2.2)

where (l − 1
ai

)+ = max{0, (l − 1
ai

)}, and the water level is a positive parameter to satisfy

the sum power constraint. Equations in Eq. (2.2) are illustrated in Fig. 2.1. The water-

filling problem can be visualized as a water-tank. The reciprocal of the channel gain for

subchannels is visualized by the steps in the bottom of the water tank. The solution for the

objective function can be interpreted by pouring certain amount of water into the tank. The

shadowed area indicates the water volume after filling the water in the tank. The optimal

allocated power for subchannels is denoted by the water volume on top of those steps.

The solution for the conventional water-filling problem is presented in [42]. The iterative

search method is applied to obtain the water-level l, and the allocated power can be derived

from Eq. (2.2). For the best sorting algorithm for the conventional water-filling algorithm,

the complexity is O(Klog2K) [42]. The worst-case complexity is O(K2) [41].
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Figure 2.1: Visualized the conventional water-filling approach.

2.1.2 Geometric Water-filling (GWF) Approach

The geometric water-filling (GWF) approach proposed in [41] solves the water-filling problem

in geometric view, such that it avoids the water-level searching by solving the nonlinear

equation set. The GWF algorithm is illustrated in Fig. 2.2.

2

1

3

4
l

(a)

2
1

3

4
l

(b)

1/a2

s2

s∗3

Figure 2.2: Illustration for the geometric water-filling approach.

Suppose there are 4 subchannels to allocate power, i.e., K = 4, with unit step width in

the water tank. Rather than searching the water level l as the first step in the conventional

water-filling approach, GWF determines the water level by finding the highest step under
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the water. The step depth represents the inverse of the channel gain, 1/ai, and the steps

are sorted in monotonically increasing order. The subchannel with the highest step depth

under the water is denoted as k∗. To define the mathematical expression, the water volume

above the step k is defined as P2(k). For example, in Fig. 2.2(b), the shadow area denotes

the P2(k = 2). The water volume P2(k) can be determined by the overall water volume

constraint P and the water volume under the step as the following equation:

P2(k) =

{
P −

[
k−1∑

k′=1

(
1

ak
− 1

ak′
)

]}+

, k = 1, ..., K. (2.3)

Then the index k∗ denotes the highest step under water. It can be expressed as the maximum

index number with nonzero P2(k) value,

k∗ = max{k|P2(k) > 0, 1 ≤ k ≤ K}. (2.4)

And the power allocated for the step k∗ is determined as following:

sk∗ =
1

k∗
P2(k∗). (2.5)

The power allocation for other steps can be determined from sk∗ and the step depth difference.

The following equation shows the explicit solution to problem (2.1):

sk =





sk∗ + ( 1
ak∗
− 1

ak
), 1 ≤ k ≤ k∗

0, k∗ < k ≤ K.
(2.6)

The solution for GWF is brought from Eq. (2.3) to (2.6). With GWF, the water-filling

problem can be simplified without non-linear searching water level processes. GWF provides

an exact optimal solution with low degree polynomial computational complexity [41], and

the optimality is proven [41].
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By the above solution, the water-filling algorithm is shown as a powerful tool to solve the

problem of channel capacity maximization. It deals with power allocation process with the

constraint on sum power, and the allocated power is non-negative. The channel quality is

served as the parameter in the optimization problem, which is visualized as fixed steps inside

the water tank. The water-level is introduced as the parametrized value to satisfy the sum

power constraints. The common points exist between power allocation in the communication

application and the power allocation in smart grids. For the load balancing problem discussed

in this work, the objective is minimizing power fluctuation with the finite power budget

among time slots. The overall elastic load power budget can be regarded as the total water

volume pouring into the water tank. The inelastic load power, which can not be scheduled,

can be regarded as the fixed steps in the water tank. The power allocation over time units

could be achieved by calculating the water volume above those steps. The allocated power

demand in time slots is aiming to achieve the defined water level, referred as “reference level”

in the remaining of the thesis. The objective of load balancing problem can be interpreted as

balancing the overall power demand for the grid around the reference level by elastic loads

allocation. The research work focuses on a novel application of load balancing in smart grid

with employing the communication optimization tool. This research presents the extended

application of optimization tools from the wireless communication network, and it shows

that the water-filling is a desirable tool for optimizing the load scheduling to achieve load

balancing.

2.2 Problem Statement

There are two categories of power loads considered in this problem: elastic loads and inelastic

loads. The objective of this chapter is to allocate the elastic load power to flatten the

energy consumption in the offline scenario. The inelastic load powers serve as a sequence of

constants since they have to be satisfied as requested. Fig. 2.3 shows a three-dimensional
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model regarding the time slots, the load powers, and the users. Assuming K time slots are

considered, and k is the index of the time slots. All the load information is predicted among

those time slots. There are J users participating the power allocation in the model, which

are grouped into I groups or distribution sub-networks. The indexes, j and i, are the indexes

of users and groups respectively. The set, χi, is the set of the users in group i.

J Users

K Time Slots

Loads

Group 1

S1

B1

1st

j-th
Group i

Reference 
Level L

Figure 2.3: System model for the centralized load balancing problem.

The reference level L is an optimization variable from the water-filling concept, which

indicates the objective of the overall power consumption over time slots. The users’ inelastic

load power and elastic load power are denoted as matrix A and R, where Ak,j and Rk,j

denote the inelastic and elastic load power of user j in the time slot k, respectively. In Fig.

2.3, the projection of inelastic and elastic load power for the whole grid in the kth time slot

is indicated as the shadowed area Bk and Sk respectively, where:

I∑

i=1

∑

j∈χi

Rk,j = Sk;
I∑

i=1

∑

j∈χi

Ak,j = Bk. (2.7)

The objective of load balancing with predicted load information is minimizing the devi-
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ation of the overall power consumption for each time slot from the reference level L across

the observation interval. The objective function can be summarized as follows:

min{R,L}
K∑
k=1

[
I∑
i=1

∑
j∈χi

(Ak,j +Rk,j)− L)]2

subject to 0 ≤ Rk,j ≤ Pk,j,∀j, k;
∑
j∈χi

Rk,j ≤ PGk,i,∀i, k;

J∑
j=1

Rk,j ≤ PUk,∀k;

K∑
k=1

∑J
j=1Rk,j = PT ;

L ≥ 0.

(2.8)

In the objective function (2.8), the mean square errors between the overall power demand

and the reference level L is expected to be minimized among time slots to achieve load

balancing for the whole power grid. The elastic load allocation and the reference level are

determined in Eqn. (2.8), where Pk,j, PGk,i, and PUk are the elastic power upper bound

for user node j, group i, and the whole grid in the kth time slot. The term, PT , is the

overall elastic load budget allocated in the system. All the upper bound constraints should

be non-negative to ensure the feasibility for power allocation. To ensure obtaining a feasible

solution, the overall power budget should be enabled to be allocated within the constrained

power, no matter for the user node upper bound P , the group upper bound PG or the

overall upper bound in time slot PU . Therefore, the upper bounds, P , PG, and PU , are

assumed as follows: 



∑K
k=1

∑J
j=1 Pk,j ≥ PT ,

∑K
k=1 PUk ≥ PT ,

∑K
k=1

∑I
i=1 PGk,i ≥ PT .

(2.9)
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If above conditions can not be met, then

PT = min

{
K∑

k=1

J∑

j=1

Pk,j,

K∑

k=1

PUk,
K∑

k=1

I∑

i=1

PGk,i

}
. (2.10)

Similarly, for constraints P, PG, and PU, the assumptions are shown as follows:





∑
j∈χi Pk,j ≥ PGk,i; otherwise, PGk,i =

∑
j∈χi Pk,j,

∑I
i=1 PGk,i ≥ PUk; otherwise, PUk =

∑I
i=1 PGk,i.

(2.11)

The offline elastic power allocation can be summarized in the following steps: Firstly, the

power demand is forecasted by the smart grid operator based on previous demand behavior,

including the inelastic load power A for all the users and the overall elastic load power

budgets PT for all the time slots. Then, the reference level L is determined by the smart grid

operator after gathering all the load information. The elastic load power S can be allocated

with the appropriate algorithm. In this step, the reference level could be adjusted depending

on the constraints. Afterwards, the elastic loads are filled into the elastic power S which

were analyzed in previous steps.

2.3 Basic Load Allocation Scheme

To simplify Eqn. (2.8), a two-dimensional load balancing problem is introduced via analyzing

the overall power demand for all the users among the time slots, where Sk and Bk represent

the elastic load power and inelastic load power for the whole power grid in the kth time slot,

respectively. Then the objective function (2.12) below expects to minimize the fluctuation

between the overall demand and the reference level across studied time span, from the first
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to the Kth time slot, as:

min{Sk,L}
K∑
k=1

(Sk +Bk − L)2

subject to 0 ≤ Sk ≤ PUk,∀k;
K∑
k=1

Sk = PT ;

L ≥ 0.

(2.12)

Since the objective function is similar to the sum rate maximizing problem in [41], the

geometric water-filling approach can be applied to solve the problem (2.12). To ensure the

optimality for GWF, the Lagrange function of (2.12) is:

L(Sk, Bk, L, γk, λ, φ) =
K∑

k=1

(Sk +Bk − L)2 −
K∑

k=1

γkSk − λ(
K∑

k=1

Sk − PT )− φL, (2.13)

where γk, λ, and φ are dual variables for constraints. To solve the powers and reference level

L, the Karush-Kuhn-Tucker (KKT) conditions are:





2
∑K

k=1(Sk +Bk)− 2KL+ φ = 0;

L ≥ 0, φ ≥ 0;

L · φ = 0.

(2.14)

From the equations in (2.14), the multiplier φ is 0: When φ > 0, L has to be zero to guarantee

the constraint L ·φ = 0. Then, 2
∑K

k=1(Sk +Bk)+φ has to be greater than zero since Sk and

Bk are non-negative values for all k. However, it conflicts with the KKT condition. When

φ is 0, the following equation can be obtained:

L =
1

K

K∑

k=1

(Sk +Bk) , (2.15)
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which is similar to the KKT condition result in (2.2). Therefore, GWF could be the opti-

mization tool for the basic load allocation problem. The reference level L can be regarded

as the water level in water-filling concept, and PT represents the water volume in the water

tank. The inelastic load power over time slots is considered as steps inside the water tank.

Fig. 2.4 illustrates the power allocation scheme for the 2-D geometric water-filling problem.

Load (a)

B1

1 2 3 K

Time
Slots

Load (b)

L

S1
S1 PU2

1 2 3 K

Time
Slots

P2(k
∗)

Figure 2.4: Illustration of the basic load allocation scheme.

Fig. 2.4(a) shows the water-filling approach with infinity PUk, i.e., no upper bound

power constraint at each time slot. The steps or inelastic load power Bk are sorted into

a monotonic increasing sequence. Moreover, the step width or the weight of the power

allocation is identical for all the time slots. The GWF solution, which refers from (2.3) to

(2.6), for the elastic load power Sk is shown following:

Sk =





Sk∗ + (Bk∗ −Bk), 1 ≤ k ≤ k∗

0, k∗ < k ≤ K,
(2.16)

where the highest step below the reference level L is

k∗ = max{k|P2(k) > 0, 1 ≤ k ≤ K}, (2.17)

20



and the elastic load power allocated in the k∗th step is

Sk∗ =
1

k∗
P2(k∗). (2.18)

The water volume above the step k is defined as

P2(k) =

{
PT −

[
k−1∑

l=1

(Bk −Bl)

]}+

, k = 1, ..., K. (2.19)

After the power allocation is solved, the water level L is solved as:

L =
1

k∗

k∗∑

k=1

(Bk + Sk) =
1

k∗

(
k∗∑

k=1

Bk + PT

)
. (2.20)

It is assumed that the elastic load power is sufficient enough for the load balance purpose,

such that k∗ = K.

Moreover, Fig. 2.4(b) shows the impact of the upper bound constraint, PUk, which is

indicated by dashed line in the figure. The allocated elastic load power Sk, which is indicated

by shadowed areas, can not be higher than the constraint PUk in time slot k. Algorithm

1 is proposed to solve the problem. Firstly, the set E includes the indexes of time slots

where the elastic load power has not been allocated. And the equations for GWF approach

(2.16)-(2.20) are solved without considering PUk. Then set Λ stores all the indexes of times

slots where the allocated elastic load power violates the corresponding constraint. Lines 5 to

8 present that the elastic load power is allocated by the upper bound value, PUk, for each

time slot k in the set Λ, and the set Λ is removed from E . The algorithm will repeat until

no more time slot needed to be assigned, i.e. E = ∅. By Algorithm 1, the 2-D problem

shows in Fig. 2.4 can be solved with the finite computation time and satisfying the upper

bound constraint. Therefore, the solution can be simplified as a mapping function with the

inelastic load power B , the upper bound constraint PU and the total elastic power budget
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PT as:

(S, L) = BLA(B,PU, PT ). (2.21)

Algorithm 1 Basic Load Allocation (BLA) Water-filling Problem Algorithm

Input: B, PU, PT , E ={1, · · · , K}
Output: S, L

1: while E 6= ∅ do
2: Solve equations (2.16)-(2.20) to obtain {S}k∈E and L via {B}k∈E and PT .
3: Λ ← {k | Sk > PUk, k ∈ E}.
4: if Λ 6= ∅ then
5: if k ∈ Λ then
6: Sk = PUk.
7: end if
8: E ← E \ Λ, PT = PT -

∑
k∈Λ PUk .

9: else
10: Set {Sk} when k ∈ E .
11: E = ∅.
12: end if
13: end while

2.4 Offline Elastic Load Power Allocation

With full prediction of users’ inelastic load power matrix A, the elastic load allocation R

can be obtained by Algorithm 2. The BLA algorithm is called by three times to achieve

the 3-dimensional elastic load allocation. The procedures are illustrated graphically in Fig.

2.5. By the first calling BLA, the elastic load power allocation for the grid S among the

time slots and the reference level L are determined as shown in Fig. 2.5(a). The shadowed

areas indicates the overall elastic load budget, and
∑K

k=1 Sk = PT . PU is the upper bound

constraint for the whole grid stage. And the reference level L can be found as follows:

L =
1

K

(∑

k,j

Ak,j + PT

)
(2.22)
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Afterwards, Fig. 2.5(b) illustrates Line 3 of Algorithm 2 in power vs. groups graph. The

power budget in this stage is the overall elastic load in a time slot, such as S1 in the figure.

The step height represents the overall inelastic load power in the group in one time slot,

{∑j∈χi Ak,j}
I

i=1
. By calling the BLA the second time, the elastic load power in group i and

time slot k, Rk,i or
∑

j∈χi Rk,j, is allocated with the constraint PG. Finally, shown in Fig.

2.5(c), the elastic load allocation for the individual user Rk,j is determined by BLA function

in the dimension of power and users in a group, where the power budget is Rk,i obtained

in the previous stage. The user constraint P is considered in Line 4 as well. After all, the

elastic load power for all the users and time slots is processed by offline ELPA algorithm

with guaranteeing the peak power constraints being met by these three stages. Meanwhile,

the overall power allocation can be flattened maximally.

Algorithm 2 Offline Elastic Load Power Allocation (Offline ELPA)

Input: A, PU, PG, P, PT , j ∈ {1,...,J}, i ∈ {1,...,I}, k ∈ {1,...,K}
Output: R, reference level L

1: B =
∑I

i=1

∑
j∈χi Ak,j. The vector B works as parameter vector and it is not changed

in this algorithm.
2: (S, L)=BLA(B, PU, PT ). Steps of BLA are in Algorithm 1.
3: {Rk,i}Ii=1= BLA({∑j∈χi Ak,j}

I

i=1
, {PGk,i}Ii=1, SK).

4: {Rk,j}j∈χi= BLA({Ak,j}j∈χi , {Pk,j}j∈χi , Rk,i ).
5: Move to next time period, k(2)={1, ... , K(2)}, and back to step 1.

2.5 Performance Evaluation

In this section, the performance of offline ELPA algorithm is evaluated and compared with

the result from the benchmark work [5]. The load information for household appliances is

predicted before the simulation runs. The simulation parameter setting for a household is

the same as the setting in [5] shown in Table 2.2. Assume that there are four communities

or groups to be evaluated, and in each community, 100 users are participating the load

balancing algorithm. It is assumed that elastic loads have full elasticity on the starting time
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Figure 2.5: (a) Elastic load allocation among time slots. (b) Elastic load allocation among
groups. (c) Elastic load allocation among users in a group.

in a day. Once the elastic load is scheduled, the load will operate continuously without being

interrupted. The length of one time slot is 30 minutes, and the elastic loads are allocated in

3 days. All the demand information is available from the prediction in a day ahead.

Table 2.2: Household Appliances Parameter Setting
Appliance Start Time Operation Time Soft Load

Cloth Dryer Normal Dist. Mean at 5PM 1 Hour Yes

Electric Vehicle Normal Dist. Mean at 6PM 5 Hours Yes

Cloth Washer Normal Dist. Mean at 5PM 0.5 Hour Yes

Climate Control Uniform Dist. Over 24 hours 5 Hours No

Water Heater Uniform Dist. From 8AM to 12AM 6 Hours No

Range (1st run) Normal Dist. Mean at 1PM 1 Hour No

Range (2nd run) Normal Dist. Mean at 6PM 1 Hour No

Electronics Uniform Dist. From 3PM to 1AM 5 Hour No

Lighting Uniform Dist. From 8AM to 1AM 6 Hour No

Fridge Uniform Dist. Over 24 hours 24 Hour No

Kitchen App. (1st run) Normal Dist. Mean at 1PM 1 Hour No

Kitchen App. (2nd run) Normal Dist. Mean at 6PM 1 Hour No

Fig. 2.6 depicts the overall power demand by applying the offline ELPA algorithm in 3

days. The inelastic component, shown as the dotted curve, conducts as a parameter which

can not be scheduled. The elastic loads, shown as the dashed curve, fill the valleys of the

inelastic load power in the non-peak time. Meanwhile, when the inelastic load power is

increasing, the elastic load power is shaped to decrease correspondingly. The summation of
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the elastic and inelastic load power, as the solid curve in the top of the figure, shows less

power fluctuation.
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Figure 2.6: Power consumption of inelastic, elastic, and total loads scheduled by offline ELPA
for three days.

A comparison with the power demand by the scheduling scheme proposed in [5], referred

as “SDWF”, and unscheduled power demand shows in Fig. 2.7. The overall power demand

for the three schemes is evaluated in the figure. The ELPA algorithm, showing as solid

curve, presents the best performance on flattening the power demand; while SDWF scheme

still significantly reduces the overall demand fluctuating compared with the unscheduled

case. The standard deviations and the peak to mean load ratios are analyzed for the three

schemes in Table 2.3. In the range of the simulation, the overall power demand for offline

ELPA reduces the fluctuation with the lowest standard deviation value (14.9) and peak to

average ratio (1.004), while the unscheduled case has much higher standard deviation value

(1650) and the peak-to-average ratio (1.681). SDWF (standard deviation: 268.4, peak to

average ratio 1.105) still flattens the demand compared with the unscheduled case.
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Figure 2.7: Free-run (Unscheduled) total power consumption and the power consumption
achieved by Offline ELPA and SDWF for three consecutive days.

Table 2.3: Simulation Results for Offline ELPA, SDWF, and Unscheduled Case
ELPA SDWF Unscheduled

Standard Deviation 14.9 268.4 1650.0
Peak-to-mean Ratio 1.004 1.105 1.681

Figs. 2.8 and 2.9 show elastic load power allocation with the upper bound constraints

PU and PG respectively. In Fig. 2.8, PU is set to be 2000 kWh for all the time slots.

The elastic load power is bounded in 2000 kWh in the figure. Meanwhile, the reference level

is increased correspondingly to adopt all the power budget in the three days. Furthermore,

Fig. 2.9 shows the performance comparison between the allocated power demand without

PG and the allocated power demand with PG. Figs. 2.9(a) and 2.9(c) depict the elastic

load power in the group view within 5 hours. Figs. 2.9(b) and 2.9(d) show the overall power

demand profile for a day. The group upper bound PG in Group 4 is set to be 600 kWh for

the whole day in Figs. 2.9(c) and (d), while power constraints are set to be large enough

in Figs. 2.9(a) and (b). From the figure, the elastic load power in Group 4 is bounded
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Figure 2.8: Power consumption of inelastic, elastic, and total loads, where PU is 2000 kWh.

under 600 kWh, and the elastic load in other groups is adjusted correspondingly to reach

the overall reference level in Fig. 2.9(c). The overall load balancing with the finite upper

bound PG has not been influenced comparing with the case without PG.

2.6 Chapter Summary

In this chapter, offline load balancing for the smart grid is introduced with the centralized

manner. The water-filling approach is applied as a fundamental concept for the proposed

load balancing solution. Then, a three-dimension power allocation model is presented in the

chapter, which includes the tiers of time slots, groups, and users. To simplify the proposed

model, the 3-D problem is split to a few 2-D power allocation problems in the three layers, and

GWF approach is utilized as the optimization tool to shape the elastic load power for each

layer. The basic load allocation (BLA) projection is proposed to deal with the 2-D problem,

and offline elastic load power allocation (ELPA) algorithm is developed from BLA to allocate
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Figure 2.9: (a) Elastic load power consumption in group view, where PG is infinity in five
hours, 30 minutes in a time slot. (b) The power consumption of inelastic, elastic, and total
loads, where PG is infinity in a day. Legend is the same as Fig. 2.6. (c) Elastic load power
consumption in group view, where Group 4 PG is bounded in 600 kWh in five hours, 30
minutes in a time slot. (d) The power consumption of inelastic, elastic, and total loads,
where Group 4 PG is bounded in 600 kWh in a day. Legend is the same as Fig. 2.6.

power in the 3-D model. Simulation results show the improvement regarding the fluctuation

reduction under the appropriate power constraints as expected, and the optimality of the

proposed solution is proofed. In this chapter, the water-filling approach, as a well-known

optimization tool for the wireless communication network, is explored in the area of smart

grid. The objective for load balancing problem is established as the fundamental work for

further discussion.

28



Chapter 3

Dynamic Centralized Load Balancing

Implementation

According to the framework of the offline load balancing scheme, a real-time centralized elas-

tic load allocation implementation is discussed in this chapter. The future load information

is no longer available for load balancing algorithm. Two fundamental problems are high-

lighted in the online scheme: how to define the reference level to accommodate with current

load budget, and how to organize the elastic load to balance the loads without losing user’s

satisfaction. In this chapter, the online network structure is presented. Two algorithms

are proposed in the following: Online Elastic Load Power Allocation (OELPA) scheme and

Computation Efficient Online Elastic Load Allocation (EOELPA) approach. Furthermore,

related simulation results are presented to verify the performance of the proposed algorithms.
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3.1 System Model for Online Approach

3.1.1 Network Structure

Unlike the offline scenario which requires one-way elastic allocation from the smart grid op-

erator to the users, the elastic load allocation in real-time needs full communication among

smart grid operator, groups, and users. Fig. 3.1 presents the power distribution and com-

munication model for the online centralized load balancing problem. There are two parts

in the centralized load balancing network: the electric connection and the communication

connection. The electric connection denotes the power line to distribute the power from the

energy distributor to the users. The communication network is connected to all nodes in

each level in order to control the power demand. Multiple communication protocols can be

utilized to establish the centralized load management, such as power line communication

and Internet of Things (IoT).

The same as the offline case, there are three levels in the system: the energy distributor,

groups, and users. Corresponding constraints are applied to protect transformers in each

level. Unlike the offline case, the reference level is dynamically adjusted according to the

elastic load budget and power history in real-time. The reference level is a vector L regarding

the time in the online approach, rather than a fixed number in the offline case. To establish

the online reference level adjustment, firstly, the smart grid operator evaluates the reference

level for the time slot k, Lk, from the load profile of previous N time slots. Fig. 3.2(a)

shows the moving window model for the online approach. In the current time slot k, the

reference level Lk+1 is determined by the demand history for time slots from k− (N − 1) to

k. The window length N influences the load balancing performance as follows: If the length

is small, the reference level tends to stay on the unscheduled power profile. Otherwise, with

a large number of N , the reference level fluctuation will be smaller, but the real-time power

budget may not be accommodated. After the reference level Lk is defined, the smart grid

operator computes the strategy to balance the load and guides the energy distributor to
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Figure 3.1: Network model for the centralized load balancing problem.

distribute the energy by corresponding load balancing result. In this step, the upper bound

PUk is considered to protect the transformer for the whole system. Furthermore, the smart

grid operator balances the elastic load among groups with constraint PG according to the

reference level Lk. Then the front-end of the group allocates the elastic load power for users

in its group with the bound P . Meanwhile, the updated load information is gathered from

smart meters in the user ends, and the information will be shared with groups and the smart

grid operator to evaluate the reference level for next cycle referring to the power profile

history and the real demand pattern.

With the network structure proposed in the previous paragraph, the communication

cycle and load balancing algorithm will be applied in each time slots. Centralized demand
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management in a large-scale power grid will bring the heavy burden of the computation

and communication in the system. The computation efficient online algorithm with lower

computational complexity is implemented to reduce the computational complexity in the

real-time power allocation. To reduce the computation, elastic load power for a period is

allocated once. Fig. 3.2(b) shows the moving window model for determining the reference

level in the computation efficient online algorithm. The inelastic load power for future m

slots are predicted from the window of [k −N + 1, k]. Then, the reference level for m time

slots is predicted once by the previous power history from k +m− (N − 1) to k. After the

reference level for m slots is determined, the new moving window is established to solve the

load balancing solution for future m slots, which contains the past window N1 and future

window N2. The window N1 is the slots from k + m − (N − 1) to k, and N2 is k + 1 to

k + m. The power allocation in m slots will be analyzed once. After m time slots elapsed,

the load information in windows N1 and N2 is evaluated to predict the inelastic power for

next m time slots.
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3.1.2 Problem Formulation

The objective function for the dynamic load balancing approach is presented as follows:

minR

∑
k∈N

[
I∑
i=1

∑
j∈χi

(Ak,j +Rk,j)− Lk
]2

subject to 0 ≤ Rk,j ≤ Pk,j, j = 1, ..., J, ∀k;
∑
j∈χi

Rk,j ≤ PGk,i, ∀i, k;

J∑
j=1

Rk,j ≤ PUk, ∀k;

PSmin ≤
K∑
k=1

J∑
j=1

Rk,j ≤
K∑
k=1

PSk.

(3.1)

The same as the objective function (2.8) of the offline case, the fluctuation is minimized by

reducing the deviation of the overall demand from the reference level. However, different

from the offline case, the reference level is a time-varying variable. The term PSk is the

overall elastic load budget in the kth time slot. The scheduled elastic load power should not

over than the overall elastic budget in the past slots. The lower bound PSmin is the minimum

elastic load power to be scheduled in the period from 1 to K. In this study, it is assumed

that the tolerance for the elastic load delay is high enough, i.e., PSmin = 0.

3.2 Online Elastic Load Power Allocation

To optimize the objective function (3.1), the reference level should be determined at first.

Algorithm 3 is proposed to predict the reference level for the next time slot. Acck is the

elastic load power budget which is not scheduled yet. The variable ∆ is determined to

evaluate the difference between the current reference level and the overall load power in the

kth time slot. The reference level adjustment procedures are shown in Line 3 to Line 9.

The two parameters, ε and ξ, are the tolerance for the variables ∆ and Acck respectively,

which are determined by the smart grid operator. If Acck or ∆ can not satisfy the tolerance,
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the new reference level will be defined by getting the average of power demand in the past

time window N and the current elastic power budget Acck, which is shown in Lines 4 to 6.

Otherwise, the reference level will keep as the previous reference level. With small tolerance

ε and ξ, the reference level will frequently be adjusted. While with large tolerance ε and ξ,

the reference level adjustment steps will be skipped, while the performance will be influenced

since the reference level may not accommodate the current power budget.

Algorithm 3 Reference Level Adjustment

Input: Inelastic and elastic load consumption An,j and Rn,j where n ∈ [k-N+1, k], Lk, and
Acck−1.

Output: Lk+1.
1: Acck = Acck−1 + PSk -

∑I
i=1

∑
j∈χi Rk,j.

2: ∆ = [Lk − (
∑I

i=1

∑
j∈χi Rk,j +

∑I
i=1

∑
j∈χi Ak,j)]

2.
3: if ∆ ≥ ε or Acck ≥ ξ then
4: PT =

∑k
n=k−N+1

∑I
i=1

∑
j∈χi Rn,j + Acck.

5: B =
∑k

n=k−N+1

∑I
i=1

∑
j∈χi An,j.

6: Lk+1 = 1
N

(PT + B).
7: else
8: Lk+1 = Lk.
9: end if

With the reference level adjustment algorithm, the online elastic power load allocation

(OELPA) algorithm is proposed in Algorithm 4. The same as Algorithm 2, there are three

levels elastic power allocation in OELPA: the entire grid, groups, and users. However, the

elastic load power for the grid, Sk, is obtained from the reference level given by the previous

loop and the inelastic load for the system in the kth time slot, which is shown in Line 1

of Algorithm 4. The constraint PUk will substitute Sk if the elastic load power violates

the constraint. Line 5 and Line 6 present the elastic load power allocation at the group

level and the user level respectively, which is the same as Lines 3 and 4 in ELPA algorithm.

Afterwards, the reference level adjustment algorithm is called for evaluating the reference

level for the next time slot. The moving window moves forward by one time slot as well.

OELPA algorithm allocates the elastic load power in each time slot. When the future load
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information is unknown or predicted unreliably, the algorithm offers an online solution to

schedule the elastic load in the real-time with the adjustable reference level, while the offline

ELPA can not achieve the objective for the fixed reference level.

Algorithm 4 Online Elastic Load Allocation Algorithm (OELPA)

Input: Inelastic load consumption Ak,j, PUk, PGk,i, and Pk,j at time k, where user j = 1,
..., J , group i = 1, ..., I, and window size N .

Output: Elastic load allocation at time k, Rk,j.

1: Sk = Lk -
∑J

j=1Ak,j, where Lk is obtained from the previous loop.
2: if Sk ≥ PUK then
3: Sk = PUK .
4: end if
5: {Ri}Ii=1= BLA({∑j∈χi Ak,j}Ii=1, {PGk,i}Ii=1, Sk).
6: {Rk,j}j∈χi= BLA({Ak,j}j∈χi , {Pk.j}j∈χi , Ri ).
7: Run reference level adjustment algorithm.
8: Move to next time slot k+1. Back to step 1.

3.3 Computation Efficient Online Approach

In OELPA algorithm, load balancing algorithm is applied for every time slot with small

tolerance, ε and ξ. However, to ensure the reference level accommodating the real-time

grid information, ε and ξ should be set as small as possible, which increases the volume of

computation in the large-scale system. Then the computation efficient online elastic load

allocation (EOELPA) approach is proposed in Algorithm 5. The computation is reduced by

generating the elastic load allocation for future multiple time slots. The computation for the

central controller could be reduced by less load allocation process. Compared with OELPA,

EOELPA allows that the central controller communicates with other nodes and generates

elastic load allocation once every m time slots.

Line 1 to Line 3 shows the inelastic load prediction process. Referring to the moving

window model in Fig. 3.2(b), first, the inelastic load power in the past window, Ak−N+1,j

to Ak,j, is fitted into the cubic spline to predict the inelastic load power, Âk+1,j to Âk+m,j,
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Algorithm 5 Computation Efficient Online Elastic Load Allocation Algorithm (EOELPA)

Input: Inelastic load consumption A in the past window [k − N + 1, k], PU, PG, and P
at future m slots, for all users j = 1, ..., J , groups i = 1, ..., I.

Output: Elastic load allocation R for future m time slots.
1: Fit inelastic load consumption An,j to cubic spline, where n ∈ [k −N + 1, k].

2: Predict inelastic load consumption Ân2,j by previous spline, where n2 ∈ [k + 1, k +m].
3: Window moves from [k − N + 1: k] to [k + m − N + 1: k + m], where N1 is the past

part in the window, N2 is the future part in the window. N1 = [k +m−N + 1: k], N2

= [k + 1: k +m].
4: Compute LN2 at time k by Algorithm 6.

5: SN2 = LN2 -
∑J

j=1 ÂN2,j.
6: if SN2 ≥ PUN2 then
7: SN2 = PUN2 .
8: end if
9: {Ri}Ii=1 = BLA({∑j∈χi Ân2,j}Ii=1, {PGn2,i}Ii=1, SN2).

10: {Rn2,j}j∈χi= BLA({Ân2,j}j∈χi , {Pn2.j}j∈χi , Ri ).
11: Back to step 1 after m time slots are elapsed.

for the future window N2. The parameter, m, denotes the future window length influencing

the prediction accuracy and the computation load. With the longer future window length,

the computation load is reduced, but the accuracy is decreased for the uncertain prediction.

Otherwise, the prediction accuracy is increased with the shorter future window length, but

the computation load is close to OELPA approach. After the future information is predicted,

the window will move forward by m slots, where N1 is the time slots set for the past window,

and N2 is the time slots set for the future window.

Line 4 calls the corresponding reference level prediction algorithm proposed in Algorithm

6. With the same scheme of Algorithm 3, the reference level is predicted by the load informa-

tion history and the elastic load power budget which has not been satisfied yet. However, the

reference level for multiple slots is predicted once, while Algorithm 3 only predicts reference

level for a time slot. Afterwards, the elastic load for future m time slots can be scheduled by

the water-filling approach in three levels from Lines 5 to 10. After m time slots elapsed, the

moving window will move forward for the next m slots to proceed the allocation repeatly.
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Algorithm 6 Reference Level Prediction Algorithm

Input: Inelastic and elastic load consumption An1,j and Rn2,j where n1 ∈ N1, predicted

inelastic load consumption Ân2,j where n2 ∈ N2, the elastic load demand PS in past m
slot and Acck−m.

Output: LN2 .
1: Acck = Acck−m +

∑k
n=k−m+1 PSn -

∑k
n=k−m+1

∑J
j=1 Rn,j.

2: PT =
∑

n1∈N1

∑J
j=1Rn1,j + Acck.

3: LN2 = 1
N

(PT +
∑

n1∈N1

∑J
j=1 An1,j +

∑
n2∈N2

∑J
j=1 Ân2,j).

Compared with the OELPA algorithm, EOELPA algorithm reduces the computation

burden by 1/m of the computation load in OELPA since the elastic power is allocated once for

every m time slots in EOELPA. The communication network cycle in Fig. 3.1 only exchanges

the information once for m time slots with EOELPA algorithm, while every node has to

stay online to transmit the information by each time slot in OELPA algorithm. From the

comparison above, EOELPA shows the advantage on the reducing computation complexity.

However, in the term of the accuracy regarding the prediction and accommodation with the

real-time grid information, OELPA is expected to have less power fluctuation than EOELPA

due to the uncertainties of the prediction in EOELPA. Therefore, EOELPA is fit for the large

scale network or communication limitation network, while OELPA is preferred in the system

requiring less fluctuation for the dynamic power analysis.

3.4 Performance Evaluation

In this section, the performance of the online elastic load power allocation scheme (OELPA)

and the computation efficient OELPA (EOELPA) is evaluated by comparing the unsched-

uled power demand. The load model is the same as the offline power allocation, but the

future energy demand is unknown. The parameter setting for OELPA algorithm is following:

the window size N is 24 hours; the parameters ε and ξ are set as 30 kWh and 100 kWh

respectively.
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Fig. 3.3 illustrates the performance of OELPA algorithm for five consecutive days. The

load budget in Fig. 3.3(a) is identical in these five days. The overall power fluctuation in the

proposed algorithm is reduced significantly compared with the unscheduled case. As shown

in Table 3.1, the standard deviation is reduced from 1603 to 154 by the proposed method.

Unlike the offline case, the reference level is a time-varying vector rather than a parameter.

In the case with the identical power budget, the reference level is maintained in horizontal.

The flattened reference level brings the fluctuation reduction: the standard deviation of the

reference level is 57.09, and the overall power demand scheduled by the proposed algorithm

follows the reference level closely. The elastic load power fills the demand valley and shaves

the demand peak in real-time by adapting the reference level dynamically.

Furthermore, the load budget is adjusted to present dynamic load balancing with different

power behaviours. In Fig. 3.3(b), the power budget is increased in five days. The load model

is the same as the case with identical power budget, but the probability of operating power

loads is growing in the five days. In the unscheduled case, the power budget growth is

shown in the increasing peak value. By the proposed OELPA algorithm, the reference level

is increased correspondingly to accommodate the accelerating power budget. The reference

level is growing from 2742 kWh to 3572 kWh. The overall demand by the proposed algorithm

is getting close to the reference level. The power demand is flattened by the proposed

algorithm with adopting the increasing power budget. Comparing to the unscheduled power

demand, the standard deviation for OELPA is reduced from 1503 to 258 as shown in Table

3.1. The allocation result with decreasing power budget in five days is presented in Fig.

3.3(c). The reference level is descending from 3971 to 3023 kWh to fit the decreasing power

budget. The same as Figs. 3.3(a) and (b), the smoothed reference level leads the overall

power fluctuation reduction. The power fluctuation is reduced from 1522 to 379 in standard

deviation. From the performances shown in Fig. 3.3, the dynamic reference level is able

to accommodate the current power budget in real-time without future load information.

The moving window provides the solution to generate the dynamic reference level. By the
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Figure 3.3: Overall power consumption scheduled by OELPA and unscheduled power con-
sumption for 5 days. (a) With same load budget. (b) Load budget increasing. (c) Load
budget descending.

predicted reference level, the OELPA algorithm reduces overall power fluctuation in the

real-time without the future power demand knowledge.

The performance of the computation reduced online elastic load allocation (EOELPA)

algorithm is presented in Fig. 3.4. The overall power demand with EOELPA algorithm is

compared with the overall power demand scheduled by OELPA algorithm. Similar to the
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Figure 3.4: Power consumption of overall loads scheduled by EOELPA and OELPA for 5
days. (a) With same load budget. (b) Load budget increasing. (c) Load budget descending.

simulation model in Fig. 3.4, the simulation is run for five days, and three scenarios are

considered: the elastic load allocation for the identical power budget, the ascending power

budget, and the descending power budget. The inelastic load power in the past window is

fit into a set of cubic polynomials. Then the inelastic load demand for the next m time slots

is predicted by cubic spline extrapolation. The elastic load power for future m time slots

is generated by EOELPA algorithm in every m time slots. In the simulation results shown

in Fig. 3.4, the future window length m is 3. The smart grid operator gathers the load

information and predicts the reference level for next three time slots in a communication
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cycle. Then the smart grid operator stays in offline until the three time slots elapsed.

The figure shows that there is more fluctuation in EOELPA results comparing the OELPA

results since the prediction accuracy influences the performance of EOELPA while there is no

prediction factor in OELPA algorithm. Although the results of EOELPA show more ripples,

the demand fluctuation is still reduced significantly compared the unscheduled demand as

well. As shown in Table 3.1, the standard deviation of EOELPA is 1/4 of the results from

the unscheduled case. Nevertheless, the reference level adjustment inEOELPA also enables

adapting the dynamic demand budget as OELPA, and the computation of EOELPA is

reduced to 1/m of the computation in OELPA.

Table 3.1: Standard Deviation of Overall Power Consumption in 5 Consecutive Days (Fig.
3.3 and 3.4).

Loads Demand OELPA EOELPA Unscheduled
Identical (a) 154 241 1603

Ascending (b) 258 395 1503
Descending (c) 379 351 1522

From the results in Fig. 3.4, with increasing the parameter m, the computation and

the communication burden can be reduced by the longer period for power prediction and

allocation. However, the load balancing performance is influenced by the length of the pre-

dicted time slots. Fig. 3.5 shows the impact of various m selection to the performance of

EOELPA. With m increasing, the standard deviation of the overall power demand allocated

by EOELPA is growing correspondingly, while EOELPA still reduces the power fluctuation

significantly compared with the unscheduled case. From above simulation results, OELPA

can be utilized in the system requiring the smooth power demand since it has better per-

formance on balancing loads. EOELPA is more preferred in the large-scale system with

accepting appropriate tolerance on the power fluctuation.
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Figure 3.5: Standard deviation vs. parameter m for unscheduled, OELPA, and EOELPA
schemes.

3.5 Chapter Summary

This chapter solves the problem of load balancing without the knowledge of future load

information. The communication cycle is introduced first for establishing a dynamic load

allocation environment. The objective for dynamic load balancing is proposed based on the

offline problem. The corresponding power allocation procedures are introduced as online

elastic load power allocation (OELPA) algorithm. With OELPA, the elastic load power

can be allocated to minimize the power fluctuation in real-time. The reference level can

be adjusted by the current power budget and flattened by previous energy information.

The power fluctuation is minimized by dynamic reference level adjustment for each time

slot. Furthermore, computation efficient online elastic load allocation algorithm (EOELPA)

is proposed to reduce the communication and computation burden from OELPA. Unlike

OELPA adjusting the reference level in each time slot, EOELPA enables to modify the

reference level and allocates elastic load power for future multiple time slots. Corresponding

simulation results are investigated. The improvement of the proposed algorithms is presented
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by comparing the power demand fluctuation with the unscheduled case. In summary, two

effective power allocation schemes are discussed in this chapter when the power prediction

is not reliable. OELPA provides the proper elastic load allocation scheme to balance power

loads in real-time, and EOELPA developed from ELPA to allocate power demand in the

large-scale system with a computation efficient manner.
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Chapter 4

Decentralized Load Balancing by EV

Fleets

In previous chapters, centralized demand management schemes are discussed to achieve load

balancing with the assumption that elastic loads are sufficient enough to fill the valleys and

cut the demand peaks for the entire system. However, the elastic power in some distribution

sub-networks may be insufficient to balance the loads inside the sub-networks. Fig. 4.1 illus-

trates the power profile for a resident unit, a retail unit, and an industrial unit respectively,

in a day [2]. From the figure, it can be seen that distribution sub-networks with different

composition of user types show various electricity load profiles. For example, the demand

peak occurs in the evening for some sub-networks where residential units are dominant over

other user types, while the power demand is high for the whole day in sub-networks located

in central business districts [36]. Therefore, in this chapter, the decentralized power allo-

cation scheme is proposed to balance the power load in the level of sub-networks. Due to

mobility and charging elasticity of EVs, EV fleets among neighbouring sub-networks could

serve as circulating elastic loads across sub-networks when other elastic loads in some sub-

networks are not enough for balancing the load therein. In this chapter, we assume that EV

can fleet among neighbouring sub-networks without any power loss. The proposed approach
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achieves decentralized load balancing in two steps. Firstly, the optimal load power allocation

is calculated via Proximal Jacobian ADMM technique. Two scenarios are discussed in this

step: Firstly, the basic decentralized EV power balancing scheme is introduced for the offline

power allocation. All EVs are available to be scheduled for charging starting from the first

time slot, and the optimal EV power allocation is calculated once for each period with K

time slots. Secondly, the dynamic decentralized EV power allocation scheme is proposed

as an online solution to find the optimal power allocation in real-time. After the power

allocation results are obtained by the offline or the real-time power allocation optimization,

a random access scheme is proposed as the second step to schedule the charging of EV units

to implement the optimal power allocation result obtained in the first step. Randomness is

introduced in the proposed EV charging scheme in order to ensure that: 1) actual charging

power to EV units is as close as possible to the optimal EV power allocation result obtained;

2) fairness is achieved among all PHEVs requesting to be charged in the system. Table 4.1

is a list of the variables used in analysis of the decentralized load balancing problem.
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Figure 4.1: Power profile for (a) a residential unit, (b) a retail unit, and (c) an industrial
unit in a month with power base [kWh/(24*30)] [2].
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Table 4.1: List of variables for centralized load balancing
Group Variable Meaning
Index Group k index of time slots, for k = 1, ..., K.

g index of charging stations, for g = 1, ..., G.
e index of EV units, for e = 1, ..., E.

χg
the set of EVs requesting to be charged in sub-network g for basic EV power
allocation.

χg,k
the set of EVs requesting to be charged in sub-network g at time k for
dynamic EV power allocation.

Load Group A
the base load power. The (g,k)th element, Ag,k, denotes the base load power of
sub-network g at time k.

V
the power of EVs in the station. The (g,k)th element, Vg,k, denotes EV
load power of sub-network g at time k.

Q
the power of newly EVs arriving the station. The (g,k)th element, Qg,k,
denotes newly arriving EV load power of sub-network g at time k.

r
the flowing energy or power by EV fleeting. For basic EV power
allocation, rg,h is EV fleeting energy from station g to h. For dynamic EV
power allocation, rg,h,k is EV fleeting power from station g to h at time k.

PO

EV energy or power shifted out from a station. For basic EV power
allocation, POg denotes the EV energy shifted out from a station g. For
dynamic EV power allocation, POg,k denotes the EV power shifted out
from station g at time k.

PI

EV energy or power shifted into a station. For basic EV power allocation,
PIg denotes the EV energy shifted into a station g. For dynamic EV
power allocation, PIg,k denotes the EV power shifted into station g at
time k.

Constraint Group PG
the upper bound of allocated EV power is denoted. The (g,k)th element,
PGg,k, denotes EV power upper bound for the gth sub-network at time k.

BI
the maximum EV energy from other stations. The gth element, BIg, the
maximum EV energy from other stations for station g.

Vp
the lower bound for EV power allocation in the charging station. The
(g,k)th element, V pg,k, denotes EV power lower bound for the gth
sub-network at time k.

EV Parameter Pc charging power for an EV.
Tce the charging time for EV e.
Tmine minimum charging time for EV e.
SOCe state of charge for EV e.
Be the battery capacity for EV e.

Reference Level
Group

L
reference level. For basic EV power allocation, Lg denotes the
reference level for station g. For dynamic EV power allocation, Lg,k

denotes the reference value for station g at time k.
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4.1 Overview of ADMM

ADMM is a powerful optimization tool for distributed convex optimizations [52–54]. It

splits a large global optimization problem into multiple smaller local subproblems. ADMM

combines the advantage of decomposition, which enables distributed and parallel optimiza-

tion, and augmented Lagrangian method, which guarantees convergence under mild condi-

tions [52]. The following problem is introduced to illustrate ADMM:

min{x,z} f(x) + g(z)

subject to ax+ bz = c,
(4.1)

where f and g are closed proper convex functions. Also, x ∈ Rn, z ∈ Rm, a ∈ Rp×n, and

b ∈ Rp×m. The augmented Lagrangian for the problem (4.1) is shown as the (4.2), where

the quadratic penalty of constraint is added on top of the Lagrangian:

Lρ(x, z, y) = f(x) + g(z) + yT (ax+ bz − c) + (ρ/2)||ax+ bz − c||22. (4.2)

where ρ > 0. ADMM finds the solution in an iterative process which treats f(x) and g(z)

separately. The multiplier y is updated by the dual ascent method. The update of primal

and dual variables in the iterative process is given as follows:

xk+1 = argminxLρ(x, zk, yk), (4.3a)

zk+1 = argminzLρ(xk+1, z, yk), (4.3b)

yk+1 = yk + ρ(axk+1 + bzk+1 − c). (4.3c)
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Alternatively, an equivalent scaled form is outlined below. It is a convenient form in which

linear and quadratic terms are combined together:

xk+1 = argminxf(x) + (ρ/2)||ax+ bzk − c+ uk||22, (4.4a)

zk+1 = argminzg(z) + (ρ/2)||axk+1 + bz − c+ uk||22, (4.4b)

uk+1 = uk + ρ(axk+1 + bzk+1 − c), (4.4c)

where u = y/ρ.

From the above example, it can be seen that ADMM technique can optimize the prob-

lem by optimizing variables x and z , connected through the dual variable y, separately.

Therefore, ADMM is a suitable tool for finding the optimal solution of the block-separable

objective function in a distributed manner. The conventional ADMM technique shown in

the problem (4.1) solves the problem with two blocks, where each block corresponds to a

function in the form of f and g. However, the conventional ADMM technique may not con-

verge for the multi-blocks problem when the number of blocks is larger than two unless the

objective function for each block satisfies extra conditions such as strong convexity [53, 55].

Proximal Jacobian ADMM technique proposed in [53] splits the muti-blocks problem into

multiple subproblems. However, compared with the conventional ADMM technique, the

proximal term τ
2
||xi − xki ||2 is added in Proximal Jacobian ADMM algorithm to guarantee

strict convexity. As a result, it is shown that Proximal Jacobian ADMM method converges

under much milder conditions.

The proposed work utilizes Proximal Jacobian ADMM technique to ensure stable conver-

gence since multiple subproblems, one for each charging station, are considered in this work.

With Proximal Jacobian ADMM, the convergence rate can be reduced to o(1/k) rather than

the convergence rate of O(1/k) in the conventional ADMM [53], where k denotes the itera-

tion number. The detailed procedures are shown using the following optimization problem
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with N function blocks as an example:

minx

∑N
i=1 fi(xi)

subject to
∑N

i=1Aixi = N · c.
(4.5)

To simplify the notation, the constraint in (4.5) can be converted to Ax = c, where Ax =

1
N

∑N
i=1 Aixi. Then, by Proximal Jacobian ADMM technique, the global optimization (4.5)

can be split into local optimization problems:





xk+1
i = argminxifi(xi) + (ρ/2)||Aixi − c− (Aix

k − Axk) + uk||22 + τ
2
||xi − xki ||2,

Ax
k+1

= 1
N

∑N
i=1 Aix

k+1
i ,

uk+1 = uk + (Ax
k+1 − c).

(4.6)

Using the above solution, each variable xi can be updated given the current value of xi and

the current value of the mean Ax. This facilitates a distributed update of variables. The

mean Ax is considered as the global information, which converges to c as the local variables

coverage to the optimal solution. The algorithm allows parallel computation in optimizing

the global objective which is separable and thereby reduces information exchange overhead.

4.2 System Model

Fig. 4.2 shows the grid model for the proposed decentralized load balancing problem. The

system is divided into multiple zones in the power grid, each with a bus in its area. In

total, there are G neighbouring zones or buses. To simplify the system model, it is assumed

that there is one charging station in each sub-network. The charging station is responsible

for gathering the local information and communicate with the coordinator for uploading

local results and obtaining results from other sub-networks. Unlike the centralized power

allocation scheme in Chapter 3, in which a smart grid operator gathers and computes the
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load balancing strategy for all users, a coordinator gathers and shares information among the

charging stations in all sub-networks in the decentralized scenario. However, the computation

of optimal power allocation strategy is performed by each sub-network instead of by the

operator. As will be shown in the rest of this chapter, load balancing in the entire system

can be achieved by parallel local optimization processes.

Charging 
Station 1

Bus 1

Charging 
Station 2

Bus 2

Charging 
Station 3

Bus 3

Charging 
Station 4

Bus 4

Zone 1

Zone 3

Zone 2

Zone 4
C

C Coordinator EV Fleeting

Communication Connection Power Connection

Figure 4.2: System model for EV charging in neighbouring charging stations.

The decentralized load balancing approach is divided into two phases: First, a power

allocation optimization phase calculates the optimal EV power for balancing loads among

sub-networks. In this phase, the optimal EV power allocated inside the sub-networks and

EV power flowing across sub-networks are determined. Second, EV units are scheduled by

a randomized charging scheme in order to implement the optimal power allocation derived

from the optimization phase. Two scenarios are considered for the first phase, i.e., the basic

(offline) scenario and the dynamic (real-time) scenario. It is assumed that EV fleeting will

not cause extra cost on EV users and charging stations in either scenario. In the basic
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decentralized scenario, all EVs are available to start charging from the first time slot and

can expect to be fully charged during the period of [1, K]. All base load information is

known for power allocation. In contrast, in the dynamic scenario, EVs arrive at charging

stations dynamically with different charging time requirements. Load information in the

future information is unknown and the charging strategy determined in previous time slots

can not be changed.

When an EV arrives at a zone g, the EV sends a charging request to the local charging

station. The charging station will determine whether it should accept the request or transfer

the request to another charging station.The decision is made based on the power allocation

optimization solution. Once the charging station accepts the EV, the EV will start charging

and stay at the station until the battery is fully charged. The charging power for an EV

is constant over time, which is denoted by Pc. The charging start time and leaving time

are parameters defined by the EV users under the assumption that the duration of charging

is long enough to fully charge the battery. The time length from current time slot to the

slot when EV e leaves is Tce. After EV e plugged into the system, the charging station will

evaluate the EV’s state of charge SOCe. The battery capacity for EV e is denoted as Be.

Then the minimum charging time can be determined by the following equation:

Tmine =

⌈
(1− SOCe)Be

Pc

⌉
. (4.7)

Since the total charging time defined by the user is sufficient to be fully charged, in the

first time slot when the EV e plugged in, the rest of charging time Tce is no less than the

minimum charging time Tmine , i.e., Tce ≥ Tmine . Comparing the time length between Tce

and Tmine , the charging scheme should consider two different cases. If Tce > Tmine , EV e

has flexibility on charging scheduling (i.e., its charging could be interrupted or delayed by

at least one time slot). Otherwise, i.e., Tce = Tmine , EV e has to be charged without being

interrupted to ensure that it can be fully charged before the vehicle leaves. For the offline
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power allocation scheme, the initial power requested to be charged is the same for all EVs.

In the following two sections, we first introduce the decentralized EV power allocation for

the offline scenario and real-time scenario, respectively, and then propose an EV scheduling

scheme for implementing the optimal power allocation obtained in these two scenarios.

4.3 Decentralized EV Power Allocation Optimization

Schemes

In this section, two power allocation schemes are introduced to solve the decentralized load

balancing problem with EV power being the elastic load. First, a basic decentralized EV

power allocation scheme is presented to achieve load balancing in the offline scenario, in

which the power allocation is optimized once for every duration with K time slots. The base

load profiles for all sub-networks are assumed to be fully known. Second, to accommodate

dynamic EV load arrivals and various EVs charging time requirements, a dynamic decen-

tralized EV power allocation scheme is proposed by extending the optimization problem

from the basic decentralized EV power allocation methodology. With the proposed dynamic

scheme, load balancing among all sub-networks is realized by taking into consideration of

the charging requirements in real-time.
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4.3.1 Basic Decentralized EV Power Allocation

The objective function of the basic decentralized EV power allocation is shown in the fol-

lowing optimization problem:

min{V ,L,r}

K∑

k=1

G∑

g=1

[(Ag,k + Vg,k)− Lg]2 (4.8a)

subject to
K∑

k=1

Vg,k =
∑

e∈χg

PcTmine −
G∑

h=1

rg,h +
G∑

h=1

rh,g,∀g ∈ [1, G], (4.8b)

G∑

h=1

rg,h ≤
∑

e∈χg

PcTmine ,∀g ∈ [1, G], (4.8c)

G∑

h=1

rh,g ≤ BIg,∀g ∈ [1, G], (4.8d)




rg,h = 0, when g = h,

rg,h ≥ 0, when g 6= h,
(4.8e)

0 ≤ Vg,k ≤ PGg,k,∀g ∈ [1, G],∀k ∈ [1, K], (4.8f)

Lg ≥ 0,∀g ∈ [1, G], (4.8g)

where k and g represent the indexes of time slots and charging stations, respectively. The

variable Ag,k denotes the base load power, which is the power of all but EV loads, in sub-

network g and time slot k. The EV load power for sub-network g at time slot k is denoted

as Vg,k. The reference level for the sub-network g is a constant value Lg for time slots 1

to K. The term rg,h represents the EV energy flows from the charging station g to the

charging station h during the period [1, K] and is determined by the local station g. The set

χg is the set of EVs requesting to be charged in sub-network g in the time window [1, K].
∑

e∈χg PcTmine is the overall energy for EV charging requests in charging station g. The upper

bound of allocated EV power is denoted as PG, where PGg,k = min{NmgPc, P tg}. The
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term, Nmg, is the maximum number of EVs charging at station g, and Ptg is the maximum

EV power that the sub-network g can offer. The power flowing into any station should be

less than an upper bound BIg, the maximum EV energy from other stations that station g

can accommodate during the period [1, K]. To make sure the problem has a solution, the

following conditions should be met:

G∑

g=1

K∑

k=1

PGg,k ≥
G∑

g=1

∑

e∈χg

PcTmine , (4.9a)

G∑

g=1

BIg ≥ 0. (4.9b)

For the offline solution, load balancing for a period with length K (i.e., k ∈ [1, K]) is

studied. The charging station g will determine the variables of the allocated EV power Vg,k,

the EV flowing power rg,h for all h ∈ [1, G], and the reference level Lg by solving the opti-

mization problem. Similar to the centralized objective function in Eq. (2.8), the deviation

between the overall load and the reference level is expected to be minimized. However, differ-

ent from the centralized problem, the reference levels can be different for each sub-network,

and thus the deviation between the overall power and the reference level is minimized not

only for time slots but also for sub-networks in this scenario. EV power allocated to the

charging station, Vg,k, depends on three factors: overall requested EV charging power at the

station, EV power shifted out from the station, and EV power shifted into the station. To

simplify the model for the EV fleeting, the constraints (4.8b) to (4.8d) regarding the EV
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fleeting matrix r are rewritten as the following constraints:

K∑

k=1

Vg,k =
∑

e∈χg

PcTmine − POg + PIg,∀g ∈ [1, G], (4.10a)

POg =
G∑

h=1

rg,h,∀g ∈ [1, G], (4.10b)

PIg =
G∑

h=1

rh,g,∀g ∈ [1, G], (4.10c)

0 ≤ POg ≤
∑

e∈χg

PcTmine ,∀g ∈ [1, G], (4.10d)

0 ≤ PIg ≤ BIg,∀g ∈ [1, G], (4.10e)

where POg is the EV energy shifted out from station g in the period [1, K], and PIg is the

EV energy shifted into the station g in the period [1, K]. The energy flow, PIg and POg,

is realized by EV fleets across sub-networks and bounded as shown in (4.10d) and (4.10e).

Charging station g will optimize the EV energy that it shifts out to other stations for the

purpose of balancing the power loads in the whole system. The EV energy flowing out the

station, POg, corresponds to the EVs requested charging at station g but transferred to other

stations and thus should be less than the energy sufficient for accommodating all charging

requests at station g, i.e.,
∑

e∈χg PcTmine . The relationship between the energy flow from

EV fleeting and overall power allocated at station g is shown in (4.10a). The overall energy

flowing out from all G stations should be equal to the energy flowing into all stations, where
∑G

g=1 POg =
∑G

g=1 PIg. After summing up the constraint (4.8b) for all g, the constraint

(4.8b) or equivalently, (4.10a), the following equation can be obtained:

K∑

k=1

G∑

g=1

Vg,k =
G∑

g=1

∑

e∈χg

PcTmine . (4.11)
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The above equation requires that the overall power allocated for EV charging in the system

should be equal to the overall charging power requested by EVs at all stations.

The objective function is convex. However, due to some constraints, such as (4.8b),

the equation cannot be directly divided into subproblems for each charging station to solve

locally. Proximal Jacobian ADMM is applied here to solve this problem. Since Proximal

Jacobian ADMM methodology doesn’t allow inequality constraints, inequality constraints

(4.8e)-(4.8g), (4.10d) and (4.10e), are transformed into equivalent forms using auxiliary

variable z i, where i = 4, . . . , 8, and zi is used in the ith constraint. Denote the vector/matrix

of dual variables associated with the above eight constraints as U 1 to U 8, respectively, which

are defined as follows:

U c =





[Uc,1, Uc,2, . . . , Uc,G], , for c 6= 6 and c 6= 7,


Uc,1,1 Uc,1,2 . . . Uc,1,G

Uc,2,1 Uc,2,2 . . . Uc,2,G
...

...
. . .

...

Uc,G,1 Uc,G,2 . . . Uc,G,G




, for c = 6,




Uc,1,1 Uc,1,2 . . . Uc,1,K

Uc,2,1 Uc,2,2 . . . Uc,2,K
...

...
. . .

...

Uc,G,1 Uc,G,2 . . . Uc,G,K




, for c = 7,

(4.12)

where the index c = 1, . . . , 8. The augmented Lagrangian Γ(V,L, r,PO,PI, z,U) is sum-
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marized in the equation below:

Γ(V,L, r,PO,PI, z,U) =
K∑

k=1

G∑

g=1

[(Ag,k + Vg,k)− Lg]2

+
ρ

2

G∑

g=1

(Vg −
1

K

∑

e∈χg

PcTmine −
1

K
POg +

1

K
PIg + U1,g)

2 +
ρ

2

G∑

g=1

(
1

G
POg − ro + U2,g)

2

+
ρ

2

G∑

g=1

(
1

G
PIg − rin + U3,g)

2 +
ρ

2

G∑

g=1

(POg − z4,g + U4,g)
2 +

ρ

2

G∑

g=1

(PIg − z5,g + U5,g)
2

+
ρ

2

G∑

g=1

G∑

h=1

(rg,h − z6,g,h + U6,g,h)
2 +

ρ

2

G∑

g=1

K∑

k=1

(Vg,k − z7,g,k + U7,g,k)
2

+
ρ

2

G∑

g=1

(Lg − z8,g + U8,g)
2, (4.13)

where Vg = 1
K

∑K
k=1 Vg,k, ro = 1

G

∑G
h=1 rg,h, rin = 1

G

∑G
h=1 rh,g. The terms, ρ and τ , are the

parameters of Proximal Jacobian ADMM methodology.

The basic decentralized EV power allocation optimization by Proximal Jacobian ADMM

algorithm is shown in the Algorithm 7. The function ΠC(x) projects x into the subspace C.

After variable splitting, only rin and PI are the information not locally available to each sub-

network for solving its subproblems. Thus, the coordinator collects information from each

sub-network, calculates rin and PI, and shares these variables with each charging station.

In Algorithm 7, the EV power allocation Vg,k, the EV fleeting matrix rg,h, and the reference

level Lg can be determined locally by the charging station g without directly requesting

load information from other sub-networks. The computation complexity for Algorithm 7 is

analyzed as follows: in each iteration, all subproblems excepting (a) and (e) in Line 2 are

solved K times. For the subproblem (a), Vg,k is solved by each g and k in one iteration, and

thus will be executed for GK times. For the subproblem (e), it will be computed for G2

since the EV fleeting result is related to charging stations g and h.

Fig. 4.3 illustrates the algorithm processes for Algorithm 7. The example shown in Fig.
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Algorithm 7 Proximal Jacobian ADMM Algorithm for Solving (4.8a)-(4.10e)

1: Iteration i = 1. Initial the variables (V,L, r,PO,PI, z,U)0 = (0, 0, 0, 0, 0, 0, 0),
and Γ(V,L, r,PO,PI, z,U)0 = 0 at epoch k.

2: for Each bus g = 1 : N do . The step is done by charging stations in parallel.

(a) V i
g,k = argminVg,k [(Vg,k+Ag,k)−Li−1

g ]2 + ρ
2
(Vg

i−1−Vg,ki−1 +Vg,k− 1
K

∑
e∈χg PcTmine−

1
K
POi−1

g + 1
K
PI i−1

g + U i−1
1,g )2 + ρ

2
(Vg,k − zi−1

7,g,k + U i−1
7,g,k)

2 + τ
2
(Vg,k − V i−1

g,k )2, for ∀k.

(b) Vg
i

= 1
K

∑K
k=1 V

i
g,k, U

i
3,h = U i−1

3,h + ( 1
G
PI i−1

h − rini−1) for ∀h ∈ [1, G].

(c) POi
g = argminPOg

ρ
2
(Vg

i− 1
K

∑
e∈χg PcTmine − 1

K
POg + 1

K
PI i−1

g +U i−1
1,g )2 + ρ

2
( 1
G
POg−

ro
i−1 + U i−1

2,g )2 + ρ
2
(POg − zi−1

4,g + U i−1
4,g )2 + τ

2
(POg − POi−1

g )2.

(d) PI ig = argminPIg
ρ
2
(Vg

i − 1
K

∑
e∈χg PcTmine − 1

K
POi

g + 1
K
PIg + U i−1

1,g )2 + ρ
2
( 1
G
PIg −

rin
i−1 + U i

3,g)
2 + ρ

2
(PIg − zi−1

5,g + U i−1
5,g )2 + τ

2
(PIg − PI i−1

g )2.

(e) rig,h = argminrg,h
ρ
2
( 1
G
POi

g−roi−1−rg,hi−1+rg,h+U i−1
2,g )2+ ρ

2
( 1
G
PI i−1

h −rini−1−rg,hi−1+

rg,h + U i
3,h)

2 + ρ
2
(rg,h − zi−1

6,g,h + U i−1
6,g,h)

2 + τ
2
(rg,h − ri−1

g,h )2, for ∀h = 1...G.

(f) Lig = argminLg
∑K

k=1[(V i
g,k + Ag,k)− Lg]2 + ρ

2
(Lg − zi−1

8,g + U i−1
8,g )2 + τ

2
(Lg − Li−1

g )2.

(g) zi4,g=ΠC4(POi
g + U i−1

4,g ), U i
4,g = U i−1

4,g + (POi
g − zi4,g), where C4 = [0,

∑
e∈χg PcTmine ].

(h) zi5,g=ΠC5(PI ig + U i−1
5,g ), U i

5,g = U i−1
5,g + (PI ig − zi5,g), where C5 = [0, BIg].

(i) zi6,g,h=ΠC6(rig,h + U i−1
6,g,h), U

i
6,g,h = U i−1

6,g,h + (rig,h − zi6,g,h), where C6 = R+ when h 6= g.

(j) zi7,g,k=ΠC7(V i
g,k +U i−1

7,g,k), U
i
7,g,k = U i−1

7,g,k + (V i
g,k− zi7,g,k), where C7 = [0, PGg,k] for ∀k.

(k) zi8,g=ΠC8(Lig + U i−1
8,g ), U i

8,g = U i−1
8,g + (Lig − zi8,g), where C8 = R.

(l) U i
1,g = U i−1

1,g + (Vg
i − 1

K

∑
e∈χg PcTmine − 1

K
POi

g + 1
K
PI ig).

(m) ro
i = 1

G

∑
h r

i
g,h, U2,g = U i−1

2,g + ( 1
G
POi

g − roi).
3: end for
4: The coordinator gathers the overall power flowing into charging stations PIig and EV

fleeting power among stations rig,h. Then the coordinator distributes PIig and the average

of the power flowing into station g from other stations, rin
i = 1

G

∑
h r

i
h,g.

5: Find the result of Γi by Eq. (4.13).
6: Repeat (2)-(5) until |Γi − Γi−1| ≤ ξ.

4.3 is the power allocation for a station in the ith iteration. The EV energy from charging

requests at Station 2 is simply denoted as E2 in Fig. 4.3, where E2 = N2PcTmin. Charging

stations upload the variable PIg and rg,h to the coordinator (shown by the green dashed lines

with arrows) and obtain PI for others stations and rin from the coordinator (shown by the

red solid lines with arrows) in each iteration. The local power allocation Vg,k, the base load

information Ag,k, and the reference value Lg are local information to each sub-networks. In
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Figure 4.3: Illustration for Algorithm 7, where E2 =
∑

e∈χ2
PcTmine .

each iteration, load balancing is achieved locally considering the energy flowing among the

stations and the energy of EV charging requests at the station g. The valley of base load

Ag,k is filled by the EV energy from the accepted EV requests
∑

e∈χg PcTmine −POg and the

energy shifted to station g from other stations, i.e., PIg.

Load balancing among sub-networks and inside sub-networks is achieved simultaneously

by ADMM optimization. ADMM algorithm is directly fitted into the proposed problem,

which inherits the objective of the centralized approach for the proposed problem. In our

proposed optimization problem, the EV power allocation is constrained by overall EV energy
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in the system, as shown in (4.11) regardless of how EV energy flows inside the system. The

value of PIg represents EV energy from other sub-networks to balance the loads. Besides, all

sub-networks agree on the same EV fleeting matrix r at the output of their local optimization

process.

The basic EV power allocation can achieve the load balancing for every duration with

K time slots in a decentralized manner under the assumption that EVs are fully elastic

with the same power budget. However, the EV arrivals and charging time requirements may

vary depending on the EV status. Therefore, a real-time EV power allocation scheme is

introduced in the next section for achieving the load balancing with dynamic EV arrivals.

4.3.2 Dynamic Decentralized EV Power Allocation

In the dynamic EV power allocation scheme, we split EV power allocation at station g and

time slot k into two parts: the power for charging EVs arrived in slot k at station, denoted

as Qg,k, and the power for charging EVs arrived in previous time slots and yet to complete

charging, denoted as Vg,k. Furthermore, the power for charging EVs arrived in previous

time slots, Vg,k, concerns two cases: vehicles that have started charging may or may not be

disrupted depending on its Tce. Once EV e is scheduled to be charged, it will be charged

continuously by tc time slots. The term V pg,k represents the power necessary to be allocated

to vehicles that have already started charging and need to be charged without disruption

in order to complete their charging process in time. Therefore, Vg,k should be no less than

V pg,k. A real-time EV allocation for the dynamic EV fleeting is proposed in this subsection.
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The new objective function can be written as:

min{V ,Q ,L,r}

G∑

g=1

[(Vg,k + Ag,k +Qg,k)− Lg,k]2 + µ
G∑

g=1

(Lg,k − Lpreg,k)2 (4.14a)

subject to Qg,k =
∑

e∈χg,k

Pc +
G∑

h=1

rh,g,k −
G∑

h=1

rg,h,k, (4.14b)

G∑

h=1

rg,h,k ≤
∑

e∈χg,k

Pc, (4.14c)

G∑

h=1

rh,g,k ≤ BIg,k, (4.14d)




rg,h,k = 0, when g = h,

rg,h,k ≥ 0, when g 6= h,
(4.14e)

0 ≤ Qg,k + Vg,k ≤ PGg,k, (4.14f)

V pg,k ≤ Vg,k ≤ Ncg,kPc, (4.14g)

Qg,k ≥ 0, Lg,k ≥ 0, (4.14h)

where χg,k is the set of new EVs charging requests at station g and time slot k. The term

Lg,k denotes the reference level for the sub-network g in time slot k. Lpreg,k is obtained from

the power profile information in previous stages. In this work, Lpreg,k = 1
Tw

∑k−1
l=k−Tw(Vg,l +

Qg,l +Ag,l), where Tw is the time window length. The term, rg,h,k, represents the EV power

flowing out from station g to h in the kth time slot. The term Ncg,kPc is the maximum power

when all EVs plugged into the station are fully charged in the current time slot, where Ncg,k

is the number of the EVs that arrived at charging station g no later than time slot k − 1.

Similar to the online centralized load balancing problem, the reference level Lg for a

sub-network can be time-index dependent rather than a constant value to accommodate the

different EV power budget and the base load power in real-time. Meanwhile, EV power
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fleeting matrix, r , varies in different time slots due to the dynamic circulation of EVs as

well. In the main objective function, the first part minimizes the deviation of overall power

demand from the reference level in a time slot in the sub-network. Similar to the constraint

(4.8f), the overall EV power in a station in the kth slot, Qg,k plus Vg,k, should not exceed the

elastic load upper bound PGg,k. The power of newly accepted EVs Qg,k is related with the

power from EV charging requests in the sub-network and the power flow among the stations

in the current time slot. The power allocation of EVs already plugged in the station, Vg,k,

is bounded between V pg,k and Ncg,kPc. Similar to the offline case, the constraints regarding

EV fleeting are rewritten as EV power flow PI and PO , which are shown in following

equations:

Qg,k =
∑

e∈χg,k

Pc + PIg,k − POg,k, (4.15a)

POg,k =
G∑

h=1

rg,h,k, (4.15b)

PIg,k =
G∑

h=1

rh,g,k, (4.15c)

0 ≤ POg,k ≤
∑

e∈χg,k

Pc, (4.15d)

0 ≤ PIg,k ≤ BIg,k, (4.15e)

where POg,k and PIg,k represent the overall power flowing out and into the station g in the

kth time slot, respectively.

The second part of the objective function minimizes the fluctuation of the reference level

compared with the power demand history. The reference level in the current time slot, Lg,k,

is compared with the parameter Lpreg,k. The factor µ controls the relative significance of

the power fluctuation to the power grid while solving the considered optimization problem.
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The power demand is expected to be smoother with a higher µ value. Compared with the

objective function (4.8a), the objective function for the dynamic problem is optimized in

each time slot such that load balancing can be achieved given current EV information.

The objective function (4.14a) is transformed to an augmented Lagrangian,

Θ(V,L, r,PO,PI,Q, z,U),

where the scaled dual variables U 1 to U 10 are defined as follows:

U c =





[Uc,1, Uc,2, . . . , Uc,G], for c 6= 6,


Uc,1,1 Uc,1,2 . . . Uc,1,G

Uc,2,1 Uc,2,2 . . . Uc,2,G
...

...
. . .

...

Uc,G,1 Uc,G,2 . . . Uc,G,G




, for c = 6,
(4.16)

where c = 1, . . . , 10. The augmented Lagrangian is shown as follows:

Θ(V,L, r,PO,PI,Q, z,U) =
G∑

g=1

[(Vg,k + Ag,k +Qg,k)− Lg,k]2 + µ
G∑

g=1

(Lg,k − Lpreg,k)2

+
ρ

2

∑

g

(
∑

e∈χg,k

Pc + PIg,k − POg,k −Qg,k + U1,g)
2 +

ρ

2

∑

g

(
POg,k

G
− rout + U2,g)

2

+
ρ

2

∑

g

(
PIg,k
G
− rin + U3,g)

2 +
ρ

2

∑

g

(POg,k − z4,g + U4,g)
2

+
ρ

2

∑

g

(PIg,k − z5,g + U5,g)
2 +

ρ

2

∑

g,h

(rg,h,k − z6,g,h + U6,g,h)
2

+
ρ

2

∑

g

(Vg,k +Qg,k − z7,g + U7,g)
2 +

ρ

2

∑

g

(Vg,k − z8,g + U8,g)
2

+
ρ

2

∑

g

(Qg,k − z9,g + U9,g)
2 +

ρ

2

∑

g

(Lg,k − z10,g + U10,g)
2 (4.17)

Then the dynamic EV allocation problem is split to subproblems by Proximal Jacobian
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ADMM technique, summarized in Algorithm 8.

Algorithm 8 Proximal Jacobian ADMM Algorithm for Solving (4.14a)-(4.15e)

1: Iteration i = 1. Initial the variables Θ(V,L, r,PO,PI,Q, z,U)0 = 0, and
(V,L, r,PO,PI,Q, z,U)0 = (0, 0, 0, 0, 0, 0, 0, 0) at epoch k.

2: for Each bus g = 1 : G do . The step is done by charging stations in parallel.
(a) V i

g,k = argminVg,k [(Vg,k + Ag,k + Qi−1
g,k ) − Li−1

g,k ]2 + ρ
2
[(Vg,k + Qi−1

g,k − zi−1
,g ) + U i−1

7,g ]2 +
ρ
2
[(Vg,k − zi−1

8,g ) + U i−1
8,g ]2 + τ

2
(Vg,k − V i−1

g,k )2.

(b) Qi
g,k = argminQg,k [(V i

g,k + Ag,k +Qg,k)− Li−1
g,k ]2 + ρ

2
[(
∑

e∈χg,k Pc + PI i−1
g,k − POi−1

g,k −
Qg,k)+U i−1

1,g ]2 + ρ
2
[(V i

g,k+Qg,k−zi−1
7,g )+U i−1

7,g ]2 + ρ
2
[(Qg,k−zi−1

9,g )+U i−1
9,g ]2 + τ

2
(Qg,k−Qi−1

g,k )2.

(c) U i
3,h = U i−1

3,h + ( 1
G
PI i−1

h,k − rini−1), ∀h ∈ [1, G]

(d) POi
g,k = argminPOg,k

ρ
2
[(
∑

e∈χg,k Pc + PI i−1
g,k − POg,k −Qi

g,k) + U i−1
1,g ]2 + ρ

2
[( 1
G
POg,k −

rout
i−1) + U i−1

2,g ]2 + ρ
2
[(POg,k − zi−1

4,g ) + U i−1
4,g ]2 + τ

2
(POg,k − POi+1

g,k )2.

(e) PI ig,k = argminPIg,k
ρ
2
[(
∑

e∈χg,k Pc + PIg,k − POi−1
g,k − Qi

g,k) + U i−1
1,g ]2 + ρ

2
[( 1
G
PIg,k −

rin
i−1) + U i

3,g]
2 + ρ

2
[(PIg,k − zi−1

5,g ) + U i−1
5,g ]2 + τ

2
(PIg,k − PI i−1

g,k )2.

(f) rig,h,k = argminrg,h,k
ρ
2
[( 1
G
POi

g,k−routi−1 +ri−1
g,h,k−rg,h,k)+U i−1

2,g ]2 + ρ
2
[( 1
G
PI i−1

h,k −rini−1 +

ri−1
g,h,k − rg,h,k) + U i

3,h]
2 + ρ

2
[(rg,h,k − zi−1

6,g,h) + U i−1
6,g,h]

2 + τ
2
(rg,h,k − ri−1

g,h,k)
2, ∀n = 1...G.

(g) zi6,g,h=ΠC6(rig,h,k +U i−1
66,g,h), U

i
6,g,h = U i−1

6,g,h + (rig,h,k− zi6,g,h), where C7 = R+, if h 6= g.

(h) Lig,k = argminLg,k [(V
i
g,k+Ag,k+Qi

g,k)−Lg,k)]2+µ
∑G

g=1(Lg,k−Lpreg,k)2+ ρ
2

∑
g[(Lg,k−

zi−1
10,g) + U i−1

10,g]
2 + τ

2
(Lg,k − Li−1

g,k )2.

(i) U i
1,g = U i−1

1,g + (
∑

e∈χg,k Pc + PI ig,k − POi
g,k −Qi

g,k).

(j) rout
i = 1

G

∑
h r

i
g,h,k, U

i
2,g = U i−1

2,g + ( 1
G
POi

g,k − routi).
(k) zi4,g=ΠC4(POi

g,k + U i−1
4,g ), U i

4,g = U i−1
4,g + (POi

g,k −zi4,g), where C4 = [0,
∑

e∈χg,k Pc].

(l) zi5,g=ΠC5(PI ig,k + U i−1
5,g ), U i

5,g = U i−1
5,g + (PI ig,k − zi5,g), where C5 = [0, BIg,k].

(m) zi7,g=ΠC7(V i
g,k+Qi

g,k+U i−1
7,g ), U i

7,g = U i−1
7,g +(V i

g,k+Qi
g,k−zi7,g), where C5 = [0, PGg].

(n) zi8,g=ΠC8(V i
g,k + U i−1

8,g ), U i
8,g = U i−1

8,g + (V i
g,k − zi8,g), where C8 = [V pg,k, Ncg ∗ Pc].

(o) zi9,g=ΠC9(Qi
g,k + U i−1

9,g ), U i
9,g = U i−1

9,g + (Qi
g,k − zi9,g), where C8 = R+.

(p) zi10,g=ΠC10(Lig,k + U i−1
10,g), U

i
10,g = U i−1

10,g + (Lig,k − zi10,g), where C10 = R+.
3: end for
4: The coordinator gathers overall power flowing into the station PI ig,k and the detailed EV

fleeting power among stations rih,g,k. Then the coordinator distributes the overall and
the mean of EV power flowing into the station g from other stations: PI ig,k and rin

i,

where rin
i = 1

G

∑
h r

i
h,g,k.

5: Find the result of Θi by Eq. (4.17).
6: Repeat (2)-(5) until |Θi −Θi−1| ≤ ξ.

Through Proximal Jacobian ADMM technique, sub-networks allocate EV power given
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the load information in real-time and adjust the reference level according to local power in-

formation. The coordinator only gathers the EV fleeting information, r , and then calculates

and broadcasts the mean value rin. The subproblem (f) in Line 2 will be solved by GK times

for one iteration, while other subproblems are solved for G times in Algorithm 8.

Fig. 4.4 illustrates Algorithm 8 for a charging station in a time slot with dynamic EV

arrivals. The EV power allocation for current time slot contains the power of EV charging

requests accepted in this time slot, Qg,k, and the power for the EVs arrived prior to the

current time slot, Vg,k. In each iteration, PI and r are collected and distributed among

charging stations to achieve the global optimization by local load balancing.

The proposed dynamic power allocation is developed based on the basic EV power al-

location scheme. Similar to the case of basic decentralized allocation, the variable splitting

reduces information exchanging and protects the local information. Unlike the basic model,

the dynamic reference level adjustment is considered similar to the case in the centralized

dynamic load balancing strategy. The dynamic decentralized EV power allocation scheme

can satisfy the time elasticity of EVs in real-time since it monitors the EV status in each

time slot.

In the next section, an EV random charging scheme is introduced for allocating the EV

units to implement the EV power allocation result obtained in this section. EVs can be

fully charged with constant charging power with a time limitation while achieving the load

balancing objective.

4.4 EV Random Charging Scheme: Implementation of

Optimal Power Allocation

The proposed algorithms in the previous section derive EV power allocation and energy

sharing among sub-network to achieve load balancing. Due to limited EV power, not all

EVs can start their charging process immediately after their arrival, and charging for a part
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Figure 4.4: Illustration for Algorithm 8, where P2,k =
∑

e∈χ2,k
Pc.

of EVs may be interrupted. In this section, in order to achieve load balancing by EVs in

the system, a random charging scheme is proposed to implement the optimal EV power

obtained from the optimization problem and manage the EVs to follow the power target as

well as satisfy charging time requirements for each individual EV. With randomness in the

scheme, EVs plug into the system based on a pre-calculated probability so that the optimal

power allocation derived by charging stations can be implemented while fairness among EVs

can be achieved. Newly arrived EV units will be accepted or transferred to other charging

stations according to EV fleeting results. After an EV plugged in, the proposed random
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charging scheme manages its charging process with/without delay depending on its charging

time requirement. Using the proposed scheme, EV units can be fairly scheduled to satisfy

the optimal EV power allocation without violating the allocated EV power.

1−
∑

h

pag,h

ϕg,k = νg,k + Pc

Tce = Tmine
?

EV e arrived

Request charging in 
the local charging 

station 

Charging in 
station h

With probability  
pag,h

With probability  

N

Charging 
until finish

    Calculate pbe(ϕg,k)

  Delay for td

EV shifted from

other stations

Finish  

Stop charging

  

Not finish  

tc
Start / Continue 

charging by  

Y

νg,k = ϕg,k

With probability  
1− pbe(ϕg,k)

With probability  
pbe(ϕg,k)

Figure 4.5: EV charging scheme flow chart.

Fig. 4.5 presents the scheduling procedure for the eth EV. At first, EV e enters the zone

for the local charging station g and requests charging in time slot k. Then, the charging

station g determines whether accepting or shifting the request based on the probability pag,h,

which can be obtained from the EV power optimization results. The equation for pag,h is

shown as follows:

pag,h =





rg,h∑
e∈χg PcTmine

, for the basic scheme,

rg,h,k∑
e∈χg,k

Pc
, for the dynamic scheme.

(4.18)

where g 6= h. The probability represents the ratio of the power for transferring EV to
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another station with the power for current EVs requests in the station. With the probability

pag,h, EV e will be requested to transfer to the charging station h. Otherwise, the station g

will accept the EV e’s request and evaluate the time flexibility of the EV by comparing its

minimum charging time Tmine and current charging time till the EV leaving Tce. For the

basic offline scheme, Tce is evaluated as the time length from the current slot k to K. For

the dynamic allocation scheme, Tce may vary with each specific EVs. If Tce = Tmine , EV e

has to be charged without being interrupted until its battery is full to satisfy the charging

requirement. Correspondingly, the lower bound constraint V pg,t should be reassigned with

the value V pg,t + Pc for t ∈ [k, k+ Tmine − 1] for every case of a vehicle requiring continuous

charging without interruption. If Tce > Tmine, the station will continue further scheduling

since EV e is able to be fully charged with at least one time slot of delay. The variable, νg,k

in Fig. 4.5, is the EV power already been scheduled at station g in time slot k. The initial

value for νg,k is defined as V pg,k. The variable ϕg,k denotes the EV power if the station g

charges EV e in time slot k. Afterwards, an exponential model proposed by [56] is modified

in this work to determine the delay of charging with the blocking probability pbe(ϕg,k). The

pbe(ϕg,k) is summarized in the following equation:

pbe(ϕg,k) =





min{eα(ϕg,k−Wg,k)−β(Tmine/Tce), 1}, if Tce > Tmine,

0, if Tce ≤ Tmine,
(4.19)

where Wg,k = Vg,k for the basic offline scheme and Wg,k = Vg,k + Qg,k for the dynamic EV

schedule scheme. The parameter α, a trade-off factor between the deviation from the optimal

result. The parameter β represents the impact of EV charging time flexibility on the blocking

probability. EVs with less time flexibility tend to have a low probability of getting blocked

when β is high. To find the factor α, it is assumed that β = 0 at first. When ϕg,k ≥ Vg,k for

the basic scheme or ϕg,k ≥ Vg,k + Qg,k for the dynamic case, the probability pbe(ϕg,k) = 1

since no elastic power can be scheduled from the given EV power result. The parameter Φ

is introduced to determine α. When ϕg,k = Φ, the blocking probability pbe(Φ) is ε. Then,
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the factor α can be defined in the following equation:

α =
ln ε

Φg,k −Wg,k

. (4.20)

Fig. 4.6 presents the evaluation for α. Finally, if the charging station g blocks the charging

request by the blocking probability pbe(ϕg,k), the EV will request to be charged again after

td time slots, where td < Tce − Tmine . Otherwise, νg,k is updated, and EV e will be charged

consistently with the constant power Pc for tc time slots, where tc ≤ Tmine .

Wg,k

Figure 4.6: The blocking probability pb(ϕg,k) vs. ϕg,k.

4.5 Performance Evaluation

4.5.1 Simulation Results of Basic Decentralized EV Power Allo-

cation Scheme

In this section, numerical results are given for the basic decentralized EV power allocation

scheme in the offline scenario, where the load information for a day is known. The base

load data is from [2]. The time slot length is one hour, i.e., K = 24. There are five sub-

networks (buses) considered in the simulation. For Buses 1 and 2, there are 100 residential

units, Buses 3 and 4 with 25 retail units, and Bus 5 with 25 industrial units. For the basic
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allocation scheme, EVs are assumed to enter buses in the first time slot with full elasticity

on time. The number of EVs entering Buses 1 to 3 is {150, 150, 60}, and there is no EV

entering the Buses 4 and 5. The charging rate Pc is 3 kW, and the minimum charging time

Tmine is 6 hours for all EVs. The upper bound BIg is infinity. The parameter setting for the

random charging scheme is Φg,k = 0.8Vg,k and ε = 0.1, namely, when Φg,k achieves 80% of

the allocated EV power, the blocking percentage is 10% .

Fig. 4.7 depicts the power demand scheduled by the proposed basic decentralized EV

power allocation scheme in five buses and the overall system without considering the upper

bound of elastic load power, PGg,k. The EV number in Buses 1 to 5 after EV fleeting is

{83, 73, 48, 89, 67} respectively. Load balancing for Buses 4 and 5 are achieved by EVs fed

by other buses since there is no EV load to fill the valley of the power demand by base load

without EV fleeting. The standard deviations of the load over the 5 buses are [2.51, 1.84,

2.81, 5.53, 3.36], respectively. A small fluctuation is caused by the high base load and the

uncertainty on the random allocation scheme.

Furthermore, Fig. 4.8 shows the power demand profile for five buses and overall system

with the appropriated PG setting, where PG is {Inf, Inf, 200, 100, 0} for the five buses in

a day. As shown in the Figs. 4.8(a) and (b), compared with Figs. 4.7(a) and (b), more EV

loads are allocated in Buses 1 and 2 since EV power in other buses is constrained by finite

PG. The constraint of PG impacts Buses 4 and 5 significantly. The EV power is bounded

by 100 kW for Bus 4, and no EV power is allocated on Bus 5.

Fig. 4.9 shows the overall power demand comparison for three cases: the proposed

approach without EV fleets, with EV fleets and finite PG setting, and with EV fleets and

infinite PG setting. The power fluctuation is the highest among three circumstances with

the standard deviation 91.91 because load balancing is hard to be achieved with less EV

power in some buses, especially for the Buses 4 and 5. Furthermore, the power demand

with EV fleeting and infinite PG shows the smallest fluctuation among those cases, and

the power demand with EV fleeting and finite PG shows more fluctuation as expected for
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Figure 4.7: The power demand profile for EV loads and base loads among 5 buses and the
whole system by the basic decentralized EV power allocation scheme in one day. PG is
infinity.

the constrained EV power. Overall, by our method, the optimization process for the whole

system is split into several sub-networks. Meanwhile, the optimization in sub-networks

contributes to fluctuation reduction for the whole system.

4.5.2 Simulation Results of Dynamic Decentralized EV Power Al-

location Scheme

On top of the basic EV load allocation scheme, the dynamic EV load allocation can schedule

dynamic EV arrivals and satisfy EV users’ requirements in the real-time. The parameter
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Figure 4.8: The power profile for EV loads and base loads among 5 buses and the whole
system by Proximal Jacobian ADMM and random charging scheme in one day with finite
PG.

setting for base loads is the same as the simulation setting of the basic EV load allocation.

The number of EV entering Buses 1 to 3 is {300, 300, 120}, and no EVs enter Buses 4 and 5.

The future demand for EV load and the future base load are unknown when the algorithm

runs in real-time. The more dynamic the system is, the more charging requirements are

considered in the simulation: EVs entering the charging station is uniformly distributed

in a day. The energy demand for each EV is uniformly distributed between [1, 45] kWh.

Tce is long enough for the EV to be fully charged, which is uniformly distributed between
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Figure 4.9: The comparison of overall power demand scheduled without EV fleeting, with
EV fleeting and PG constraint, and without PG constraint.

[Tmini+12, 48] hours. The initial reference value Lpreg,k is initiated with the power demand

history of the unscheduled case. The reference level weight is µ = 2.

Fig. 4.10 shows the comparison between the unscheduled demand and overall power de-

mand scheduled by the proposed ADMM power allocation and random scheduling algorithm

(ADMM+RS) in 6 days. Since the initial reference levels are the unscheduled demand for

each sub-network, the reference levels are adjusted in 6 days to approach the optimal value.

The weight µ can adjust the rate of the reference level adjustment. The reference level leads

the power allocation to flatten the power demand. Compared with the unscheduled case,

the fluctuation of power demand is reduced by load balancing in real-time.

The performance of power demand scheduled by the proposed algorithm in the 6th day

is shown in Fig. 4.11. EVs fill the valley of the base load power and circulate out when the

base load dominates.The standard deviation is reduce to [1.21; 0.74; 1.15; 14.97; 9.98] for

five buses, while standard deviations for the unscheduled case are [38.39; 44.85; 26.83; 51.67;

34.59]. Correspondingly, the overall power fluctuation is reduced from 123.67 to 21.55 with

the proposed approach.
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Figure 4.10: The overall power profile for 5 buses and the whole system for unscheduled and
scheduled cases in 6 days.

4.6 Chapter Summary

In this chapter, decentralized load balancing strategy among the sub-networks is studied.

The objective is inherited from centralized power allocation approaches in the previous chap-

ters. Proximal Jacobian ADMM technique is utilized to solve the problem. This chapter

investigates decentralized load balancing in two scenarios: offline EV power allocation for a

period with full elasticity for EVs and online EV power allocation with dynamic EV arrivals.

By optimizing the power allocation schemes, the global optimization is achieved by local load
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Figure 4.11: The power profile for EV loads and base loads among 5 buses and the whole
system by the dynamic EV load allocation scheme in one day.

balancing with minimal global information exchanged among the sub-networks. Meanwhile,

the research expands the applications of ADMM tool from canonical optimization problems.

The corresponding EV random charging scheme is introduced to schedule EV units accord-

ing to the optimal power allocation obtained while satisfying charging time requirements

of EVs. Finally, the performance on the local and global optimization is presented. The

simulation results show that our proposed algorithms are effective methods for balancing

the load among sub-networks in a decentralized manner.
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Chapter 5

Conclusion and Future Works

5.1 Conclusion

The focus of the study is to investigate efficient load balancing methodologies to minimize

the overall power demand fluctuation in the smart grid. In the thesis, two load balancing

strategies are discussed: the centralized and the decentralized load balancing strategies. In

the research, both static solution and dynamic solution were addressed to response different

power circumstances.

For the centralized load balancing problem, the three-dimensional model was formulated

into three levels: the entire system, groups, and users. The water-filling approach conducted

as the optimization tool to shape the power demand. The basic load allocation scheme is

summarized as BLA projection to solve the load balancing problem for three levels. The

geometric water-filling approach provided the framework of the BLA algorithm. The offline

elastic load allocation scheme was proposed to achieve load balancing in three-dimension

with predicted load information. The corresponding performance was proven to be efficient

and optimal for the offline algorithm.

The dynamic centralized load balancing scheme was developed from the offline scheme,

and it is applied the geometric water-filling approach in the real-time without the need of the
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knowledge of the future load. Two algorithms were proposed to balance the load in a time

slot and multiple slots. Online elastic load power allocation (OELPA) algorithm aimed at

elastic load power allocation for a time slot, and the computation efficient online approach

(EOELPA) aimed to reduce the computation load from OELPA by allocating the elastic

loads for multiple future slots. Simulation results were presented to emphasize the overall

load fluctuation reduction from the unscheduled case.

Finally, load balancing in sub-networks level was further discussed in the decentralized

view. EV loads facilitated load balancing processes among the sub-networks for its mobility

and elasticity. The decentralized load balancing strategy was presented by separating the

global optimization into the local optimization in sub-networks. Proximal Jacobian ADMM

is the optimization tool to realize the decentralized computation. The basic decentralized

EV power allocation scheme was proposed for the EV allocation in the period with the load

information knowledge, and the dynamic allocation scheme provided the online solution

with accommodating the dynamic EV fleets. The simulation results showed the proposed

algorithms reducing the power fluctuation locally, and local power allocation achieved the

global optimization in a decentralized manner.

The proposed algorithms contribute to the state-of-the-art research on the optimality of

load balancing problem in the smart grid. The significant power demand fluctuation reduc-

tion offers a stable and efficient power distribution environment. The cooperation between

offline and online algorithms enable increasing the reliability of load balancing processes.

5.2 Future Works

On top of the current research work, some research which has not been outlined could be

continued as the further consideration. The future works are summarized as follows:

1. The impact of the prediction error should be considered, especially for the offline sce-

nario. The robustness of the proposed algorithms should be improved correspondingly
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to accommodate the prediction error.

2. The flexibility of the elastic loads should be considered on top of the research. The

characteristics of the elastic load will influence the elasticity of the loads and add more

limitations on the power allocation.

3. The queuing length of EVs in the charging station will be considered in the EV power

allocation system. The fixed capacity for the charging station will extend the EV

waiting time, and the performance on the EV scheduling is affected correspondingly.

4. The approach of load balancing by EV fleeting can be expanded to more sub-networks,

rather than within the neighbouring charging stations, by investigating the power loss

and the user’s intention for EV fleets.
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