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BATTERY STATE OF CHARGE ESTIMATION AND ONLINE WHEEL SLIP RATIO

CONTROL FOR AUTONOMOUS WHEELED MOBILE ROBOT

Maral Partovibakhsh, Doctor of Philosophy 2015

Aerospace Engineering, Ryerson University

Abstract

For autonomous mobile robots moving in unknown environment, accurate estimation

of available power along with the robot power demand for each mission is paramount to

successful completion of that mission. Regarding the power consumption, the control unit

deals with two tasks simultaneously: 1) it has to monitor the power supply (batteries)

state of charge (SoC) constantly. This leads to estimation of robot current available power.

Besides, batteries are sensitive to deep discharge or overcharge. The battery SoC is an

essential factor in power management of a mobile robot. Accurate estimation of the battery

SoC can improve power management, optimize the performance, extend the lifetime, and

prevent permanent damage to the batteries. 2) The dynamic characteristics of the terrain

the robot traverse requires rapid online modifications in its behaviour. The power required

for driving a wheel is an increasing function of its slip ratio. For a wheeled robot moving

on different terrains, slip of the wheels should be checked and compensated for to keep the

robot moving with less power consumption. To reduce the power consumption, the target

of the control system is to keep the slip ratio of the driving wheels around the desired value.

To fulfill the above mentioned tasks, in this thesis, to increase model validity of lithium-ion

battery in various charge/discharge scenarios during the mobile robot operation, the battery

capacity fade and internal resistance change are modeled by adding them as state variables

to a state space model. Using the output measured data, adaptive unscented Kalman filter

(AUKF) is employed for online model parameters identification of the equivalent circuit

model at each sampling time. Subsequently, based on the updated model parameters, SoC

estimation is conducted using AUKF. The effectiveness of the proposed method is verified

through experiments under different power duties in the lab environment. Better results are
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obtained both in battery model parameters estimation and the battery SoC estimation in

comparison with other Kalman filter extensions.

Furthermore, for effective control of the slip ratio, a model-based approach to estimating

the longitudinal velocity of the mobile robot is presented. The AUKF is developed to esti-

mate the vehicle longitudinal velocity and the wheel angular velocity using measurements

from wheel encoders. Based on the estimated slip ratio, a sliding mode controller is de-

signed for slip control of the uncertain nonlinear dynamical system in the presence of model

uncertainties, parameter variations, and disturbances. Experiments are carried out in real

time on a four-wheel mobile robot to verify the effectiveness of the estimation algorithm and

the controller. It is shown that the controller is able to control the slip ratio of the mobile

robot on different terrains while adaptive concept of AUKF leads to better results than the

unscented Kalman filter in estimating the vehicle velocity which is difficult to measure in

actual practice.
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Chapter 1

Introduction

1.1 Overview and Motivation

An autonomous mobile robot (AMR) is a machine that operates in a partially unknown and

unpredictable environment. The ability of mobile robots to move around autonomously in

their environment determines the best applications of such robots: tasks that involve trans-

portation, exploration, surveillance, etc. In recent years, AMRs are increasingly being used

for high-risk tasks and in unstructured environments where an extended degree of autonomy

is needed, such as search and rescue, military operations, mining, and planetary exploration.

Autonomous robots cannot always be programmed to execute predefined actions in unknown

environments. Also, the environment might have dynamic characteristics where quick online

modifications in the robot behaviour is needed. For planetary exploration missions, mobile

robots are required to perform more difficult tasks in increasingly challenging terrains with

limited human supervision.

The performance of such mobile robots in complex environments is highly influenced by

the power capability of the onboard power sources, especially in unknown areas like space

where manual recharging or refreshing of the power source is not possible. It is important

that the battery, as the main source of power, is reliable and capable of delivering enough

power when it is required. The battery state of charge (SoC) is defined as the percentage

of stored charge available relative to that after a full charge of the battery. As there is no

1



direct measurement available for the battery SoC, reliable and accurate estimation of the

battery SoC is crucial for the power management system, which aims to improve the battery

reliability, prolong battery lifetime, and improve the performance of the AMR, consequently.

Moreover, failure in estimating the battery SoC precisely can easily cause under or over-

charging situations which result in a decrease of the power-output capability and lead to

irreversible damage in the battery. However, accurate SoC estimation is complicated be-

cause it is affected by many factors such as temperature, capacity, and internal resistance.

In this thesis, in order to get more accurate and robust SoC estimation, the Lithium-Ion

battery model parameters have been identified using an adaptive unscented Kalman filtering

(AUKF) method and based on the updated model, the battery SoC has been estimated

consequently. An adaptive adjustment of the noise covariances in the estimation process

is implemented using a technique of covariance matching in the unscented Kalman filter

context. The effectiveness of the proposed method has been evaluated through experiments

under different power duties in the lab environment. The obtained results showed that the

proposed method provides better accuracy both in battery model parameters estimation and

the battery SoC estimation in comparison with other Kalman filter extensions.

On the other hand, to fulfill advanced mission goals, autonomous mobile robots should

travel much longer distance over more challenging terrains and achieve more complex scien-

tific tasks with limited human supervision. So, wheel-terrain interaction plays a critical role

in rough-terrain mobility.

As wheeled mobile robots have been increasingly applied to operate in unstructured

environments, wheel slip becomes an issue during the locomotion on different terrains. Based

on the experimental results, the power required for driving a wheel is an increasing function

of its slip ratio. So the slip of the wheels should also be checked and compensated for

to keep a robot moving with less power consumption. Considering the slip ratio effect on

robot power consumption, analysis should be conducted to find optimal control algorithm

based on the slip ratio to minimize the power consumption. The target of the robot control

system is to control the slip ratio and keep it around the optimal value. How to estimate
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and identify the real-time optimal slip ratio is not only the premise of the robot control

system, but also one of the difficulties. Due to the high nonlinearity of the system and

to the presence of time-varying parameters and uncertainties, a robust control approach is

needed with high accuracy which generates continuous control actions while keeping the

same robustness properties with respect to uncertainties.

This thesis presents a model-based approach to estimating the robot longitudinal velocity

and effective control of the slip ratio applicable to wheeled mobile robots (WMR). The adap-

tive unscented Kalman filter is developed to estimate the vehicle longitudinal velocity and

the wheel angular velocity in the presence of system parameter variations and disturbances

using measurements from wheel encoders. An adaptive adjustment of the noise covariances

in the estimation process is implemented using a technique of covariance matching in the

unscented Kalman filter context. Then, based on the estimated slip ratio a sliding mode

controller is designed for slip control of the uncertain nonlinear dynamical system in the

presence of model uncertainties, parameter variations, and disturbances. Experiments are

carried out to verify the effectiveness of the estimation algorithm and the controller perfor-

mance. The controller is able to provide effective slip control of the mobile robot, despite

uncertainties present in the robot/wheel dynamics and changing terrain conditions. It is also

demonstrated that the adaptive concept of AUKF leads to better results than the unscented

Kalman filter in estimating the robot velocity which is difficult to measure in actual practice.

1.2 Thesis Contributions

The works accomplished in the present thesis are divided into three main categories as the

following:
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1.2.1 Online battery parameters and SoC estimation under differ-

ent power duties

In this thesis, in order to get more accurate and robust state of charge estimation, the

Lithium-Ion battery model parameters are identified using an adaptive unscented Kalman

filtering method and based on the updated model, the battery SoC is estimated consequently.

An adaptive adjustment of the noise covariances in the estimation process is implemented

using a technique of covariance matching in the unscented Kalman filter context. The ef-

fectiveness of the proposed method is evaluated through experiments under different power

duties in the lab environment. The obtained results are compared with that of the adaptive

extended Kalman filter, extended Kalman filter, and unscented Kalman filter-based algo-

rithms. The comparison shows that the proposed method provides better accuracy both in

battery model parameters estimation and the battery SoC estimation.

1.2.2 Dynamic model based state estimation of wheeled mobile

robot

This thesis presents a model-based approach to estimating the robot longitudinal velocity.

The adaptive unscented Kalman filter is developed to estimate the vehicle longitudinal ve-

locity and the wheel angular velocity in the presence of system parameter variation and

disturbances using measurements from wheel encoders. Experiments are carried out to ver-

ify the effectiveness of the estimation algorithm. It is also demonstrated that the adaptive

concept of AUKF leads to better results than the unscented Kalman filter in estimating the

robot velocity which is difficult to measure in actual practice.

1.2.3 Real-time slip ratio control over different terrains

In this thesis, in order to achieve accurate slip ratio estimation, based on the estimated

slip from the previous section, an on-line sliding mode-based controller is designed. The

control objective of the control system is to control the actual slip for the desired slip ratio

in various terrain conditions. The system under control is highly nonlinear with time-varying
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parameters. Therefore, a robust control approach is needed to generate continuous control

actions while being robust to nonlinearities and uncertainties. Sliding mode approach has

been selected to achieve the goal of robust slip ratio control in the presence of parameter

uncertainties. The proposed algorithm has been run in real time on a four-wheel mobile

robot to verify its effectiveness in controlling of the slip ratio for changing terrain conditions.

1.3 Thesis Organization

The present thesis is divided into six chapters. The present chapter is an overview of the

problem in hand, motivation and the objectives of the study. In chapter 2, the research

endeavors in this area are presented. In chapter 3, an equivalent circuit model adopted is de-

scribed and after a brief introduction to Kalman filter and its extensions, the AUKF method

is highlighted. Model parameters are estimated using AUKF consequently and the obtained

results are compared with those of the UKF method and offline calculations. The SoC esti-

mation method based on AUKF is proposed and experimental results including comparisons

are presented. In chapter 4, the robot and the wheel dynamic models are presented. The

adaptive unscented Kalman filter for estimating the vehicle velocity is described. After the

description of the experimental setup, the experiments are conducted at different speeds for

the robot to verify the effectiveness of the algorithm to estimate the system states. In chap-

ter 5, after an introduction to variable structure and sliding mode control concepts, based on

the slip ratio estimated in chapter 4, an online sliding mode controller is designed to control

the wheel slip ratio on different terrrains. Then, the experimental setups are described and

experiments are conducted to verify the algorithm accurately control the wheel slip based

on the estimated vehicle velocity as a robot traverses on different surfaces. The dissertation

ends with the conclusions and suggested future work in Chapter 6.
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Chapter 2

Background and Literature Review

2.1 Battery SoC Estimation

So far, a variety of methods such as coulomb counting, measurement of the specific gravity

of the electrolyte, impedance measurement, and artificial neural network (ANN) have been

proposed to estimate the battery SoC. Piller et al. provide an overview in [1]. Later on, there

have been more methods reported in [2]-[6]. The method of Coulomb counting is presently

the most widely used one, which is an open-loop algorithm requiring dynamic measurement

of the cell/battery current [7], but accumulation of measurement errors happens due to

reliance on integration and also precise initial SoC is required in this method, which can be

difficult to determine accurately. SoC can also be estimated by correlating the measured

impedances with the known ones at various SoC levels over a wide range of ac frequencies

[8], [9]. However, injecting signals directly into the cell to measure its impedance is not a

suitable technique for AMR applications [11]. ANNs and fuzzy logic based methods have

been also reported to estimate the battery SoC as well as the battery model parameters

[10]-[13]. In [14] a state space battery model is approximated using an ANN. Recently, a

widespread application of neural networks and fuzzy logic has been used in online estimation

of SoC to improve the performance of the aforementioned methods. Yanqing [15] designed an

algorithm based on neural networks which was capable of predicting SoC without knowledge

of cell internal structure. Cheng et al. [16] proposed a three-layer feed-forward network in
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order to improve immune algorithm in SoC estimation. The SoC of batteries has a nonlinear

relationship with its terminal voltage and current [17]. It is usually not an easy task to obtain

this nonlinear relationship. To cope with this problem, some researchers have proposed

neural networks and trained them to approximate this complicated nonlinear function [18-

20]. Generally, these methods can estimate the battery SoC precisely without the knowledge

of accurate initial SoC. However, the performance of these methods is strongly reliant on

the amount and reliability of the training data. Zhang et al. applied an H∞ observer to

estimate the battery SoC based on the equivalent circuit linear state space model for a power

transmission line inspection robot [21]. Kalman filtering is a popular approach to estimate

the battery SoC and model parameters even when the initial SoC is unknown. In spite of

higher computational cost compared with the other methods, Kalman filtering methods have

shown to be a suitable technique for real-time battery power management. Extended Kalman

filter (EKF) based on nonlinear state space battery models have been used for parameter

identification of the battery model and online SoC estimation [22]-[25]. In [26] EKF has

been employed to estimate the model bulk capacity as a system state variable. The battery

internal resistance is estimated using KF in [27]. However, there are some limitations using

EKF. First, linearization of the model equations could cause unstable filters if the time step

intervals are not sufficiently small; secondly, the derivation of the Jacobian matrices could

be complicated and cause implementation difficulties [28], [29]. The performance of EKF,

the particle filter, the quadrature KF, and smooth variable structure filter in estimating the

state and parameters of lithium-ion batteries has been compared in [30]. Unscented Kalman

filter (UKF) as a Sigma-point Kalman filter based algorithm has been introduced which

has a higher order of accuracy in estimating the mean and the error covariance of the state

vector than EKF [31-32]. In unscented Kalman filter based algorithms, there is no need

for the calculation of Jacobian matrices and the computational complexity is comparable to

EKF [33]-[36]. UKF has been studied in [37], [38] either on electrochemical or equivalent

circuit model of the battery to estimate SoC. Since the SoC needs to be estimated on-line,

the necessity for a robust estimation method should be emphasized for practical operations.
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Mohamed et al. [39] investigated the performance of multiple model-based adaptive Kalman

filters for vehicle navigation using GPS. For the battery SoC estimation, the error would be

large or even divergent if inappropriate values of the noise covariances are used. To improve

the accuracy of EKF-based SoC estimation, the adaptive extended Kalman filter (AEKF)

has been studied in [4], [40], and [41] which adaptively updates the process and measurement

noise covariances. Sun et al. [42] also developed an adaptive unscented kalman filter (AUKF)

to online estimate the SOC of a lithium-ion battery based on the zero-state hysteresis battery

model. The algorithms used in the literature to adapt Q and R are classified into two main

categories: innovation-based adaptive estimation (IAE) and multiple-model-based adaptive

estimation (MMAE) [39]. The IAE approach is based on the covariance-matching technique

[43] in which the discrepancy between the theoretical covariance of innovations and its actual

covariance is used to adapt Q and R.

Dynamic battery models have been developed based on the electrochemical cell model.

Unfortunately, such battery models for various conditions are too complicated for on-line SoC

estimations. It is necessary to use models with reduced complexity for the SoC estimation

[44]. Dynamic models of Lithium-Ion batteries can be classified into three categories: first

principle model, black box model, and equivalent circuit model [44].

The first principle model is a precise model based on electrochemistry, thermodynamics,

and transport phenomena and could fully describe the characteristics of the battery power

by using mathematics to describe the inner action of the battery [45], [46].

The black box model is based on measured data and statistical approaches [13], [47].

For cases in which theoretical or very complex models are difficult to solve using only ex-

isting modeling methods it would be suitable, but it cannot be applied to interpolation and

extrapolation; thus, it is not appropriate for SoC estimations.

The equivalent circuit model is a reduced model based on electrochemistry consisting of

resistors, capacitors and voltage sources, forming a circuit network [48], [49]. The equivalent

circuit model has been widely used in various types of modeling and simulation for battery

management systems [26], [38].
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2.2 Mobile Robot Dynamic Model, State Estimation

and Slip Ratio Control

Autonomous mobile robots are expected to play important roles in future lunar/planetary

missions. To fulfill advanced mission goals, mobile robots should travel much longer dis-

tance over more challenging terrain and achieve more complex scientific tasks with limited

human supervision. Hence the control algorithms have to take into account the physical

characteristics of the robots and the planetary environment in order to achieve high effec-

tiveness of a robot traversing rough terrains. The wheel slip ratio is an important factor in

terramechanics modeling and the control of planetary rovers, and it is defined as a function

of the vehicle longitudinal velocity and angular velocity of a wheel [50]. Wheeled mobile

robots are subject to slip during locomotion on different terrains, which leads to loss of

velocity and extra consumption of energy. Based on the iodometry data obtained from the

trace produced by the wheels of the robot while moving on a rough and deformable terrain,

an estimation method for estimating the lateral slip is proposed in [51]. Ding et al. [52]

proposed two longitudinal slip ratio estimation methods: the first one is based on visual

data and analyzes the traces made by the lugs of a wheel on the terrain while the latter

solves the terramechanic equations to estimate the wheels slip ratios. Yoshida et al. [53]

investigated a slip based model. The wheel slip ratio is considered as a state variable and

the drawbar pull is derived. How the slip ratio affects the rigid wheels tractive performance

is analyzed in [54]. In many researches Kalman filters have been utilized to estimate lateral

slip. [55] proposed a navigation system combining inertial measurements and sensor error

model to increase measurement accuracy of the Kalman filter. A model-based Kalman filter

combined with position updates from GPS are used in [56-57] to estimate vehicle side slip.

However, the longitudinal wheel slip and its effects have not been specifically considered

in these works. For wheeled mobile robots, [58] considers slip in the wheeled mobile robot

dynamic model. Small values of slip ratios on which traction force was linearly dependent

have been considered. Then a slow manifold approach has been developed to design output
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feedback control law. In [59] anti-slip factor was introduced to represent the percentage of

a wheel’s angular speed that reflects the wheel’s forward speed. Artificial neural network

has been employed for optimal speed tracking control. In [60] introduced slip states into

a generalized wheeled mobile robot kinematic model. [61] considered the slip as a small,

measurable, bounded disturbance in the wheeled mobile robot kinematic model, then after

a kinematic control law was developed to overcome the disturbance. In [62] wheel slip was

considered uncertainty in robot dynamics and a robust control was designed to suppress it.

In [63] skid-slip effect for a wheeled mobile robot was considered as disturbance on kinematic

model, estimated using Kalman filter and compensated in a position tracking control. In [64]

longitudinal traction force was included in an omni-directional WMR model by externally

measuring the magnitude of slip. However, the ideal wheeled mobile robot model was used

in control design for simplicity. In [65] lateral traction force was introduced that was linearly

dependent on lateral slip, and a steering control approach was applied to lateral position

tracking control for a bicycle model. In [66] longitudinal slip dynamics was considered in an

omni-directional wheeled mobile robot model. However in the control law derivation, pure

rolling was assumed to obtain a relationship between the driving torque and the traction

force. In [67] both longitudinal and lateral tractions were introduced, which were approxi-

mated to be linearly dependent on longitudinal and lateral slip, respectively, for a reduced

unicycle model representing a four wheel- drive wheeled mobile robot.

In the literature, control algorithms have been developed to minimize the power con-

sumption and compensate for the velocity loss caused by wheel slip. The control algorithm

proposed in [53] tries to increase the rover maneuverability and avoid immobilization by

limiting the wheel excessive force. On the basis of the analysis of the quasi-static model,

including the wheel-soil interaction mechanics, [68] presented a method for wheel-ground

contact angle measurement and determination of the optimal torques of a six-wheeled rover

with consideration of the system constraints, in order to limit the wheel slip. The sensor-

based feedback control is developed in [69] to compensate for the vehicle sideslip and wheel

longitudinal/lateral slips. Considering uncertainties of the nonlinear model, the sliding mode
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controller is designed in [70] to keep the slip ratio of the wheel at the desired value. In [52],

a suboptimal control algorithm is proposed to keep the wheels slip ratios equal and the body

velocity of the rover constant without calculating the slip ratio values. In [71], based on

kinematics and dynamics of the rover, a sliding mode-based traction coordinating control

algorithm is developed to optimize the traction force and minimize the slip ratio for the

wheeled lunar rover with Rocker Bogie. The traveling velocity of the rover is regulated by

a PID controller. [72] provides a comparison of the performance of the classical PID con-

troller and the sliding mode traction controller in avoiding wheel slip during acceleration.

It is shown that more stable and robust performance is achieved by sliding mode controller

than the standard PID control algorithm. [73] modeled the overall wheeled mobile robot

dynamics subject to wheel slip and designed a time-invariant discontinuous feedback control

law to asymptotically stabilize the wheeled mobile robot model to a desired configuration.

Slip ratio has been also a challenging issue in automotive research [74-77]. In [72] the

fuzzy analysis is employed for calculation of the optimal slip ratio for current road condition.

A PID controller is developed to control the electric motor torque to keep the slip ratio of

the drive wheels around the optimum slip ratio. [78] develops a sliding mode observer for

the estimation of the electric/hybrid electric vehicle velocity . The algorithm is integrated

with the design of a sliding-mode slip ratio controller to establish a robust control strategy.

[76] introduces a second order sliding mode controller for slip ratio control of electric vehicle.

The proposed controller is coupled with a sliding-mode observer, which enables the online

estimation of the tire-road adhesion coefficient; then the traction control is achieved by

maintaining the wheel slip at the desired optimal value for different road conditions. [79]

has employed the unscented Kalman filter to estimate the vehicle velocity and wheel angular

speed of the anti-lock braking system. Unscented Kalman filter (UKF) as a Sigma-point

Kalman filter based algorithm has been introduced which has a higher order of accuracy

in estimating the mean and the error covariance of the state vector than extended Kalman

filter and shows more efficient performance in state estimation. However, such work generally

applies at significantly higher speeds than is typical for autonomous robots.
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Taking into account the slip ratio effect on robot power consumption, keeping the the

slip ratio of the wheels around the optimal value is a target of the robot control system.

Estimating the real-time slip ratio is a main task of the robot control system, and it is also

one of the difficulties. The slip ratio is a function of the wheel angular velocity and the

vehicle longitudinal velocity. [80] estimates the longitudinal velocity and wheel slip using

extended Kalman filter based on the robot dynamic model and wheel encoder and IMU

measurements. The majority of the control algorithms reported in the past for slip ratio

control were based on the available vehicle and wheel velocities. However, in practice, it is

difficult to measure robot velocity while the measured wheel angular velocity is noisy.
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Chapter 3

Estimation of Battery Model

Parameters and State of Charge

3.1 Problem Formulation

Power management is a key factor in outdoor mobile robot autonomy. Accurate estimation

of the battery state of charge (SoC) is a critical issue in power management of autonomous

mobile robots (AMRs) operating in unknown environments. The performance of such mobile

robots in complex environments is highly influenced by the power capability of the onboard

power sources, especially in unknown areas like space where manual recharging or refreshing

of the power source is not possible. It is important that the battery, as the main source of

power, is reliable and capable of delivering enough power when it is required. The battery

SoC is defined as the percentage of stored charge available relative to that after a full charge

of the battery. As there is no direct measurement available for the battery SoC, reliable

and accurate estimation of the battery SoC is crucial for the power management system.

However, accurate SoC estimation is complicated because it is affected by many factors such

as temperature, capacity, and internal resistance.

In this research, in order to increase model validity of Lithium-Ion battery in various

charge/discharge scenarios during an AMR operation in an unknown environment, unscented

Kalman filter (UKF) is employed for online model parameter identification of the equivalent
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circuit model. As precise estimation of battery SoC is highly influenced by the accuracy of

the battery model, it is crucial to update the battery model parameters during a mission.

The validity of the method is evaluated through experiments under various power duties for

an AMR such as moving forward, backwards, on slope, and making turns in the laboratory

environment. The obtained results are compared with the offline calculations. Subsequently,

based on the updated model parameters, SoC estimation is conducted using UKF and the

effectiveness of the proposed method is verified through experiments.

Since the SoC needs to be estimated on-line, the necessity for a robust estimation method

should be emphasized for practical operations. To improve the accuracy of UKF-based SoC

estimation, the adaptive unscented Kalman filter is employed to estimate the battery model

parameter and SoC. The effectiveness of the proposed method is verified through experiment

for both battery model parameters and SoC estimation. The obtained results are compared

with those of adaptive extended Kalman filter (AEKF), extended Kalman filter (EKF), and

UKF.

3.2 Lithium-Ion Battery Model Development

In this research, zero-state hysteresis equivalent circuit model is adopted to estimate the

battery SoC [26]. This model consists of a bulk capacitor Cbulk representing the ability of the

battery to store charge, a capacitor modeling surface capacitance and diffusion effect in the

battery Csurface, a terminal resistance Rt a surface resistance Rs, and an end resistance Re.

The voltage across the bulk and surface capacitors are denoted as Vcb and Vcs , respectively.

The terminal voltage and current are denoted as Vt and I where the battery current is

positive for the charging mode and negative for the discharging mode. The model is shown

in Fig. 3.1.
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Figure 3.1: Equivalent circuit model of the battery.

From Fig. 3.1, the electrical behaviour of the circuit can be expressed as follows:
V̇cb = Vcs

2ReCbulk
− Vcb

2ReCbulk
+ I

2Cbulk

V̇cs = Vcb
2ReCsurface

− Vcs
2ReCsurface

+ I
2Csurface

Vt = RtI +ReI + Vcb
2

+ Vcs
2

(3.1)

Taking the time derivative of the terminal voltage and assuming that the rate of change

of terminal current is negligible (dI
dt
≈ 0) [22], [25] yield:

V̇t = [
1

2ReCbulk
− 1

2ReCsurface
]Vcs (3.2)

+ [
1

2ReCsurface
− 1

2ReCbulk
]Vcb

+ [
1

2ReCsurface
− Rt

2ReCbulk
+

Rt

2ReCsurface
]I

In the above equations for simplicity we assume Rs = Re.

15



3.3 Parameters Identification Using AUKF

3.3.1 The state space model

Transforming (3.1), (3.2) into the state space form provides:{
ẋ = f(x, u)

y = h(x, u)
(3.3)

In order to update model and achieve more accurate SoC estimation, the model parameters:

1
Cbulk

, 1
Cbsurface

, 1
Re

, and Rt are considered as state variables in the state space model as

follows:

x =
[
x1 x2 x3 x4 x5 x6 x7

]
=

[
Vcb Vcs Vt

1
Cbulk

1
Csurface

1
Re

Rt

]
(3.4)

f(x, u) =
[
f1 f2 f3 f4 f5 f6 f7

]
, h(x, u) = x3, u = I (3.5)

Then we have:
f1 = −1

2
x1x4x6 + 1

2
x2x4x6 + 1

2
x4u

f2 = −1
2
x2x5x6 + 1

2
x1x5x6 + 1

2
x5u

f3 = −1
2
x1x4x6 + 1

2
x1x5x6 + 1

2
x2x4x6 − 1

2
x2x5x6 + 1

2
x5x6u− 1

2
x4x6x7u+ 1

2
x5x6x7u

f4 = f5 = f6 = f7 = 0

(3.6)

Next, the model parameters of this nonlinear system are identified using AUKF.

3.3.2 Introduction to Kalman filter

The Kalman filter is a set of mathematical equations that recursively estimate the state

of a process, in a way that minimizes the mean of the squared error. The filter supports

estimations of past, present, and future states when the precise system model is unknown

[88].
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3.3.2.1 The process to be estimated

The Kalman filter estimates the state x ∈ Rn of a discrete-time controlled process having

the linear stochastic difference equation

xk = Axk−1 +Buk−1 + wk−1 (3.7)

with a measurement z ∈ Rm as

zk = Hxk + vk (3.8)

wk and vk represent the process and measurement noise respectively which are assumed to

be independent of each other, white, and with normal probability distributions

p(w) ∼ N(0, Q) (3.9)

p(v) ∼ N(0, R) (3.10)

In practice, Q and R might change at each sampling time, however here we assume they

are constant.

The n×n matrix A in the difference equation (3.7) relates the state at the previous time

step k − 1 to the state at the current step k , in the absence of either a driving function or

process noise. The n × l matrix B relates the optional control input u ∈ Rl to the state x.

The m×n matrix H in the measurement equation (3.8) relates the state to the measurement

zk. In practice H changes at each sampling time but here we assume it is constant.

ˆ̄xk ∈ Rn is defined to be the a priori state estimate at step k given knowledge of the

process prior to step k, and x̂k ∈ Rn to be the a posteriori state estimate at step k given

measurement zk. The a priori estimate error covariance is then

P̄k = E[(xk − ˆ̄xk)(xk − ˆ̄xk)
T ] (3.11)
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and the a posteriori estimate error covariance is

Pk = E[(xk − x̂k)(xk − x̂k)T ] (3.12)

The goal in deriving the equations for the Kalman filter is to find an equation that

computes an a posteriori state estimate x̂k as a linear combination of an a priori estimate ˆ̄x

and a weighted difference between an actual measurement zk and a measurement prediction

H ˆ̄xk as

x̂k = ˆ̄xk +K(zk −H ˆ̄xk) (3.13)

This zk−H ˆ̄xk in (3.13) is called the residual. It shows the discrepancy between the predicted

measurement H ˆ̄xk and the actual measurement zk.

The n×m matrix K in (3.13) is the gain that minimizes the a posteriori error covariance

(3.12).

3.3.2.2 The discrete Kalman filter algorithm

The Kalman filter estimates the process state at some time and then gets feedback in the

form of noisy measurements. So, the estimation algorithm consists of time update and

measurement update equations. The time update equations project forward the current

state and error covariance estimates to get the a priori estimates for the next time step. The

feedback is done by the measurement update equations. The final estimation algorithm is

like a predictor-corrector algorithm for solving numerical problems as shown below in Fig.

3.2 [88].
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Figure 3.2: The discrete Kalman filter cycle.

The discrete Kalman filter procedure is as follow:

• Initialization

The initial state and the initial covariance are defined as:

x̂0 = E[x0], P0 = E[(x0 − x̂0)(x0 − x̂0)T ] (3.14)

• Time update

The state prediction is given:

ˆ̄xk = Ax̂k−1 +Buk−1 (3.15)

The predicted covariance is computed as:

P̄k = APk−1A
T +Q (3.16)

• Measurement update The filter gain is calculated by:

Kk = P̄kH
T (HP̄kH

T +R)−1 (3.17)
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The state estimation is obtained as:

x̂k = ˆ̄xk +Kk(zk −H ˆ̄xk) (3.18)

The estimated covariance is:

Pk = (I −KkH)P̄k (3.19)

Fig. 3.3 shows the Kalman filter algorithm completely.

Figure 3.3: The Kalman filter algorithm.

3.3.3 The extended Kalman filter (EKF)

Kalman filter developed for linear stochastic difference equation. Another version of Kalman

filter that linearizes about the current mean and covariance is called an extended Kalman

filter.

A general stochastic state-space model of a nonlinear model is:{
xk = f(xk−1, uk−1, wk−1)

zk = h(xk, vk)
(3.20)
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In this case the non-linear function f relates the state at the previous time step k − 1 to

the state at the current time step k. The non-linear function h relates the state xk to the

measurement zk.

The EKF extends forms a Gaussian approximation to the joint distribution of state and

measurements. A first order EKF can be described as follows:

• Initialization

The initial state and the initial covariance are determined by:

x̂0 = E[x0], P0 = E[(x0 − x̂0)(x0 − x̂0)T ] (3.21)

• Time update

The prediction of the state is given by:

ˆ̄x = f(x̂k−1, uk−1, 0) (3.22)

The predicted covariance is computed as:

P̄k = AkPk−1Ak
T +WkQk−1Wk

T (3.23)

• Measurement update

The filter gain is calculated by:

Kk = P̄kHk
T (HkP̄kHk

T + VkRkVk
T )−1 (3.24)

The state estimation is determined by:

x̂k = ˆ̄xk +Kk(zk − h(ˆ̄xk, 0)) (3.25)
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The estimated covariance is:

Pk = (I −KkHk)P̄k (3.26)

where xk and zk are the actual state and measurement vectors, ˆ̄xk and h(ˆ̄xk) are the

approximate state and measurement vectors, and x̂k is an a posteriori estimate of the

state at step k. wk and vk represent the process and measurement noise,

A[i,j] =
∂f[i]

∂x[j]

(x̂k−1, uk−1, 0) (3.27)

W[i,j] =
∂f[i]

∂w[j]

(x̂k−1, uk−1, 0)

H[i,j] =
∂h[i]

∂x[j]

(ˆ̄xk, 0)

V[i,j] =
∂v[i]

∂x[j]

(ˆ̄xk, 0)

The measurement update equations correct the state and covariance estimates with the mea-

surement zk. Hk and Vk are the measurement Jacobians at step k, and Rk is the measurement

noise covariance at step k.

The EKF algorithm is shown in Fig. 3.4

Figure 3.4: The extended Kalman filter algorithm.
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3.3.4 The Unscented Kalman filter

The Unscented Kalman filter is an extension of the Unscented transformation (UT) to the

classical Kalman filter. In UT, instead of linearization required by EKF, a set of weighted

sigma points are chosen deterministically in a way that the sample mean and the sample

covariance of these points match those of the priori distribution. Each point is then propa-

gated through a nonlinear function, and the predicted mean and covariance are calculated

from the transformed samples [37].

For a nonlinear discrete time system, the state and measurement equations are [37], [38]:{
xk = f(xk−1, uk−1) + wk−1

yk = h(xk, uk) + vk
(3.28)

where f and h are the nonlinear process and measurement models, respectively. xk represents

the unmeasurable states vector, uk is known as the control input vector, and yk is the

observed output. wk and vk are the process and measurement noise, respectively, which are

both uncorrelated zero-mean Gaussian white sequences. Then, the Unscented Kalman filter

algorithm is shown as:

• Initialization algorithm:

x̂0 = E[x0] (3.29)

P0 = E[(x0 − x̂0)(x0 − x̂0)T ] (3.30)

Given the state vector at step k − 1, we compute a collection of sigma points, stored

in the columns of the N × (2N + 1) sigma point matrix λk−1 where N is the number

of states. In our case, N = 7 so λk−1 is a 7× 15 matrix.

• Calculating sigma points:

(λk−1)0 = x̂k−1 (3.31)

(λk−1)i = x̂k−1 + (
√

(N + χ)Pk−1)i i = 1, ..., N (3.32)

(λk−1)i = x̂k−1 − (
√

(N + χ)Pk−1)i i = N + 1, ..., 2N (3.33)
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where λ is a scalar:

χ = α2(N + k)−N (3.34)

where α, 0 ≤ α ≤ 1, is a small scaling parameter which determines the spread of the

sigma points and k is the a tuning parameter which is usually set to 0.

• Time update:

(λk)i = f((λk−1)i, uk) i = 1, ..., 2N (3.35)

with (λk)i calculated, the a priori state estimate is

ˆ̄xk =
2N∑
i=0

Wm
i (λk)i (3.36)

where Wm
i are weights defined as:

Wm
0 =

λ

λ+N
(3.37)

Wm
i =

λ

2λ+ 2N
i = 1, ..., 2N (3.38)

Then the a priori error covariance is calculated as

P̄k =
2N∑
i=0

W c
i [(λk)i − ˆ̄xk][(λk)i − ˆ̄xk]

T +Qk (3.39)

where Qk is the process noise covariance matrix and the weights are:

W c
0 =

λ

λ+N
+ (1− α2 − β) (3.40)

W c
i =

1

2λ+ 2N
i = 1, ..., 2N (3.41)

Note that β is a non-negative weighting parameter used to affect the weight of the 0th

sigma point for the covariance calculation.

To compute the correction step, the columns of λk have to be transformed through the
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measurement function:

(Zk)i = h((λk−1)i, uk)i i = 1, ..., 2N (3.42)

ˆ̄zk =
2N∑
i=0

Wm
i (Zk)i (3.43)

• Measurement update: Defining:

P̄y =
2N∑
i=0

W c
i [(Zk)i − ˆ̄zk][(Zk)i − ˆ̄zk]

T +Rk (3.44)

P̄xy =
2N∑
i=0

W c
i [(λk)i − ˆ̄xk][(Zk)i − ˆ̄zk]

T (3.45)

Note that Rk is the measurement noise covariance matrix. Then, the Kalman gain is

calculated:

Kk = P̄xyP̄
−1
y (3.46)

and the measurement update is:

x̄k = ˆ̄xk +Kk(zk − ˆ̄zk) (3.47)

Finally, a posteriori estimate of the error covariance matrix is computed as:

Pk = P̄k −KkPyKk
T (3.48)

where Q, R, α, and β are the parameters that should be determined in UKF method.

It is hard to initialize the covariance matrices describing the disturbances on the system

as the knowledge of the model and measurement inaccuracies is limited, but it is crucial

to initialize them accurately as they affect the performance of UKF. In [26] a method is

proposed which experimentally chooses the value of these matrices. In this research, an

adaptive algorithm is employed to adjust the values of the process and measurement noise
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covariances in the estimation process.

3.3.4.1 Adaptive unscented Kalman filter

The initial state x0, initial covariance P0, process noise covariance Q, measurement-noise

covariance R, and unscented transform parameters α and β have to be determined in UKF.

The influence of the initial state and covariance will become asymptotically negligible when

there is a large amount of processing data. The values of α and β have little impact on

improving the estimate accuracy of the UKF. But, the covariance matrices Q and R are

very important to the performance and stability of the UKF. For very small R and/or Q

at the beginning of the estimation process, a biased solution might result. For very large R

and/or Q, filter divergence could occur. Therefore, in many adaptive filtering algorithms,

the covariance matrices R and Q are the main parameters that need to be tuned online. An

adaptive filter can estimate both R and Q [42].

In this thesis, the adaptive estimation of the process and measurement noise covariances

is considered on the basis of the output voltage residual sequence of the battery model. So

Q and R are estimated and updated recursively from the following equations [42]:{
Qk = KkCk(Kk)

T

Rk = Ck +
∑2N

i=0W
c
i [(Zk)i − zk][(Zk)i − zk]T

(3.49)

where z is the measured output voltage and Ck is defined as

Ck ≈
k∑

i=k−L+1

ei(ei)
T (3.50)

e is the voltage residual of the battery model at time step k, Ck is an approximation to

the covariance of the voltage residual at time step k, and L is window size for covariance

matching. More details can be found in [42], [82].
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3.3.5 Experimental results for parameter identification using AUKF

To evaluate the proposed method, experiments have been conducted on a battery powered

wheeled-mobile robot (Fig. 3.5). The battery is a High-power Polymer Lithium-Ion consist-

ing of 10 cells in series with the nominal capacity of 8 Ah, with a nominal voltage of 37V and

maximum voltage of 42V. To conduct the experiments, the mobile robot is controlled by the

Operator Controller Unit (OCU), moving the robot forward, backwards, on slope, and mak-

ing turns in the lab environment using a joystick. The recorded signals include load current

and terminal voltage. The load current is measured by a Fluke current probe. The terminal

voltage and load current are recorded by a Tektronix Oscilloscope with the sampling rate of

1 Hz. The experiments have been conducted in the lab environment condition.

Figure 3.5: The wheeled-mobile robot.

The commands are sent from Operating control unit (OCU) and are encoded into a 16-

byte data set which are transmitted to the robot via the antennas and received and decoded

by the Logosol Network Master Controller (LS-991). The sampled data are transferred

to the host computer for real time calculation of model parameters via the serial port.

The programming language for data manipulation and processing is C. Rabbit 2000 8-bit

microcontroller is used as the sensor processor. The sampled terminal voltage and current

are demonstrated in Fig. 3.6. The discharging current is positive and the charging current
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is negative. Both discharging and charging processes exist in the test. But, the descending

trend of the battery voltage indicates that the battery is mainly discharged during the test.
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Figure 3.6: (a) Measured terminal voltage, (b) Measured current, (c) Measured current
(magnified).

The initial values of the error covariance matrix, process error covariance matrix, and
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measurement error covariance matrix are set through trial-and-error as follows:

P0 =



1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1


(3.51)

Q0 =



0.005 0 0 0 0 0 0

0 0.07 0 0 0 0 0

0 0 0.9 0 0 0 0

0 0 0 0.0001 0 0 0

0 0 0 0 0.005 0 0

0 0 0 0 0 0.6 0

0 0 0 0 0 0 0.009



R0 = 0.1

Accordingly, we chose α = 0.85 and β = 2 to incorporate the prior knowledge about the

distribution of x and L = 100.

First, we apply the UKF algorithm and the obtained results of the battery model pa-

rameters identification: Csurface, Cbulk, Rt, and Re with UKF are compared with constant

values. It is verified that the parameter identification using UKF algorithm is stable. Then

the adaptive algorithm is applied. The identification results of the battery model parameters:

Cbulk, Csurface, Re, and Rt with AUKF are shown in Fig. 3.7(a) and Fig. 3.7(b).
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Figure 3.7: a) Cbulk and Csurface estimation results using AUKF vs. UKF and offline calcu-
lations, b) Re and Rt estimation results using AUKF vs. UKF and offline calculations.

The obtained results are compared with those of UKF method and offline calculations.

How to calculate offline values is explained in details in [22]. It can be seen that the pa-

rameter identification using AUKF algorithm is stable and better performance is achieved

in comparison with UKF. Also, a comparison between the estimated terminal voltage based
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on the updated model and the offline model is illustrated in Fig. 3.8. Comparing the results

with the measured values shows that more accurate results are obtained while the model

is updated. From Table 3.1 it can be seen that, with the model update, the error mean is
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Figure 3.8: a) Measured voltage vs. estimated voltage based on updated model and offline
model, b) Measured voltage vs. estimated voltage based on updated model and offline model
(magnified).

around 0.002 V and the maximum error is 0.06 V, which demonstrates that the parameter

identification algorithm leads to more accurate estimation than the offline model.
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Index Maximum Mean

Offline Model 0.16 V 0.018 V

Updated Model 0.060 V 0.002 V

Table 3.1: Statistic List of Voltage Errors with Offline and Updated Model.

The estimated terminal voltage by AUKF and UKF and measured terminal voltage are

also shown in Fig. 3.9(a). We can see a good consistency between the estimated voltage and

the measured one with the minor error (Fig. 3.9(b)), and AUKF provides better accuracy

than UKF.

3.4 State of Charge Estimation Using AUKF

3.4.1 SoC definition

The SoC is defined as the available capacity to the nominal capacity of the battery as [40]:

SoC = SoC0 −
∫
ηiLdt

CN
(3.52)

As SoC0 is the initial value of SoC, η is the columbic efficiency, and CN is the nominal

Capacity.

3.4.2 SoC Estimation by AUKF

Assuming the applied input u is constant during each sampling interval, we transform equa-

tions (3.1) and (3.52) to a discrete system first:

Vcb,k = Vcb,k−1(e
− ∆t

2Recbulk ) +Reik−1(1− e−
∆t

2Recbulk )

+Vcs,k−1(1− e−
∆t

2Recbulk )

Vcs,k = Vcs,k−1(e
− ∆t

2Recsurface )

+Reik−1(1− e−
∆t

2Recsurface )

+Vcb,k−1(1− e−
∆t

2Recsurface )

SoCk = SoCk−1 + η∆t
CN
ik−1
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Figure 3.9: a) Measured voltage vs. estimated voltage using AUKF and UKF (magnified),
b) Voltage estimation error (magnified).

where the state vector is:

x =

 Vcb

Vcs

SoC

 (3.53)

Following the same procedure as explained in Section II and updating the model parameters,

and also based on the fact that battery open-circuit voltage (OCV) varies almost linearly

with SoC [83], the SoC is obtained from the estimated voltage across the bulk capacitor
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indicating OCV. The overall estimation algorithm schematic based on AUKF is shown in

Fig. 3.10.

Figure 3.10: The overall estimation algorithm schematic.

3.5 Experimental Results for SoC Estimation

In order to further evaluate the performance of AUKF-based SoC estimation algorithm,

comparisons with AEKF, UKF, and EKF algorithms will be made. To provide a logical

comparison with the above mentioned algorithms, the same procedure as explained in the

previous section is conducted for all methods. A comparison has been made for terminal

voltage estimation based on AUKF, AEKF, UKF, and EKF in Fig. 3.11(a). Also Fig.

3.11(b) shows that AUKF leads to smaller error than other Kalman filters extensions. The

comparison is summarized in Table 3.2. Moreover, the voltage error covariance has been

calculated. Fig. 3.12 shows better performance of AUKF in comparison with other KF

methods.

Index Maximum Mean

AUKF 0.060 V 0.002V

AEKF 0.09 V 0.008 V

UKF 0.11 V 0.012 V

EKF 0.16 V 0.020 V

Table 3.2: Statistic List of Voltage Errors with AUKF, AEKF, UKF, and EKF.

The obtained result for SoC estimation with AUKF is shown in Fig. 3.14. The result
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Figure 3.11: a) Measured voltage vs. estimated voltage using AUKF, AEKF, UKF, EKF
(magnified), b) Voltage estimation error (magnified).

is also compared with those of Coulomb counting, AEKF, UKF, and EKF. The estimation

errors are shown in Fig. 3.14. It is clear that the AUKF-based algorithm can estimate the

battery terminal voltage as well as the battery SoC more accurately, compared with the other

three algorithms. Additionally, it can be seen that the AUKF and AEKF based estimation

algorithms provide more accurate results than the EKF and UKF algorithms. Table 3.3
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Figure 3.12: Voltage error covariance.

shows that the maximum absolute error of the AUKF algorithm is 0.10% and the absolute

mean error is only 0.028%. Thus, the proposed approach of the SoC estimation algorithm is

suitable for a Lithium-Ion power battery module, which can quickly reduce the model error

and improve the SoC estimation accuracy. For better demonstration of the performance of

the proposed algorithm the SoC error covariance for the different methods are plotted in

Fig. 3.15.

Index Maximum Mean

AUKF 0.10 % 0.028 %

AEKF 0.22 % 0.035 %

UKF 0.47 % 0.11 %

EKF 0.71 % 0.18 %

Table 3.3: Statistic List of SoC Errors with AUKF, AEKF, UKF, and EKF.

3.6 Summary

In this chapter, as accurate estimation of the battery state of charge is a critical issue in

power management of autonomous mobile robots operating in unknown environments:

• Based on an equivalent circuit model of the Lithium-Ion battery, an adaptive unscented

Kalman filter is developed to identify battery model parameters, which are then used

to update the battery model.
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Figure 3.13: a) State of Charge estimation by AUKF , AEKF, UKF, EKF, b) State of Charge
estimation by AUKF, AEKF, UKF, EKF (magnified).

• By employing the AUKF, the battery state of charge is estimated using the updated

battery model. Advantages:

– An improved battery model can be achieved by updating the battery model pa-

rameters recursively during the mission.
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Figure 3.15: SoC error covariance.

– AUKF not only has the advantages of UKF over EKF, but also adjusts the values

of the process and measurement noise covariances recursively in the SoC esti-

mation process. The concept of covariance matching on the basis of the output

voltage residual sequence is added to the UKF algorithm for adaptive adjustment.

– The AUKF algorithm has a low computational load and recursive SoC estimation

is achieved recursively.

• Experiments have been conducted to verify the effectiveness of the proposed method.
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Chapter 4

Wheel and Robot Dynamic Model

and State Estimation

4.1 Introduction

A robot is a complex system bringing together a large number of mechanical and electronic

elements. It has two primary subsystems that require kinematic motion descriptions. The

first subsystem is the robot body, while the second is the tire, which together with the

robot system form our means of generating force through contact with the terrain. These

subsystems have kinematic relationship with each other, so the over all robot motion is

dependent on the kinematics of both subsystems.

Models representing the system behaviour are required to describe the robot movements.

For a simulator design, modeling efforts are focused on reproducing the behaviour of in-

dividual robot components as precisely as possible. Simulations of these models are time

consuming and expensive. For real-time applications, simplifications are needed due to the

limited calculation capacity.

In this thesis, the basis for the robot state estimations is a simple model that precisely

describe all dynamics of interest.

Moreover, in many dynamic mechanical systems like wheeled mobile robots, it not real-

istic to assume that all states describing the system behaviour are measurable. Some states

cannot be measured by sensors or any other physical means. Also in the design level, it

is important to choose the minimal set of sensors for the control without compensating for

the performance and robustness. Furthermore, most of the time the controller performance
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relies on some important variables which cannot be measured directly due to some technical

or economic reasons. So, estimators are needed. Estimation means the extraction of infor-

mation of any physical variable which cannot be obtained from direct sensors by using only

available data.

The main objective of this chapter is to recursively estimate the state of the robot dynamic

system using the noisy available measurements obtained from the system. The state space

approach is adopted when modeling. An adaptive unscented Kalman filter algorithm based

on the dynamic robot model is developed to estimate the wheel angular velocity and the robot

longitudinal velocity. The adaptive unscented Kalman filter algorithm adaptively updates

the process and measurement noise covariances which are two important factors in Kalman

filtering performance and stability. The algorithm will be run in real time on a four-wheel

mobile robot to verify its effectiveness in state estimation. It is also demonstrated that

the adaptive concept of AUKF leads to better results than the unscented Kalman filter in

estimating the robot velocity which is difficult to measure in actual practice.

4.2 Tire Dynamics

First it is necessary to define an axis system as a reference for the definition of various

parameters to describe the characteristics of the tire and the forces and moments acting on

it. One of the commonly used axis systems recommended by the Society of Automotive

Engineers is shown in Fig. 4.1 [84].

Figure 4.1: Tire axis system [84].
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We define the center of tire contact as the origin of the axis system. The X axis is the

intersection of the wheel and the ground plane while the forward direction is considered

positive. The Z axis is perpendicular to the ground plane where downwards is positive

direction. The Y axis is in the ground plane, and its direction is chosen to make the axis

system orthogonal based on right hand rule [85].

Three forces and three moments act on the tire from the ground. Tractive force Fx is the

X component of the resultant force applied on the tire by the road. Lateral force Fy is the

Y direction component, and the normal force Fz is the component in the Z direction. Mx

is the moment about the X axis applied on the tire by the road. Rolling resistance moment

My is the moment about the Y axis while Mz is the moment about the Z axis.

Two important angles are associated with a rolling tire: the slip angle and the camber

angel. Slip angle α is defined as the angle formed between the direction of the wheel travel

and the line of intersection of the wheel plane with the road surface. Camber angle γ is the

angle formed between the XZ plane and the wheel plane.

4.2.1 Tractive force of tires

When a driving torque is applied to a pneumatic tire, a tractive force is generated at the

tire-ground patch. At the same time, the tire tread in front of and within the contact patch

is subjected to compression [85].

As tread elements are compressed before entering the contact region, the distance that

the tire travels when subject to a driving torque will be less than that in free rolling. This

phenomenon is usually referred to as longitudinal slip. The longitudinal slip ratio (λ) of the

wheeled robot, when a driving torque is applied, is usually defined by [85]

λ =

{
rωw−v
rωw

rωw ≥ v,0 ≤ λ ≤ 1
rωw−v
v

rωw < v,−1 ≤ λ < 0
(4.1)

where v is the actual longitudinal velocity, ωw is the wheel rotational velocity, and rωw is

the equivalent rotational velocity. When a driving torque is exerted, the tire rotates without

the equivalent translatory motion; therefore, rωw > v and a positive value for slip results.

As the tractive force applied by the tire is proportional to the torque applied by the

wheel under steady-state conditions, slip is a function of tractive force. At first the wheel

torque and tractive force increase linearly because, initially, slip is mostly due to elastic

deformation of tire tread. This corresponds to the section 0A of the curve shown in Fig.
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4.2 [85]. A further increase of wheel torque and tractive force results in part of tire tread

sliding on the ground. In this situation, the relationship between the tractive force and the

slip is nonlinear. This corresponds to section AB of the curve shown in Fig. 4.2. Based

on available experimental data, the maximum tractive force of a pneumatic tire on rough

surfaces is usually reached somewhere between 0.15 − 0.2 slip ratio. Any further increase

in slip value beyond that may cause an unstable condition, with the tractive force falling

quickly from the peak value µpN to the pure sliding value µsN , as shown in Fig. 4.2, where

N is the normal force on the tire and µp and µs are the peak and sliding values of the

coefficient of road adhesion, respectively [84].

Figure 4.2: Variation of tractive force with longitudinal slip of a tire [84].

A general theory which predict the relationship between the tractive force and the longi-

tudinal slip of pneumatic tires on rigid surfaces precisely has yet to be evolved. In [84], the

traction force of a pneumatic tire on rigid terrain is formulated as

Ftr =

{
ktilt(1 + ( lt

2i
)) λ ≤ λcritical

µpN − i (µpNktiltλ)2

2l2t ktiλ
λ > λcritical

(4.2)

where λcritical = µpN

(ltkt(lt+i)
, and i, µp, kt, and lt are constants. This equation shows the

nonlinear behavior of the tractive force and longitudinal slip relationship when sliding occurs

in part of the contact area. This corresponds to the region beyond point A of the curve shown

in Fig. 4.2.

When sliding extends over the entire contact patch, the tractive force Ftr is equal to
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µpN . The value of the slip λm where the maximum tractive force occurs is equal to µpN

ltkti
and

corresponds to point B shown in Fig. 4.2. A further increase of tire slip causes an unstable

situation, with the coefficient of road adhesion falling rapidly from the peak value µp to the

pure sliding value µs. Average peak and sliding values of the coefficient of road adhesion µp

and µs on various surfaces are given in Table 4.1 [85].

In practice implementation of a slip-based tire traction model such as (4.2) has many

difficulties. It is needed to distinguish the cases of traction and driving forward and backward

to order to calculate the slip correctly. Also the formulations are undefined when the slip is

zero (ωw = 0 or v = 0). Furthermore, (4.2) requires separate formulations for the low and

high slip scenarios (recognized by λcritical ). [80] introduces a differentiable traction model

that captures the critical elements of the models proposed in the literature. The traction

force is defined as a function of the wheel’s relative velocity, rather than slip. Slip is a

normalized version of relative velocity. The proposed formulation does not introduce the

singularities found in slip-based ones and is relatively easier to apply within the Kalman

filter framework. The simplified model is

Ftr = N(sign(rω − vf )C1(1− e−C2|rω−vf |) + C3(rω − vf )) (4.3)

where vf is the tire’s forward velocity as

vf = v ± 0.5ωv (4.4)

where ωv is the robot yaw rate and C1, C2, and C3 are constants. How to find these constants

are explained thoroughly in [80].

Surface Peak value µp Sliding value µs
Asphalt (dry) 0.8-0.9 0.75

Asphalt (wet) 0.5-0.7 0.45-0.6

Gravel 0.6 0.55

Ice 0.1 0.07

Table 4.1: Average Values of Coefficient of Terrain Adhesion [85].
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4.2.2 Rolling resistance of tires

The rolling resistance of tires on rigid terrains is mainly caused by the hysteresis in tire

materials due to the deflection during rolling. Friction between the tire and the terrain

caused by sliding, the resistance due to air circulating inside the tire, and the fan effect of

the rotating tire on the surrounding air also contribute to the rolling resistance of the tire

[85].

When a tire is rolling, the carcass is deflected in the area of ground contact. As a result

of tire distortion, the normal pressure in the leading half of the contact patch is higher than

that in the trailing half. The center of normal pressure is shifted in the direction of rolling.

This shift produces a moment about the axis of rotation of the tire, which is the rolling

resistance moment. In a free-rolling tire, the applied wheel torque is zero. Therefore, a

horizontal force at the tireground contact patch must exist to maintain equilibrium. This

resultant horizontal force is generally known as the rolling resistance. The ratio of the rolling

resistance to the normal force on the tire is defined as the coefficient of rolling resistance

[85].

The complex relationships between the design and operational parameters of the tire and

its rolling resistance make it extremely difficult to develop an analytic method for predicting

the rolling resistance [85]. The determination of the rolling resistance, therefore, relies almost

entirely on experiments. In [80], [86] rolling resistance is modeled as a combination of static

and velocity-dependant forces. The rolling resistance force can be modeled as [80]:

Frst = −sign(vf )N(A1(1− e−A2|vf |) + A3|vf |) (4.5)

A1, A2, and A3 are positive constants.

4.3 Wheel Rotational Dynamics

Fig. 4.3 shows the free-body diagram of the wheel, where τ is the traction torque, ωw is the

wheel angular velocity.
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Figure 4.3: Free-body diagram of the wheel.

The dynamics of the angular motion of the right and left wheels are as follow [78]:

Jwω̇w,r = τ1 − rFtrs,1 (4.6)

Jwω̇w,l = τ2 − rFtrs,2 (4.7)

where r is the wheel radius, Jw is the moment of inertia of each wheel, τi is the wheel torque

applied to the i-th wheel which is

τ = KmI (4.8)

as Km is the motor torque constant and I is the motor current. For our mobile robot, N is

the normal force and we assume that this force is equal for the front and rear wheels:

Nf =
Lf

2(Lf + Lr)
mg (4.9)

Nr =
Lr

2(Lf + Lr)
mg (4.10)

For each of the wheels, a separate equation of motion must be derived.
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4.4 Robot Body Dynamics

This section develops the robot model that capture the important dynamics of the robot.

The objective is to use simplified robot dynamic models as basic elements when designing

real-time observers later.

The coordinate system of the robot fixed body and the kinematic parameters are shown

in Fig. 4.5. Fig. 4.4 shows the robot and tire forces. As shown in Fig. 4.4, tire forces consist

of a normal component (N), traction/braking component (Ftr), and a rolling resistance

component (Frst). The traction/braking forces are negligible for the rear wheels because

these wheels are undriven wheels.

Figure 4.4: Robot and tire forces.

Figure 4.5: Robot kinematic parameters.
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The dynamics of the robot acceleration and the robot’s yaw angular acceleration is:

mv̇ =
2∑
i=1

Fi,tr +
4∑
i=1

Fi,rst (4.11)

Jω̇v =
b

2
(F1,tr − F2,tr + F1,rst − F2,trs) (4.12)

where m is the total robot mass, J is the robot’s moment of inertia and b is the distance

between front wheel centers. Traction force and rolling resistance force are denoted as Ftr

and Frst, respectively.

4.5 State Estimation Using AUKF

In this section, adaptive unscented Kalman filter has been adopted and applied to the robot

dynamic model to estimate the robot longitudinal velocity and filter the noise from the

wheel angular velocity measured from the encoders. The concept was explained in details in

chapter 3.

4.5.1 State space model formulation

It is important to introduce the state space as a basic concept to describe how a dynamic

system behaves. The dynamics are then described in terms of state transitions, and it should

be specified how one state is transformed into another as time passes. Consequently, the

states are chosen as: 
x1 = v

x2 = ω1

x3 = ω2

x4 = ωv

(4.13)
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where ω1 and ω2 are the right and left wheel angular velocity respectively. Considering (4.1),

(4.2), (4.3), (4.4), (4.9), and (4.11) we have:
ẋ1 = f1(x, u) = 1

m
(F1,tr + F2,tr + F1,rst + F2,rst + F3,rst + F4,rst)

ẋ2 = f2(x, u) = 1
Jw

(τ1 − r(Ftr,2 + Frst,2))

ẋ3 = f3(x, u) = 1
Jw

(τ2 − r(Ftr,1 + Frst,1))

ẋ4 = f4(x, u) = b
2J

(F1,tr − F2,tr + F1,rst − F2,rst)

(4.14)

{
ẋ = f(x, u)

y = h(x, u)
(4.15)

where

x =
[
x1 x2 x3 x4

]
f(x, u) =

[
f1 f2 f3 f4

]
h(x, u) =

[
x2 x3

]
u =

[
I1 I2

]
(4.16)

Then we have:

f1 =
Nf

m


C1sign(rx2 − x1 − 0.5x4)(1− expC2(rx2 − x1 − 0.5x4))

+C1sign(rx3 − x1 − 0.5x4)(1− expC2(rx3 − x1 − 0.5x4))

+C3(rx2 − x1 − 0.5x4) + C3(rx3 − x1 − 0.5x4)


−2

A1sign(x1 + 0.5x4)(1− expA2(x1 + 0.5x4))

+A3(x1 + 0.5x4)


−2Nr

m

A1sign(x1 + 0.5x4)(1− expA2(x1 + 0.5x4))

+A3(x1 + 0.5x4)


(4.17)
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f2 =
1

Jw
(KmI1 − rNf


C1sign(rx3 − x1 − 0.5x4)(1− expC2(rx3 − x1 − 0.5x4))

−A1sign(x1 + 0.5x4)(1− expA2(x1 + 0.5x4))

+A3(x1 + 0.5x4) + C3(rx3 − x1 − 0.5x4)


(4.18)

f3 =
1

Jw
(KmI2 − rNf


C1sign(rx2 − x1 − 0.5x4)(1− expC2(rx2 − x1 − 0.5x4))

−A1sign(x1 + 0.5x4)(1− expA2(x1 + 0.5x4))

+A3(x1 + 0.5x4) + C3(rx2 − x1 − 0.5x4)


(4.19)

f4 =
bNf

2J


C1sign(rx2 − x1 − 0.5x4)(1− expC2(rx2 − x1 − 0.5x4))

−C1sign(rx3 − x1 − 0.5x4)(1− expC2(rx3 − x1 − 0.5x4))

−C3(rx3 − x1 − 0.5x4) + C3(rx2 − x1 − 0.5x4)


(4.20)

AUKF algorithm is adopted to estimate the system states. The algorithm is explained

thoroughly in chapter 3. As explained before, UKF consists of the prediction and update

processes. In the two processes of UKF, constant covariance values of the process and mea-

surement noise are used. The adopted AUKF algorithm, adaptively adjusts covariance values

of the process and measurement noise. The covariance matching in the UKF framework is

used for the adaptive adjustment of the noise covariances so that a residual-based AUKF

algorithm can be developed.
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4.6 Real Time Robot State Estimation: Experimental

Results

4.6.1 Robot Description

To verify the effectiveness of the estimation algorithm proposed in this research, experi-

ments are conducted on the four-wheel battery powered mobile robot in our laboratory.

The wheeled mobile robot under investigation is a Ryerson Linkage Mechanism Actuator

(RLMA), which is a customized product made by ESI (Fig. 4.6).

Figure 4.6: Wheeled mobile robot under investigation (RLMA).

As a data processing machine, the robot consists of data sources, a data processing device

and data sinks. On the side of data sources the robot is equipped with optical encoders

(QD145), voltage output temperature sensors (TC1047), two-axis precision compass with

three orthogonal magnetoresistive sensors (HMR3200) and cameras (SVCG35HVT). Data

processing will be done in microcontroller. A Rabbit 2000 8-bit microcontroller is used as

the sensor processor.

On the hand of data sinks, there are two brushless electric motors (BN34) which are

responsible for the robot locomotion. For each motor the speed of the motor will be measured

and the motor current will be supervised and can be used for implementing torque control.

Currently, OCU can be used to send control commands to and collect information from

RLMA. The communication between OCU and RLMA is achieved via an RF transmitter
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and a data modem. The OCU commands are encoded into a 16-byte data set which are

transmitted to the robot via the antennas and received and decoded by the Logosol Network

Master Controller (LS-991).

The design parameters for RLMA are listed in Table 4.2.

4.6.2 Experimental results

For the RLMA, two drives are dedicated to control the motors and a PC−104 board running

QNX is used for high-level control. All the motors are equipped with encoders. The com-

munication between the drives and PC−104 is achieved through a controller area network

(CAN) bus. Dimensions of the test bench are 68× 38× 20cm.

The algorithms were applied to experimental test runs. During these tests, the robot

traveled approximately 10 m on the normal and slippery terrain. The robot was driven at

speeds ranging from 10 to 50 cm/s. The tests were performed on nominally level terrain

with the robot commanded to drive in a straight line moving forward and backward. The

proposed adaptive unscented Kalman filter design is validated by experimental test moving

the robot forward at the speed of 10 cm/s (Fig. 4.7).

Parameter Value

m(kg) 42

Lf (cm) 31.4

Lr(cm) 31.4

r(cm) 12

b(cm) 30

Table 4.2: Design parameters for RLMA.
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Figure 4.7: Wheel angular velocity estimation using AUKF.
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Figure 4.8: Wheel angular velocity estimation using UKF.

To compare the results UKF algorithm is applied as shown in Fig. 4.8 to estimate the

state variables. Also the estimation error for both filters are shown in Fig. 4.9. It can be

seen that AUKF leads to smaller error than UKF.
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Figure 4.9: Wheel angular velocity estimation error for AUKF and UKF algorithms.
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Figure 4.10: Wheel angular velocity estimation using AUKF (moving forward and back-
wards).

Similar experiments are conducted moving the robot forward and backwards in Figs. 4.10

and 4.11.
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Figure 4.11: Wheel angular velocity estimation using UKF (moving forward and backwards).

Comparing the results of the two methods, it can be seen that both methods properly

estimate the wheel velocity, but due to its adaptive nature, AUKF can give a more accurate

and smoother estimation.

For this experiment a LIDAR-Lite Laser Rangefinder has been used to measure the

robot velocity (Fig. 4.12). Figs. 4.13 and 4.14 demonstrate the two observers performance

in estimating the robot longitudinal velocity.

Figure 4.12: LIDAR-Lite laser rangefinder.
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Figure 4.13: Robot longitudinal velocity estimation using UKF.
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Figure 4.14: Robot longitudinal velocity estimation using AUKF.

Similar experiments are conducted moving the robot forward and backwards in Figs.

4.15 and 4.16. Comparing the results of the two methods, it can be seen that both methods

properly estimate the robot longitudinal velocity, but due to its adaptive nature, AUKF can

give a more accurate and smoother estimation.
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Figure 4.15: Robot longitudinal velocity estimation using AUKF (moving forward and back-
wards).
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Figure 4.16: Robot longitudinal velocity estimation using UKF (moving forward and back-
wards).
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4.7 Summary

In this chapter, based on the dynamic robot model, the AUKF is utilized to estimate the

robot longitudinal velocity and obtain good filtering performance of the wheel angular speed.

Experimental results show that the AUKF can provide more accurate estimation than the

UKF in estimating the robot velocity which is difficult to measure in actual practice. The

adaptive unscented Kalman filter algorithm adaptively updates the process and measure-

ment noise covariances which are critical for the filtering performance and stability in the

framework of Kalman filter. With the Real robot state variables estimated by the AUKF,

a sliding mode controller will be designed in the next chapter to make the wheeled mobile

robot effectively track the desired slip ratio in real time to reduce the power consumption

without adding additional expensive hardware to the system.
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Chapter 5

Sliding Mode-Based Slip Ratio

Control

5.1 Introduction

Terrain-dependent control is required for autonomous mobile robots to safely and efficiently

traverse unknown environments. The word ”Terrain-dependent” means the ability of mo-

bile robots to cope with characteristic changes on rough terrain. Thus, terrain-dependent

controller makes an effort to maintain optimal driving conditions depending on such char-

acteristic changes of terrains. For maneuverability as well as reducing power consumption,

terrain-dependent control strategies are to keep optimal slip condition of robot wheels on the

terrain. The slip ratio λ is one of the most important state variables during wheel-terrain

interactions, and it is defined as a function of the robot longitudinal velocity and the angular

velocity of the wheel as in equation (4.1). On the other hand, for the mobile robots, the

effective power that a motor should supply is the product of the driving torque and angular

velocity. So, there is a relationship between the slip ratio and power consumption for a

wheel. Therefore, the effective power increases in order to maintain the travelling velocity

constant.

P = τω =
τv

r(1− λ)
(5.1)

The purpose of this chapter is to control the slip ratio of a four-wheeled mobile robot on

different surfaces in order to reduce power consumption while the robot velocity is estimated

online based on realtime measurements. Due to the high nonlinearity of the system and
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to the presence of time-varying parameters and uncertainties, a robust control approach is

needed, which generates continuous control actions while being robust to uncertainties. The

sliding mode controller is employed for this control purpose. It will be shown in this chapter,

that once the system reaches a sliding mode, the dynamical order of the system is reduced

and the system behaviour is independent of a certain class of system parameter variations

and disturbances. For these reasons, the controllers designed using sliding mode techniques,

provide robust performance.

To verify the effectiveness of the proposed controller and identification algorithm, ex-

periments are conducted on different surfaces. The robot velocity is estimated through the

identification algorithm discussed in previous chapter and the control command will be sent

to the motor drives to control the slip ratio of the robot from the host computer.

5.2 Introduction to Sliding Mode Control

Sliding mode control is a robust control approach which provides a systematic solution to the

problem of maintaining stability in the presentence of modeling imprecision. The following

section is a brief introduction to the sliding mode concept [87].

5.2.1 Sliding surfaces

Variable Structure Control Systems (VSCS) are in the category of nonlinear control systems

and are the systems which switch their control structure according to the state of the under

control system. The state-feedback control law is not a continuous function of time. It

drives the nonlinear plant’s state trajectory onto a predefined surface in the state space and

maintains the plant’s state trajectory on this surface for subsequent time . This surface is

called a switching surface. When the plant state trajectory is above the surface, a feedback

path has one gain and there is a different gain if the trajectory drops below the surface.

The switched control maintains the plant’s state trajectory on the surface for all subsequent

time and the plant’s state trajectory slides along this surface. Lyapunov method is usually

used to determine the stability properties of an equilibrium point without solving the state

equation.

Let V (x) be a continuously differentiable scalar function defined in a domain D that

contains the origin. A function V (x) is said to be positive definite if V (0) = 0 and V (x) > 0

for x 6= 0. It is said to be negative definite if V (0) = 0 and V (x) < 0 for x 6= 0.

59



A generalized Lyapunov function is defined in terms of the surface to characterize the

motion of the state trajectory to the sliding surface. For each chosen switched control

structure, the gains are chosen so that the derivative of this Lyapunov function is negative

definite, so the motion of the state trajectory to the surface will be guaranteed. Designing

the surface, a switched controller is constructed so that the tangent vectors of the state

trajectory point towards the surface in such a way that the state is driven to and maintained

on the sliding surface. A single input nonlinear system be defined as

x(n) = f(x, t) + b(x, t)u(t) (5.2)

Here, x(t) is the state vector, u(t) is the control input, and x is the output state of the inter-

est. n on x(t) shows the order of differentiation. f(x, t) and b(x, t) are generally nonlinear

functions of time and states. The function f(x, t) is not exactly known, but the extent of

the imprecision on f(x, t) is upper bounded by a known, continuous function of x; similarly,

the control gain b(x, t) is not exactly known, but is of known sign and is bounded by known,

continuous functions of x. The control problem is to make x to track a specific time-varying

state xd in the presence of model imprecision on f(x, t) and b(x, t). A time varying surface

s(x, t) is defined by equating the variable s(x, t) to zero:

s(x, t) = (
d

dt
+ δ)

n−1

x̃(t) (5.3)

Here, δ is a strict positive constant which is the bandwidth of the system, and x̃ =

x(t) − xd(t) is the error in the output state where xd(t) is the desired state. The problem

of tracking the n−dimensional vector xd(t) can be replaced by a first-order stabilization

problem in s. s(x, t) as defined in (5.3) is the sliding surface, and the system’s behavior once

on the surface is called sliding mode.

The simplified, 1st order problem of keeping the scalar s at zero can now be achieved by

choosing the control law u of (5.2) such that

1

2

d

dt
s2 ≤ −η|s| (5.4)

η is a strictly positive constant. Condition (5.4) states that the squared distance to the

surface, as measured by s2 , decreases along all system trajectories. So, it constrains trajec-

tories to point towards the surface s(x, t) = 0. So, satisfying the sliding condition makes the
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surface an invariant set which for any trajectory starting from an initial condition within the

set remains in the set for all future and past time. (5.4) also implies that some disturbances

or dynamic uncertainties can be tolerated while still keeping the surface an invariant set.

Finally, satisfying (5.3) guarantees that if s(x(0), 0) 6= 0, the surface s(t) will be reached

in a finite time smaller than |s(x(0),0)|
η

. Assume that s(x(0), 0) > 0, and let treach be the time

required to hit the surface s = 0. Integrating (5.4) between t = 0 and treach leads to

treach ≤
s(x(0), 0)

η
(5.5)

Starting from any initial condition, the state trajectory reaches the time-varying surface

in a finite time smaller than |s(x(0),0)|
η

, and then slides along the surface towards xd(t).

5.2.2 Controller design

The controller design procedure consists of two steps. In the first step, a feedback control law

u is selected to verify sliding condition (5.4). In order to account for the presence of modeling

uncertainties and disturbances, the control law has to be discontinuous across s(t). Since

the implementation of the associated control switching is imperfect, this leads to chattering

which is undesirable in practice as it involves high control activity and may excite high

frequency dynamics neglected in the modeling.

In the second step, the discontinuous control law u is properly smoothed to achieve an

optimal trade-off between control bandwidth and tracking accuracy. The first step achieves

robustness for parametric uncertainty, the second step achieves robustness to high-frequency

unmodeled dynamics.

Here, starting from the first step, Consider a simple first order system:

ẋ(t) = f(x, t) + u(t) (5.6)

where f(x, t) is nonlinear and/or time varying and is estimated as f̂(x, t), u(t) is the control

input, and x(t) is the state to be controlled so that it follows the desired trajectory xd(t). The

estimation error on f(x, t) is assumed to be bounded by some known function F = F (x, t),

so that

|f̂(x, t)− f(x, t)| ≤ F (x, t) (5.7)
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we define a sliding variable according to (5.2)

s(t) = x̃(t) (5.8)

Differentiation of the sliding variable yields

ṡ(t) = ẋ(t)− ẋd(t) (5.9)

Substituting equation (5.6) in equation (5.9):

ṡ(t) = f(x, t) + u(t)− ẋd(t) (5.10)

The approximation of control law û(t) to achieve ṡ = 0 is

û(t) = −f̂(x, t) + u(t) + ẋd(t) (5.11)

û(t) can interpreted as the best estimate of the equivalent control.

The uncertainty in f is accounted for while satisfying the sliding condition

1

2

d

dt
(s(t)2) ≤ −η|s(t)| (5.12)

the control law is:

u(t) = û(t)− k(x, t)sgn(s(t)) (5.13)

Choosing k(x, t) large enough,

k(x, t) = F (x, t) + η (5.14)

ensures the satisfaction of condition (5.12) as:

1

2

d

dt
(s(t)2) = ṡ(t)s(t) = (f(x, t)− f̂(x, t))s(t)− k(x, t)|s(t)| ≤ −η|s(t)| (5.15)

Hence, by using (5.13), It is assured that the system trajectory will take finite time to

reach the surface s(t), after which the errors will exponentially go to zero.
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Now, we consider the second order system in the form of

ẋ(t) = f(x, t) + b(x, t)u(t) (5.16)

where b(x, t) is bounded as 0 < bmin(x, t) ≤ b(x, t) ≤ bmax(x, t).

The control gain b(x, t) and its bound can be time varying or state dependent. Since the

control input is multiplied by the control gain in the dynamics, the geometric mean of the

lower and upper bound of the gain is a reasonable estimate:

b̂(x, t) =
√
bmin(x, t)bmax(x, t) (5.17)

Bounds can then be written in the form

β−1 ≤ b̂

b
≤ β (5.18)

where β =
√

bmax

bmin
since the control law will be designed to be robust to the bounded

uncertainty, β is called the gain margin of the design.

The control law is:

u(t) = b̂(x, t)
−1
− [ ˆu(t)− k(x, t)sgn(s(x, t))] (5.19)

with

k(x, t) ≥ β(x, t)(F (x, t) + η) + (β(x, t)− 1) ˆu(t) (5.20)

satisfies the sliding condition.

5.2.3 Chattering reduction

Sliding mode is ideal only when the state trajectory x(t) of the controlled plant agrees with

the desired trajectory at every t ≥ t1 for some t1. This requires very fast switching. In

practice, a switching controller has uncertainties which limit switching to a finite frequency.

The representative point then oscillates within a neighborhood of the switching surface.

Control laws which satisfy sliding condition (5.4) and lead to perfect tracking in the

presence of model uncertainty are discontinuous across the surface s(t) and cause control

chattering. Chattering must be reduced for the controller to perform properly. This can be
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achieved by smoothing the control discontinuity in a thin boundary layer neighboring the

switching surface

B(t) = {x : |s(x, t)| ≤ φ} (5.21)

where φ is the boundary layer thickness, and ε is the boundary layer width. Outside of B(t),

the control law is chosen as before which guarantees that the boundary layer is attractive

and invariant; all trajectories starting inside B(0) remain inside B(t) for all t ≥ 0; and then

u is interpolated inside B(t). For example, sgn(s) in (5.13) can be replaced by s
φ

inside B(t).

5.3 Sliding Mode Design for the Wheel Slip Ratio Con-

trol

In this thesis, for wheel slip control, a nonlinear control strategy based on sliding mode is

chosen. Sliding mode controllers are known to be robust to parametric uncertainties [88].

The sliding mode control (SMC) design presented in this thesis involves design of the slid-

ing surface, design of the sliding mode controller which keeps the system trajectory on the

sliding surface, and avoiding chattering in implementation. In this section, the sliding mode

controller is described to allow the wheel slip, λ, to track a reference input wheel slip, λd.

For the case of acceleration for the right front wheel we have

λ =
rx2 − x1

rx2

(5.22)

Differentiating (5.22) with respect to time:

rλ̇x2 + rλẋ2 = rẋ2 − ẋ1 (5.23)

After simplification, the slip dynamic equation for acceleration is:

λ̇ = f(λ, x) + bu (5.24)
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where

f(λ, x) = [

−r2(1−λ)(Ftr,2+Frst,2)

Jw

rx2

(5.25)

−
(F1,tr+F2,tr+F1,rst+F2,rst+F3,rst+F4,rst)

m

rx2

]

u =
τ1

x2

, b =
1

rJw
(5.26)

The sliding variable s is defined as

s(λ, t) = (
d

dt
+ γ)(n−1)λe (5.27)

γ is a positive constant, and n is the order of the system.

λe = λ− λd (5.28)

λd is the desired slip value. Since the system under control is of the first order, so the

switching surface S is defined as equating the sliding variable to zero [89], [90]:

s = λ− λd (5.29)

f̂ is defined as the estimation of the nonlinear function f :

|f − f̂ | ≤ F (5.30)

and F is some known function [90]. We also assume that the control gain b is estimated by

b̂ [75]:

0 < bmin ≤ b ≤ bmax, 0 < b̂min ≤ b̂ ≤ b̂max (5.31)

Then β is defined as

β−1 ≤ b̂

b
≤ β, β =

√
bmax
bmin

(5.32)
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Based on (5.24), τ1 = x2u, so the sliding mode controller is designed as:

u = b̂−1[û− ksgn(s)] (5.33)

On setting ṡ = 0 the equivalent control is given as:

û = b̂−1[f̂(λ, x) + λ̇d] (5.34)

Adding a continuous control term, we have the final sliding control law u written as:

u = b̂−1[f̂(λ, x) + λ̇d − ksgn(s)] (5.35)

Choose a Lyapunov function candidate as:

V (t) =
1

2
s2 (5.36)

Taking the time deravative of 5.36 gives

V̇ (t) = sṡ (5.37)

Substituting for ṡ leads to:

V̇ (t) = s[f(λ, x) + bu− λ̇d] (5.38)

Rewriting 5.38 using the expression for u, we obtain:

V̇ (t) = s[(−f̂(λ, x) + λ̇d − ksgn(s)) + f(λ, x) + bu− λ̇d + bb̂−1] (5.39)

Now, rearranging different terms leads to

V̇ (t) = s[f(λ, x)− bb̂−1f̂(λ, x) + bb̂−1λ̇d − λ̇d]− bb̂−1k|s| (5.40)

which can be rewritten as

V̇ (t) = s[f(λ, x) + f̂(λ, x)− f̂(λ, x)− bb̂−1f̂(λ, x)− (1− bb̂−1)λ̇d]− bb̂−1k|s| (5.41)
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On simplifying 5.41, we have

V̇ (t) = s[f(λ, x)− f̂(λ, x) + (1− bb̂−1)f̂(λ, x)− (1− bb̂−1)λ̇d]− bb̂−1k|s| (5.42)

Assumption: The nonlinear function f(λ, x) is estimated as f̂(λ, x) and the estimation

error is assumed to be bounded by some positive known function F (λ, x) so that |f(λ, x)−
f̂(λ, x)| ≤ F (λ, x). Using this assumption we have:

V̇ (t) ≤ s[F (λ, x) + (1− bb̂−1)f̂(λ, x)− (1− bb̂−1)λ̇d]− bb̂−1k|s| (5.43)

It should be noted that the sliding gain k should be chosen to satisfy the sliding condition:

1

2

d

dt
≤ −η|s| (5.44)

If we choose k as

k ≥ β(F + η) + (β − 1)|û| (5.45)

the time taken for reaching the switching surface is finite and when the switching surface is

reached, the stability of the system is guaranteed. Note that η is a positive constant. In this

thesis, the function F is calculated based on the algorithm developed in [90].

One of the main drawbacks of the switching control laws are the chattering effect. A

practical approach proposed in [90] to avoid chattering is to replace the discontinuous term

sgn(s) in (5.31) by a sat(s) function around the switching surface

u = b̂−1[û− ksat( s
ϑ

)] (5.46)

where ϑ > 0 is the boundary width.

sat(
s

ϑ
) =

{
1 for| s

ϑ
| ≤ 1

sgn( s
ϑ
) otherwise

(5.47)

The overall system structure is given in Fig. 5.1.
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Sliding Mode Controller Robot Model
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Figure 5.1: The structure of the controller/observer system.

5.4 Online Slip Ratio Control: Experimental Results

5.4.1 Experimental setup

To verify the effectiveness of the proposed controller and identification algorithm, exper-

iments are conducted on different surfaces. The robot velocity is estimated through the

identification algorithm explained in the previous chapter and based on the designed con-

troller the control command is sent to the motor drives to control the slip ratio of the robot

from the host computer as shown in Fig. 5.1.

This RLMA four-wheel mobile robot is used as the test bench to verify the effectiveness

of the proposed identification and control algorithm. Three measurable quantities (W, τ, ωw)

are needed for control design and analysis, where W is the robot vertical weight, τ is the

wheel torque and ωw is the wheel angular velocity.

The robot moves on normal and slippery surfaces. In experiments, particular components

of the robot are used to measure three variables for acquiring experimental data. The wheel

torque τ can be calculated by a current sensor using following equation,

τ = KmI (5.48)

where Km is torque constant and I is motor current. The angular velocity ωw can be

measured by the driving motor encoder.

There are two brushless electric motors (BN34) which are responsible for the robot

locomotion. For each motor the speed of the motor will be measured and the motor current

will be supervised and can be used for implementing torque control. Currently, an operator

control unit (OCU) can be used to send control commands to and collect information from
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RLMA (Fig. 5.2). The communication between OCU and RLMA is achieved via an RF

transmitter and a data modem. The operator inputs commands with the remote controller

and the commands are encoded into a 16 − byte data set which are transmitted to the

robot via the antennas and received and decoded by the Logosol Network Master Controller

(LS − 991).

Figure 5.2: Operating control unit.

For RLMA, three drives are dedicated to control the motors. The following requirements

must be met by the driver board:

• control of motor speed

• measurement of the motor current

• connection to the CAN-bus

A PC−104 board running QNX (Fig. 5.3) is used for high-level control of the wheeled

mobile robot. The original PC−104 form factor is somewhat smaller than a desktop PC

motherboard. A typical PC−104 system will include a CPU board, power supply board, and

one or more peripheral boards, such as a data acquisition module, GPS receiver, or Wireless

LAN controller. The majority of PC−104 CPU boards are x86 compatible and include

standard PC interfaces such as Serial Ports, USB, Ethernet, and VGA. A x86 PC−104

system is usually capable of standard PC operating system such as DOS, Windows, or

Linux. However, is also quite common to use a real-time operating systems. Because of its

small size and low energy consumption, PC-104 system is suitable to be used in a mobile

robot.
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Figure 5.3: PC − 104.

The communication between the drives and PC−104 is achieved through a controller area

network (CAN) bus. CAN bus is chosen due to its ability to transmit messages in real-time,

in other words the message with the highest priority will be delivered within a guaranteed

latency time. Other important properties of CAN are:

• bandwidth up to 1MBit/s

• differential data transmission: this is important to reduce effects of EMI (Electromag-

netic interference) caused by the electric motors

• large number of nodes

• error recognition: CAN protocol implements several means to recognize errors like bit

stuffing and CRC.

• physical length of connection: at 1MBit/s cabling can be up to 40m long.

• availability: CAN bus is approved in the automotive industry, so highly reliable com-

ponents are available.

To ease development of prototypes a possibility to program the driver boards inside the

robot via CAN-bus has to be implemented.

In this thesis, the control commands are sent from the host computer to the PC−104

installed in RLMA as shown in Fig. 5.4. Initially, the PC−104 installed is under QNX

running time environment (Fig. 5.5).
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Figure 5.4: The experimental setup.

Figure 5.5: QNX operating system schematic.

5.4.2 Online slip ratio control

For showing the estimation algorithm and optimal control design for the four-wheel robot,

driving experiments will be conducted on normal and slippery surfaces under the experimen-

tal conditions of wheel linear velocity of 10cm/s and 20cm/s. Obtaining the measured data

the vehicle velocity will be estimated in real-time and will be used to calculate the vehicle

slip ratio. The experiments are taken under these assumptions:

• Both sides of terrain under left drive wheel and right one are in the same condition.

• The angular velocity and drive torque of left drive wheel is the same with that of right
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wheel.

• The vehicle is running on the flat and straight road and the influence of gradient and

curve can be omitted.

• The change of loading weight has little influence on the gravity center of the vehicle.

Based on the calculated slip ratio and the desired slip ratio for the specific terrain type,

the sliding mode controller is designed to keep the vehicle slip at the desired value. To verify

the performance of the controller experiments are conducted in two scenarios while the robot

moves

• Case I: only on one surface

• Case II: with the surface transition (normal to slippery)

The control codes are written in C language in QNX environment and downloaded and

executed to PC−104 in the robot. Fig. 5.6 (a) shows the results of the AUKF-based

sliding mode controller when the desired slip ratio is λd = −0.18 and the robot is moving

on a designated slippery surface in the lab environment for 6 seconds. The slip ratio has

been estimated by the AUKF algorithm. Also for better demonstration of the observer

performance Fig. 5.6(b) shows the controller result while the slip ratio is calculated based

on the measured data. It can be seen that after a very short period of transient response, the

wheel slip has approached the reference slip ratio and is tracked by the designed controller.

It is also shown that better result is achieved when the slip ratio is estimated by the observer.

Fig. 5.7 shows the generated torque by the controller to track the desired slip ratio.
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Figure 5.6: a) Performance of SMC on a slippery surface based on AUKF, b) Performance
of SMC on a slippery surface based on the measured data.
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Figure 5.7: The applied torque when the robot is moving on a slippery surface.
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Figure 5.8: a) Performance of SMC on surface transition based on AUKF, b) Performance
of SMC on surface transition based on the measured data.
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Experiments are conducted to further investigate the algorithm performance in a situation

of the terrain transition. In this scenario, the terrain condition changes from normal to

slippery. On the normal surface λd is kept at 0.12, followed by the surface condition change

to slippery at time t = 6s, the value of λd is changed to −0.18. The robot travels around

1.5m on the designated slippery surface in the lab environment and goes back to the normal

surface afterwards. This terrain change has been adapted well by the designed sliding mode

controller as shown in Figs. 5.8(a) and 5.8(b) while better results achieved when slip ratio

is estimated by AUKF. Also, the applied torque by the controller at different conditions are

is shown in Fig. 5.9.
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Figure 5.9: The applied torque when the robot is moving from normal surface to the slippery
one.

5.5 Summary

In this chapter, an AUKF-based sliding mode controller has been proposed for achieving

effective slip ratio control. The main contributions of this chapter are given as follows:

• design of a sliding-mode slip ratio controller for the wheeled mobile robot to control

the reference slip

• integration of the sliding mode controller and AUKF observer to establish a robust

control strategy

• the effectiveness of the proposed algorithm has been verified through experiments.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Autonomous mobile robots are increasingly being used for outdoor missions that demand

an extended degree of autonomy. The operating range of a mobile robot in complex en-

vironments is highly influenced by the availability of the internal power supply, especially

in unknown areas like space where manual recharging or refreshing of the power source

is not possible. Moreover, the finite capacity of portable commercial power sources is a

large hindrance in mobile robotic systems and their applications. So, accurate estimation

of available energy and the robot power demand is paramount to successful completion of

any mission with an extended duration. Subsequently, as a key aspect of robot autonomy

is power consumption, it is crucial that the rate of power consumption to be known for the

coming mission. Therefore, power management unit has to deal with two tasks simulta-

neously: First, it has to monitor the power supply (normally batteries) constantly. This

leads to estimation of robot current available power. Besides, batteries are sensitive to deep

discharge or overcharge because these states cause irreversible damage to the battery. There-

fore, the battery state of charge (SoC) is an essential factor in power management of the

mobile robot. Accurate estimation of the battery SoC can improve energy management and

efficient utilization of batteries by optimizing the performance, extending the lifetime and

preventing permanent damage to the batteries.

In chapter 3 of this thesis, based on an equivalent circuit model of the Lithium-Ion battery,

an adaptive unscented Kalman filter (AUKF) has been developed to identify battery model

parameters, which are then used to update the battery model. By employing the AUKF,

the battery state of charge was estimated using the updated battery model. To verify the
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performance of the proposed method, experiments have been conducted on a wheeled-mobile

robot. More accurate results have been obtained while the model parameters were updated

recursively during the experiments. The obtained results have demonstrated that the AUKF

algorithm has provided improved performance in comparison with the other mentioned KF

extensions.

On the other hand based on the experimental results, wheel slip and the velocity loss has

a major impact on the robot power consumption. The slip ratio is a function of the robot

longitudinal velocity which is difficult to measure in practice. In chapter 5, the dynamic

models of the robot and wheel have been presented and in order to achieve accurate slip ra-

tio estimation, an adaptive unscented Kalman filter algorithm based on the dynamic vehicle

model is developed to estimate the wheel angular velocity and the vehicle longitudinal ve-

locity. The adaptive unscented Kalman filter algorithm adaptively updates the process and

measurement noise covariances which are critical for the filtering performance and stability

in the framework of Kalman filter. The proposed algorithm has been run in real time on-

board a four-wheel mobile robot to verify its effectiveness in state estimation. The obtained

results have been compared with those of UKF algorithm. Comparing the results of the two

methods, it was shown that both methods properly estimate the wheel velocity, but due to

its adaptive nature, AUKF can give a more accurate and smoother estimation.

Furthermore, the control objective of the control system is to make the actual slip ratio

track the desired slip ratio for various terrain conditions in order to reduce the power con-

sumption. Due to the high nonlinearity of the system and to the presence of time-varying

parameters and uncertainties, a robust control approach is needed, which generates continu-

ous control actions while being robust to uncertainties. In chapter 6, sliding mode approach

has been selected to achieve the goal of robust slip ratio tracking in the presence of parame-

ter uncertainties, minimizing the power consumption of mobile robots. The effectiveness of

the proposed controller has been verified by carrying out experimental runs while the slip

ration was updated online. The controller is able to provide perfect reference slip tracking of

the vehicle, despite uncertainties present in the vehicle-wheel dynamics and changing terrain

conditions.

6.2 Future Work

As an extension of this thesis, we propose the following possible directions for future research.

• Since the temperature variation affects the performance of the battery, it is important
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to compensate for temperature effects in order to improve the model’s predictive ca-

pability and SoC estimation. So, the future work could be focused on the effects of

the temperature deviation on the performance of the battery and the robustness of the

estimation algorithm under different environmental conditions.

• Since the zero-state battery model cannot depict the battery relaxation and hysteresis

effect, future work could be focused on building a more accurate battery model which

can describe the relaxation effect with low computational complexity

• For slip ratio control, since the dynamics of the robot has uncertainties due to different

road surface conditions, designing an adaptive fuzzy sliding mode control could be a

future scope of work.

• For better verification of the proposed algorithm for tracking the desired slip ratio,

more complex scenarios under various terrain types will be added to the experimental

setups.
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