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Abstract

In the next generation of Cloud computing systems, it is expected that multiple Cloud

Service Providers (CSPs) will cooperate together to advertise their services and prices to

their end users, which may choose the one that best meets their budgetary and technical

needs. Despite this benefit of having multiple CSPs to select from, several issues may arise.

For instance, how does an IT entrepreneur select a CSP to offload his/her service request?

How does the underlying Inter-Cloud system handle this service request? To address these

questions, this thesis proposes a novel Optimal Cloud Broker design for Inter-Cloud Systems

in the form of a Semi-Markov Decision Process (SMDP) based model. Under the long-run

expected average cost criterion, the optimal policy is derived, which aim at maximizing the

overall virtual machine utilization while giving the end users the best possible prices. The

effectiveness of the proposed Broker design is validated by numerical results.
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Chapter 1

Introduction

1.1 Context and Motivation

Cloud computing is an emerging technology in which computing resources such as memory,

processing and storage are managed through the Internet. Despite the users of such sys-

tems, a cloud service provider (CSP) owns all the resources and manages them in order to

accomplish all the tasks as requested by the user.

The cloud computing technology has become popular because of its intrinsic features

such as affordability (in terms of the price that the user has to pay for utilizing the resources

in the cloud, often added hardware or software costs), accessibility (in terms of availability

of user’s data in the cloud at any time, from any location, using devices such as laptops,

desktops, tablets or mobile phones), scalability (in terms of the ability to reduce or increase

the resources upon the user’s request whenever the user wishes for). The only requirement

is that of securing an Internet connection.

Based on the type of entity (person, machine, etc) who has requested access to the cloud

resources and the ability of the system to provide specific kind of services, cloud computing

operates in two kinds of models, so-called deployment model and service model.

• Deployment Model
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A deployment model of cloud can be considered as the architectural cloud model at

each stage of the cloud computing technology. The most common cloud deployment

models are private cloud, public cloud, community cloud and hybrid cloud. According

to [1], a private cloud is run by a single organization who has built it, installed its

own infrastructure on it and maintained all its functions either by itself or via an

external service provider. However, the services are solely run by the cloud itself, and

for high performance, security, and reliability purposes, a virtualization technology

is often used, which often incur higher costs in hardware and software installation .

But this prospect is always been condemned for its process of encountering the costs

incurred in hardware, software installation, maintenance, and administration. On the

other hand, a public cloud offers the cloud computing services to the public or some

group of users. It is built and managed by some external CSPs. These clouds may lack

in data and network control. A community cloud model is the cloud which is shared by

a combination of multiple organizations that have common policies and requirements.

Its infrastructure is often controlled by its partner organizations. A hybrid cloud

is nothing but a kind of inter-cloud which is a combination of two or more cloud

deployment models (e.g.: a combination of private and public clouds, of a private and

community clouds, to name a few). It is often managed by a unique organization,

and it also maintains some standard technologies that allow the portability of the data

and application between the constituent clouds. When compared to other models, a

hybrid model is often designed with the goal to deliver a better security and a better

flexibility of data transfer between the participant clouds.

• Service Model

Cloud computing consists of several types of service models, and each service offered

by a cloud computing comes under any of these models. The most prominent service

models are known as Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS)

and Software-as-a-Service (SaaS). According to [2], each model has its own benefits
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and drawbacks.

– IaaS

It offers the services that are associated with storage, usage of servers, operating

systems, virtualization, to name a few. The infrastructure of a cloud computing

system consists of data centers,a pool of VMs (resources) that are controlled by

a CSP and the network that is required for communication purpose. The IaaS

model is responsible for keeping track of the amount of resources used within a

particular amount of time and for charging the users of those resources accord-

ingly. Well known CSPs that offer IaaS services are Amazon EC2, HP Cloud,

Joyent, Rackspace, to name a few [3].

– PaaS

In this model, the CSPs provide access to the environment and the application

program interfaces (APIs) upon the user’s requests. This allows the users to

develop their applications without incurring any installation or configuration cost.

It also saves the development and maintenance time required by the users. Since

the PaaS resides on the top of of the IaaS model, it has almost all the features of

the IaaS model, which include dynamic allocating of the resources, reduced cost

for investments and virtualization. The developers can also take advantage of the

hardware virtualization feature of the PaaS model. Some challenges that may

be encountered when operating the PaaS model are security and compatibility

problems. Examples of PaaS service providers include Google App engine and

Microsoft Azure [3].

– SaaS

In this model, the CSPs allow the users to access the software or applications that

exist in the cloud, but not on the user’s personal device. To gain access of the

application hosted by the cloud, the user needs to have access to the Internet and
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a thin software such as a web browser. The challenges faced by the SaaS CSPs

are security and the increase in the end-user data rate. Examples of standard

SaaS applications include Gmail, Hotmail and Google Apps [3].

In this thesis, we consider a inter-cloud computing model, which consists of more than two

CSPs that are combined to work together from a resource management perspective. In this

model, various clouds consisting of different types of resources are inter-connected to each

other and share resources between each other. According to [4], over-the-years there has

been a vast increase of cloud users and a single cloud may not be able to offer all the services

to a user. In order to fulfill these demands and also check for the required resources in other

clouds, Inter-Cloud computing is needed. According to [5], some of the issues that have led

to the introduction of Inter-cloud computing concept are briefly discussed below:

• Scalability of resources: With the increase in the size of the present applications and

their demands for a service, there might be a need for additional resources in the cloud.

This problem has been taken care of, by over provisioning the cloud capacity. This

means, most of the times, the capacity of the cloud infrastructure is greater than the

resources demanded by the system. This method may result in huge expenditures

for the CSPs. The demands for various services may vary with the time. This may

lead to overloading a cloud with unpredictable loads which in turn lead to service

interruptions. If CSPs can dynamically scale up or down their resources through

resource sharing with other clouds (Inter-cloud concept), this problem can be solved

to a greater extent. This saves a lot of money, as a single CSP need not maintain

any additional computing servers or resources for unexpected loads. For example, a

private cloud with limited capacity can always share the resources of a public cloud as

per users demand.

• Interoperability: In general, certain applications are restricted to a single enterprise

cloud. In such a case, due to lack of interoperability; if a customer who is relying on a
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vendor for their services is not able to move to another vendor because of some technical

effort and cost, a vendor lock-in situation may occur. Inter-cloud computing model

avoids this situation by allowing multiple CSPs to cooperate and deploy cross-cloud

applications, thereby achieving cloud interoperability.

• Cost Efficiency and energy consumption reduction: Utilization of the resources of a

CSP may always vary. Sometimes, the CSP may be underutilized and sometimes it

might be over utilized. This leads to high cost and energy consumption. Using Inter-

cloud computing model, during the times the CSP is underutilized, it can lease its idle

resources to other CSPs; and during the times it is over utilized, it can purchase/rent

the available resources from the other CSPs. This saves both cost and energy of the

system.

• Legal Issues: Some CSP customers may have specific requirements on legal boundaries

in which their applications can be hosted. One of the main concerns for a CSP in this

case will be delivering the resources in the specific geographical locations to meet the

requirements as specified by the customers. Using the interoperability feature of the

Inter-Cloud Computing, a CSP can find another CSP that can meet the customer’s

requirements due to its datacenters location.

• Disaster Recovery: Unexpected failures in the availability of services of a cloud system

may lead to service interruptions and sometimes can lead to disasters. Inter-cloud

computing can overcome this problem by deploying multiple CSPs with high available

services; and in case one CSP has insufficient resources, then it can share the resources

from other CSP.

One of the major challenges of the Inter-Cloud Computing model is resource provisioning.

The concept of resource allocation refers to the process of assigning the resources to the user’s

requests for processing purpose. In a inter-cloud architecture, each CSP consists of various

types of resources, and the type and number of resources that should be allocated to an
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incoming user’s request depend on several parameters such as the user’s requirements, the

size of the request, the number of available resources in the CSP, to name a few. Therefore,

designing a resource allocation model in inter-cloud environment is a challenging task. For

this purpose, a component of the inter-cloud architecture, referred to as broker, has been

introduced, with a goal to reduce the request processing time, maximizing the rewards

[6], [7]. Such entity is meant to work with the individual CSPs in order to manage their

identity, access and delivery of requests between them, and to ensure that the availability

and performance requirements from both the users and the CSP are achieved in a timely

and effective manner. The broker role is similar to that of a decision maker that uses several

parameters such as geographical location of each CSP, cost incurred for the processing by

the CSP of the user’s request, CSP’s business needs, CSP’s task offload, security, to name

a few, to decide on which CSP the user will be directed to request for resources in the

cloud. Typically, the decision maker is in the form of resource management algorithm that

assumes the existence of a service level agreement (SLA) among the considered CSP, both

for operations and business perspectives. The broker also helps putting policies in place such

as run only in public cloud, cannot run outside organization domain, run only in specific

geographical region, to name a few. The broker can decide to run the load based on capacity-

cost trade offs such as run where cheap, run on platform with minimum run time,run at high

bandwidth with performance expectations.

To the best of our knowledge, there has been very few works that addresses the problem of

resource allocation in a inter-cloud computing architecture from a Markov decision modeling

perspective. In this thesis, we proposed an Semi-Markov Decision Process(SMDP)-based

resource allocation scheme that not only assigns the resources from the cloud, but also selects

the best cloud among the available ones from which the resources have to be allocated to

satisfy the user’s incoming requests.
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1.2 Research Problem

Cloud computing is a recent technology/platform that is expected provide on-demand com-

puting resources and services at low cost for a variety of applications such as database

applications and storage services. The infrastructure (IaaS), platform (PaaS) and software

(SaaS) offered by a CSP only allow its users to benefit the resources of that cloud, excluding

any user external to it. To better take advantage of the versatility and availability of the

computing resources originated from various CSPs, it is required that a inter- cloud archi-

tecture be designed, with the assumption that the users of each of the component CSPs

may benefit from such architecture in terms of task completion time, cost constraints, to

name a few, by having the possibility of selecting the machines (VMs) that are appropriate

for handling their requests. The challenge is to design a resource allocation model that will

select the best possible cloud from the available ones to satisfy the user’s request. This kind

of problem has been investigated in the literature using different decision making approaches

such as Stochastic Integer Programming (SIP) [8], System Cloud Grey Model (SCGM(1,1)),

Markov model and combination of both (SCGM(1,1)-Markov) [9], Fuzzy logic [10], Greedy

model [11], etc,. Most of these approaches have been proposed in the form of optimization

problems for allocating the best resources from different CSPs to fulfill the user’s request,

based on constraints such as reducing the request processing time, reducing the cost of of-

floading the request in the cloud, reducing the energy consumption, to name a few. Unlike

previous works, this thesis addresses the same problem by taking advantage of the concept

of optimal broker to design an SMDP-based resource allocation scheme for an inter-cloud

ecosystem.

1.3 Proposed Approach

Our approach consists of using the SMDP framework to formulate the resource allocation

problem in inter-cloud system as an Optimal Cloud Broker design for Inter-Cloud System.
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Under the long-run expected average cost criterion, the optimal control problem is analyzed

and the optimal policy is derived, which maximizes the overall virtual machine utilization

while giving the end users the best possible prices.

1.4 Thesis Contributions

The contributions of this thesis are twofold:

• We have formulated the resource allocation problem in inter-cloud as an SMDP-based

framework, and have derived the optimal policy that determines the broker’s selection

of the best CSP to satisfy the user’s request.

• We have validated the effectiveness of the proposed scheme and analyzed the structure

of its derived optimal policy, using a inter-cloud architecture composed of two CSPs,

running two types of service classes.

1.5 Thesis Outline

This thesis is organized as follows:

• Chapter 1 introduces the motivation and contributions of this research.

• Chapter 2 presents some background information and related works.

• Chapter 3 describes the proposed SMDP-based resource allocation scheme.

• Chapter 4 is devoted to the performance evaluation of the proposed resource alloca-

tion scheme.

• Chapter 5 concludes the thesis and highlights some future works.
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Chapter 2

Background and Related Works

This chapter briefly discusses about the cloud computing and the importance of resource

allocation in it. It also discusses what lead to step of using a inter-cloud environment for

the purpose of resource allocation. This chapter also reviews some related work regarding

the discussed topics.

2.1 Resource Allocation in Inter-Cloud Computing

In todays world, cloud computing [12] is considered to be a most promising and efficient

technology, which can add a further value for administration, business and also society.

This paradigm can be applied to various sensitive applications/scenarios such as medical

applications, governmental systems, social services and some enterprises’ businesses. But, in

such an environment, if the computing services are provided by only by a single cloud, then

it may lead to overloaded traffic and unexpected loads which may further lead to interrupted

and specious services. In order to achieve reliable service levels in such circumstances, there

evolved a concept of managing multiple single clouds which can complement each others

limitations. This approach is called as Inter-Cloud computing.

The concept of Inter-cloud computing was first emerged at Cisco Systems which meant

the interoperability of different clouds. While suggesting a set of Inter-cloud protocols,
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Bernstein et al. (2009) [13] has mentioned the term “Inter-Cloud”, which meant connecting

the resources of multiple CSPs. Later on, many works were contributed on this concept in

order to achieve better reliability and quality of services.

In practice, a single CSP cannot offer all kinds and number of resources as required by

the users. To overcome this issue, inter-cloud computing concept is been introduced, where

various CSPs consisting of different types of resources are inter-connected to each other,

share resources between each other, etc.

Inter-Cloud, which will be the next generation of Cloud computing systems, consists of

a multi-Cloud service provider ecosystem forming what is called Cloud market. In a Cloud

market, despite the fierce competition, CSPs collaboratively and/or cooperatively advertise

their services and the associated prices to their end-users, who may choose the one that best

meets its budgetary and technical needs. Despite the appeal of having multiple CSPs to

choose from, which naturally solves the vendor lock-in situation, several issue may arise. For

instance, how does an IT entrepreneur select a CSP to offload his/her service request. How

does the underlying Inter-Cloud system handle this incoming service request?

In [14], Grozev et al. reported that depending only on a single CSP may not provide

all the desired functionalities for the users who are distributed world-wide. Hence, they try

to achieve better reliability, cost efficiency, flexibility and Quality of Services (QoS) of the

entire system through multi-cloud concept. The most important advantage of an inter-cloud

system is that distributing the load and synchronizing dynamically among a set of clouds. A

CSP cannot establish all its data center in various geographical locations and accommodate

the requested resources to the user’s requests that easy. Instead, it can be inter-connected

with other CSPs that are present in various geographical locations and share those resources.

This reduces the complexity to access the resources and accommodating the resources to a

greater extent.

By using multiple CSPs, the users can easily get through the vendor lock-in situation

and also can easily transfer from one cloud to the other if in case they don’t like the present
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cloud’s policies and pricing. In this way, the CSP can migrate the load from one cloud to

another at the time of scarcity of resources. In order to achieve high performance, flexibility

and responsiveness in inter-cloud computing system, the concept of Cloud Broker has been

introduced.

The role played by the Cloud Broker is to mediate CSPs’ offers and end user requirements

and find a satisfactory match for both parties. Typically, a Cloud Broker has the capability

to maintain multiple clouds and also participates in the allocation/deallocation of resources

for the given request. A Cloud Broker also has the capacity to balance the load among the

available multiple clouds.

Before brokering concept was introduced, users used to directly interact with the CSPs,

where the users have to decide the type and number of resources that are to be allocated

to fulfill their request. A broker takes this burden from the user. In Inter-cloud computing

environment, a broker is placed between the user and multiple CSPs. Based on the cer-

tain criteria like users QoS requirements, type and price of service, the broker will decide

which CSP has the suitable resources for that particular users request and the resources are

allocated accordingly.

Cloud brokers have been widely studied in literature as well as the optimization of virtual

machines (VM) allocation. For Cloud Brokers, the work in [14] surveys the literature while

Liang et al. in [15] investigate an optimal VM allocation for mobile cloud computing (MCC)

service providers. Although service migration between cloud computing centers is supported

in the model, they neglected the fact that the VM occupancy fluctuates over time in each

neighbor CSP. [16] proposes an architecture for MCC over wireless networks where Cloudlets

are integrated to base stations to provide traffic conformance between the Internet and

wireless networks as well as to support the multimedia session handoff between different cells.

In [17], trustworthiness and competence are the tenets of the so-called SelCSP framework.

In [18] an inter-cloud computing architecture is proposed that allows the user to utilize

multiple cloud systems. Because there is a high flexibility of exchanging the resources in an
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inter-cloud computing environment, during any failure, any failed resource or cloud can be

replaced by the another immediately. As per the author’s comments, this concept provides

reliability and quality in the infrastructure.

According to [19], the Cloud Brokers act as intermediates between the cloud users and

CSPs. There may exist different relationships between the CSPs and a broker, cloud user

and a broker like one-to-one, one-to-many, many-to-one and any-to-many. A cloud broker

doesn’t own or change any services of a CSP, it only manages the already present services

and the relationship between each entity in the multiple cloud environment. Cloud brokers

can be classified into three groups based on the functionality provided by them, namely:

• Service Aggregation: A cloud broker can combine different services of a CSP into a

single service as per the user’s requirements and it can also allow a secure data transfer

between the CSPs and the users.

• Service Intermediation: A cloud broker can provide the increased potentials of a service

to the user. It can also provide additional service values to the users.

• Service Arbitrage: This is similar to the aggregation of service. Using this feature, the

cloud broker can integrate some services together.

The cloud broker can provide additional service values such as:

• Managing and monitoring some tasks such as resource management, workload, schedul-

ing the user’s requests and policy-based automation.

• Allocating the resources from a CSP to a user, and ensuring the security and privacy

of the data.

• Offering the services based on the location-specific and domain-specific requirements

of the cloud environment.

• Ensuring the Service Level Agreement (SLA) management. A SLA acts like a contract

between a CSP and a user. The contracts tell us what kind of service is offered by the
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CSP, negotiations, costs, etc. Every CSP will have their self-defined SLAs. Whenever

a user wants to use the resources of a particular CSP, he/she should first go through

their SLAs. If they are satisfied with the agreement, then the users can proceed further.

SLAs also consists of the QoS requirements of the users, which indeed helps the CSPs

to assign the resources that are suitable to those QoS and hence can achieve the higher

user satisfaction.

According to [20], the SLA provides some guarantees in terms of performance to the users in

the form of Service Level Objectives (SLOs) such as throughput, response time, availability,

various pricing models, etc. The amount of cost paid to the CSP by the user depends on the

level of performance gained by them. One of the important challenges here is to determine

the number of resources that are required to satisfy the user’s requirements specified under

the SLA.

According to [5], CSPs present what they guarantee in a SLA. It consists of many details

like description of a service, QoS expectations, penalties implied on CSPs if they does not

provide services as per QoS requirements. In Inter-cloud computing environments, each

CSP should have their own SLA management procedures. Since users share resources from

various CSPs in such environments, there is a need of enforcing a global SLA. Here, a global

SLA means extensive SLAs between Inter-cloud (includes SLA for each CSP) and the user.

In a dynamic environment like Inter-cloud, depending on the demand for resources, the

service provided to the user might be the combination of multiple services from different

CSPs. In such dynamic environments, having protocols for negotiating the SLAs is must.

Despite having a service as an invariable property, this appeals that the SLAs are dynamically

enacted at the time of request for service.

There are various challenging aspects in cloud computing that are to be dealt with such as

resource allocation, handling enormous amounts of data, managing host servers, minimizing

the energy consumption, Security and Privacy issues, migration of virtual machines, traffic

management and analysis, etc. Among all, the aspect discussed in this thesis is resource
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allocation.

According to [21], if the allocation of resources is not managed efficiently, then it would

lead to the starvation of the requests. In order to avoid this, an efficient process called Re-

source Allocation Strategy (RAS) that considers both utilization and allocation of resources

within the environment of cloud is designed. In order to accomplish the user’s request,

RAS also examines the type and amount of resources that are needed by each application

request. The time and sequence of resources allocation are also taken as an input for op-

timal RAS [22]. An optimal RAS must avoid the clauses like offering more or less number

of resources than demanded by the user. A situation like scarcity of resources should never

arise. This generally occurs when the demand of resources are higher than the number of

resources. Sometimes, even though there are enough number of resources, they cannot be

allocated to the users requests because of the fragmentation of resources. Care must be

taken to eradicate such states. RAS should also censure resource contention which generally

occurs when two application requests try to access the same resources at the same time.

According to [23], the performance, cost and functionality are directly or indirectly af-

fected by the resource management of the system. To deal with the complexity of the system

and maintain the sharing of resources, certain policies need to be maintained. In [23], re-

source management policies can be classified into five classes, namely, admission control,

balancing the load, Quality of Service (QoS), optimization of energy and resource allocation.

Admission control will make sure that the system does not accept over workload, which in

turn goes against the system policies. Load balancing and energy optimization policies are

inter-related with each other. These both will affect the cost consumption of the system to

a great extent. In general, load balancing means, the entire load should be equally dissemi-

nated among all the CSPs. The main concern about the cloud computing is to minimize the

cost of accessing a resource and minimize the energy consumption of the system. In such a

case, for a system, to work efficiently, the load balancing policy distributes the load in such

a way that the minimum number of CSPs are used and each CSP is utilized to a maximum
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extent. The QoS policy deals with the overall performance of the system.

From the above discussions, it is obvious that the process of allocating the resources to

the user’s requests plays an important role in cloud computing. At the same time, we should

also remember that selecting the CSP for which the resources are to be allocated also plays

a major role in the process of resource allocation. This selection may depend on various

factors such as SLAs, energy consumed by a CSP, cost incurred by a CSP.

According to [24], cloud computing services can be purchased directly on-line. Different

cloud service providers will have different access prices. These prices depend upon some

criteria like various pricing plans (monthly/yearly/pay-as-you-go), SLA, number of data

centers ad resources offered, certifications provided, scaling up/down of the resources, APIs,

data transfer - inbound/outbound, etc,.

In this thesis, we investigate a key Cloud Broker function-Cloud selection. By formulating

the Broker as a SMDP model, we propose a model that maximizes the Cloud virtual machines

(VM) utilization while delivering the best prices to the end users. The optimal control

problem is analyzed under the long-run expected average cost criterion, which by means of

the Value Iteration Algorithm [32], the optimal policy is determined.

2.2 Related Work

Many researchers have contributed to the resource allocation problem in cloud computing.

Some of them are discussed as follows.

In [15], the main concern is how to manage the resources of the entire cloud environment

that are distributed across inter-cloud domains. This paper proposed a decision model called

SMDP for inter-domain transfer service in order to balance the computational loads among

the various cloud domains. The proposed model also considers the maximization of rewards

for both the user and the cloud by minimizing the number of service rejections. Decisions for

transferring the requests are based on the system’s incomes and expenses. When compared
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with the greedy model, the simulation results proved that the proposed decision model has

been successful in increasing the rewards and decreasing the rejection of requests.

In [25], Wu et al. proposed a resource allocation model that is based on broker. Their

model is mainly concerned on fulfilling the user’s Quality of Service (QoS) requirements

while taking the SLA into account. In their model, the broker primarily buys the resources

from the CSPs and then allocates the resources to the users. Each user will have its own QoS

requirements. The broker will assign the resources to the users’ request based on SLA which

has all the deails on each user’s QoS. That means, in order to accommodate the resources,

the broker considers the SLA as an on-demand aspect. Some numerical results are presented

to validate the proposed model.

In [26], a resource allocation model is proposed for networked CSPs. The resource al-

location problem in cloud computing is defined as a mixed integer optimization problem.

Depending on the QoS requirements of various users, the resources are mapped (allocated)

to their requests, well-structured and also gives high performance. The proposed model was

been added over the platform for resource virtualization called FEDERICA, an European

Internet test-bed.

According to [27], in cloud computing a single CSP may not be able to provide sufficient

resources to all the users at all times as required. This may result in the losing of users and

business for that particular CSP. To overcome this problem, the inter-cloud federation has

been initiated in which a CSP is connected with the other CSPs, and the CSP which has

insufficient resources can use the other cloud’s resources. The resources are allocated based

on the QoS requirements of the end users.

In inter-cloud computing model, there might be various kinds of resources in each cloud.

In [28],the following question has been raised: when a user sends a request, how can a broker

decide which resource from which serves the right purpose as required by users. As an answer,

they proposed a inter-cloud model called “Inter-cloud Resource Provisioning System” that

uses a resource ontology which consists of the semantic description of every resource and
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the incoming requests. The requests are allocated depending on the semantic scheduler and

some inference rules. The proposed model was implemented using a semantic framework

called as Sesame, then validated their proposal by conducting some simulations.

In [29], a meta-broker model in inter-cloud computing environment is proposed that co-

ordinates with all the cloud brokers considering both resources and SLAs. In the proposed

model, for each user, meta-broker is generated that coordinates with local and the remaining

meta-brokers. Meta-broker consists of all the infrastructure details about the characteristics

of CSPs and resources. When the request arrives into the system, depending on its specifica-

tions and the availability of resources, the meta-broker allocates the resources to the request.

This decreases the complexity of the system as the resource provisioning is dependent on

the meta-brokers instead of the CSPs. Experimental results are provided to validate the

effectiveness of their model.

In [30], an resource provisioning algorithm is proposed based on a graph clustering al-

gorithm in a inter-cloud computing environment. In this proposed algorithm, the cloud

subgraph that incurs minimum provisioning cost is selected. Then the mapping cost of

virtual nodes and links is calculated. The proposed algorithm is compared with the tradi-

tional round robin algorithm, showing its superiority in terms of achieving the desired QoS

requirements from the users.

By utilizing the knowledge management systems, a model for operating the inter-clouds

is proposed in [31] based on a resource provisioning mechanism and some predefined rules

defined by the cloud broker.

In [32], a model in which a meta-broker makes the decision of selecting a best cloud

among all the coordinated inter-clouds is introduced. This decision making depends on

some criteria such as energy efficiency, execution time of a service, etc,. When compared

to other centralized models, the proposed decentralized model offers more flexibility and

scalability.

In [33], a networking manager that allows the distribution of cloud resources was pro-
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posed. The proposed system also provides the configuration capabilities and control on

network. The resources that are been collected from various CSPs are interconnected by

the manager based on the user requests. For the interpretation in the multiple CSPs en-

vironment, the manager was unified with the cloud broker. The proposed model extends

and also supports the present state-of-art in the cloud with the control on connectivity and

management.

In [34], a basic architecture for Inter-cloud computing was presented. Here, handling of

various key challenges of multimedia in Inter-cloud computing environment is discussed. This

paper also provides solutions to those challenges. It also discussed few design considerations

for the storage on media cloud. Some initial results on storage size efficiency were presented

in this paper.

In the present days of inter-cloud computing environment, there is a need for adopting

the concept of schedulers for the workloads management [35]. Bessis et al. (2011) presents

the needs and requirements of inter-cloud computing. They evaluated various schedulers for

inter-cloud computing considering certain multi cloud environments like flexibility, distribut-

ing geographically, various SLA’s compatibility, the heterogeneity of resources, etc.

To the best of my knowledge, there has been very few works that addresses the problem of

resource allocation in an inter-cloud computing architecture from a Markov decision modeling

perspective. In this thesis, we proposed an SMDP-based resource allocation scheme that not

only assigns the resources from the cloud, but also selects the best cloud among the available

ones considering maximum utilization of the resources and minimum access price.
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Chapter 3

Methodologies

This chapter discusses the proposed model, its functionalities and also the decision model

that is used for optimizing the proposed model.

3.1 System Model

An Inter-Cloud ecosystem having L CSPs working in collaboration is assumed. Each CSP

whose capacity is Lj VMs, for all j ∈ {1,2, ..., L}, supports K service classes. Additionally,

assume that the service class i ∈ {1,2, ...,K} arrives into the system according to an indepen-

dent Poisson process with parameter λi, requires bi VMs to meet its service requirement, and

demands a service time that is exponentially distributed with mean 1/biµi. The proposed

optimal broker design model for Inter-cloud environment is given in figure 3.1.

The figure depicts the proposed system model for inter-cloud computing, which is based

on optimal broker who decides to which cloud among the available interconnected clouds the

request of the user to be sent. Each component of the above figure is explicitly discussed as

below.

• User

A user in the proposed model, can be any device like laptop, tablet, PC or a mobile
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Figure 3.1: System model of Optimal Broker Design for Inter-Cloud Systems

phone from which an individual will be able to send his/her request to the cloud and

also get the required result to that device from the cloud.

• CSP

As seen in figure 3.1, the inter-cloud consists of various CSPs (they might be public,

private or community clouds). Here, each CSP consists of two service classes. Each

service class can accept different kinds of resources based on the user’s request.

• SLA

Various CSPs work with each other based on their Service Level Agreement (SLA) for

better business. A SLA is a contract between a user and the CSPs that enumerates

the amount and types of VMs and their performances, which are offered by the cloud

to the users. The SLA determines the cost for the services offered by the cloud and

the user pays it in a pay-as-you-go manner.

• Optimal Broker

In this environment, the Cloud Broker collects the incoming request and selects the

Cloud service provider that best matches end user needs. In this model, the optimal
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broker considering the blocking cost of request and access price of the cloud, takes

decision based on SMDP.

• Request

A request is made by a user to a cloud for various services like retrieve a audio/video

file, store something on cloud, etc,.

• VM

The virtual machines/resources in the proposed model can either be CPU, database

that can allow to process or store the user’s data. The term ‘bandwidth’ in this model

gives the number of VMs that has to be allocated for a single incoming request.

3.2 Optimal Control Problem

The optimal control problem relies on the use of an SMDP, a Markov model where the

decision epochs are state transition epochs with random lengths. SMDP is a continuous

decision making process in which exponential distribution is not mandatory. In this process,

the distribution of the next state depends only on the current state. The proposed SMDP is

made of the following components: system states, the actions, the expected time until next

decision epoch, the state transition and the cost function.

3.2.1 System State and State Space

Let S be the state space and s(t) ∈ S be a state of the Inter-Cloud system at time t, where

t ∈ R+. The state matrix of the considered system is

s(t) = [nij,ν]L+1×K ∈ ZL+1×K
+ , j ∈ {1, . . . , L + 1}, i ∈ {1, . . . ,K}, (3.1)

in which nij is the number of allocated VM to the ith service class into the jth Cloud

Computing Center. Given the service requirement of the ith service class, the maximum
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value of nij is given by ⌊
Lj
bi
⌋ 1. ν is a vector of size K + 1 that specifies the last occurred

event. Thus, ν(1) = 0 denotes the service completion, ν(2) = 1 denotes the arrival of the

service class 1, and so on until ν(K + 1) = K. As long as each Cloud Center has a finite

capacity, the summation of all ongoing service classes being supported by it must not exceed

its capacity. Thus, the state space S is given by:

S =

⎧⎪⎪
⎨
⎪⎪⎩

s ∈ ZL+1×K
+ ∶

L

∑
j=1

K

∑
i=1

binij ≤ Lj,∀j ∈ {1,2, . . . , L}

⎫⎪⎪
⎬
⎪⎪⎭

. (3.2)

3.2.2 Decision Epochs and Actions

In a SMDP environment, the optimal broker has to make a decision after a random period

of time, the so-called decision epochs. The natural decision epochs are the arrival instances;

nonetheless, a service completion also leads to a change in the system state. Thus both

events are defined as decision epochs.

Assume the system starts to operate at t = 0. Thus, let the events in ν take place at

the time instances t, t = 0,1,2, ... At each decision epoch t, the optimal broker selects an

action u(t). In each state, the following actions are allowed: acceptance (Cloud selection)

or rejection. Action u(t) ∈ U(s), where U(s) is the action space, is then defined as

u(t) = [uij(t)]L×K ∈ {0, ij}L×K , j ∈ {1, . . . , L}, i ∈ {1, . . . ,K}, (3.3)

where uij(t) = 0, for all ν(l) ∈ {l = 1, . . . ,K + 1}, denotes the rejection of the ith service class

request into the jth Cloud Center while uij(z) = ij, for all ν(l) ∈ {l = 2, . . . ,K + 1}, stands

for the acceptance of the ith service class request into the jth Cloud Center. For the sake of

simplicity, the action uij(t) = 0 will be always chosen when ν(1) = 0. In this case, however,

rather than blocking it has to be interpreted as do nothing in as much as the corresponding

event refers to as a service completion. Note that an extra action could be easily specified

1⌊g⌋ is the largest integer not greater than g
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Psq(u(t)) = {
λiτs(u(tz)), s = [nij ,ν[l]], u(t) = 0, q = s, l ∈ {1, . . . ,K + 1}, j ∈ {1, . . . ,L}, i ∈ {1, . . . ,K};
λiτs(u(t)), s = [nij ,ν[l]], u(t) = 1, q = s +αij , l ∈ {2, . . . ,K + 1}, j ∈ {1, . . . ,L}, i ∈ {1, . . . ,K};
binijµiτs(u(t)), s = [nij ,ν[1]], u(t) = 0, q = s −αij , j ∈ {1, . . . ,L}, i ∈ {1, . . . ,K};
0, Otherwise.

(3.5)

to cover such situation that despite making the SMDP model more “pedagogical” will lead

to an unnecessary increase in its size.

3.2.3 Expected Time Until the Next Decision Epoch

If the system is in the state s(t) ∈ S and the action u(t) ∈ U(s) is chosen, then the expected

time until the next decision epoch is given by:

τs(u(t)) =
1

K

∑
i=1

λi +
L

∑
j=1

K

∑
i=1

binijµi

. (3.4)

3.2.4 Transition probabilities

Let αij ∈ {0,1}L×K denote a matrix containing only zeros except for the (i, j) position,

which is one. In this respect, the operation s ± αij represents an increase/decrease in the

state variable located at the position (i, j) in s. Based on αij, the system dynamic may be

completely described by determining the transition probabilities of the embedded Markov

chain. To this end, let Psq(u(t)) denote the probability that in the next decision epoch the

state will be q = s ± αij given that the current state matrix is s = [nij,ν] and the action

u(t) ∈ U(s) is taken. For all feasible s, q ∈ S, Psq(u(t)) is specified in Eq.(3.5).

In the proposed model, for every state (c1, c2, c3, c4, ev) and decision a ∈ A(x), there

might be three different transitions (B or AC1 or AC2).

where

c1= Number of VMs in class 1 cloud 1

c2= Number of VMs in class 2 cloud 1

c3= Number of VMs in class 1 cloud 2
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c4= Number of VMs in class 2 cloud 2

AC1= Accepting into cloud 1

AC2= Accepting into cloud 2

B = Blocking the incoming request

ev = event

For example if the state is (2, 2, 1, 4, 2) and the action is AC1, then the possible

transitions of the state are identified as below:

• Firstly, change the state according to the given event and action: Since the event here

is 2 and the action is AC1, this means, arrival in class 2 and accepted by cloud 1. This

changes the state to (2, 3, 1, 4, 0)

• Now, the possible state transitions are calculated as below:

If next event = 1, then the possible state will be (2, 3, 1, 4, 1)

If next event = 2, then the possible state will be (2, 3, 1, 4, 2)

If next event = 0 and c1>0, then the possible states will be (1, 3, 1, 4, 0)

If next event = 0 and c2>0, then the possible states will be (2, 2, 1, 4, 0)

If next event = 0 and c3>0, then the possible states will be (2, 3, 0, 4, 0)

If next event = 0 and c4>0, then the possible states will be (2, 3, 1, 3, 0)

3.2.5 Policy, Optimality Criterion, Cost Function, and Value It-

eration Algorithm

For a given state s(t) ∈ S, an action u(tz) ∈ U(s) is selected according to a policy π(s) ∈ Π,

where Π is a set of admissible policies defined as

Π = {π ∶ S → U ∣π(s) ∈ U∀s ∈ S}. (3.6)
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In this thesis, we consider the average cost criterion as the optimality criterion, which is

expressed as

g(π, s) = lim
T→∞

1

T
Eπ
s {∫

T

0
c(s(t), u(t))dt} (3.7)

where Eπ
s the expectation operator when the initial state s0 = s ∈ S and the policy π is used.

In Equation (3.7), c(s(t), u(t)) is the cost function. In this work, we assume that in the

cloud-to-cloud market, each service provider announces the price of its service to the cloud

broker whose task is to perform the cloud selection based on the users’ requirement and

the advertising price. Based on it, we assume that the service price represents a criterion

on the cost function. At the same time, Cloud computing is based on the tenet that the

resource sharing leads to an increase in the system resource utilization that in turn results

in a cost reduction to the end users. Thus, an important design criterion is to minimize

the rejection of service requests in an environment with multiple service classes and diverse

QoS profile while prioritizing the higher priority QoS service requests. Thus, we include in

the cost function the blocking cost as a way to reinforce the need to accept incoming service

requests. By doing so, we define the following cost function

c(s(t), u(t)) = (1 − ρ)bipij + ρrij (3.8)

where pij is the price of ith service class into the jth Cloud Computing Center, rij is the

blocking cost of the ith service class into the jth Cloud Computing Center, and ρ is a weighing

factor that could be used to tune the relative importance between the used criteria.

Considering Eq.(3.7), the corresponding long-run expected average cost is given by

g∗(s) = inf
π∈Π

g(π, s). (3.9)

Bearing Eq.(3.9) in mind, the optimal control problem may be stated as to find a control
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policy π∗ such that g(π∗, s) = g∗(s) for all s0 = s ∈ S. In this thesis, the value iteration

algorithm [36] is applied to derive the optimal policy. The principle behind this method is

to approximate the minimal average cost through a sequence of value functions Vn(s) for all

s ∈ S. The value functions provide lower and upper bounds on the minimal average cost,

which iteratively converge to the minimal average cost. The value iteration algorithm is

specified as follows [36]:

Step 0: Choose V0(s) such that

0 ≤ V0(s(t)) ≤ min
u(t)

{c(s(t), u(t))/τs(t)(u(t))},∀s ∈ S.

Choose a number τ with 0 < τ < mins(t),u(t) τs(t)(u(t)). Let n ∶= 1.

Step 1: Compute the recursive function Vn(s), s ∈ S, from

Vn(s(t)) = min
u(t)∈U(s)

[
c(s(t), u(t))

τs(t)(u(t))

+
τ

τs(t)(u(t))
∑

q(t)∈S
Psq(u(t))Vn−1(q(t))

+ (1 −
τ

τs(t)(u(t))
)Vn−1(s(t))].

Let π(n) be a stationary policy whose actions minimize the right-hand side of the

recursive function.

Step 2: Compute the bounds

mn = min
q(t)∈S

{Vn(s(t)) − Vn−1(s(t))} and

Mn = max
q(t)∈S

{Vn(s(t)) − Vn−1(s(t))}.

The algorithm is stopped with policy π(n) when 0 ≤ Mn−mn
mn

≤ ε where ε is a prespecified

accuracy number. In this paper, ε = 10−12. Otherwise, go to Step 3.
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Step 3: n ∶= n + 1 and go to Step 1.

After a finite number of iterations, the algorithm terminates and outputs a policy ζ(n)

whose the average cost function g(π(n), s) satisfies 0 ≤ g(π(n),s)−g∗(s)
g∗(s) ≤ ε for all s ∈ S.

The optimal policy π∗ is a decision rule f ∶ S → U that dictates the action f(s) ∈ U(s)

each time the system is observed in the state s ∈ S [36]. Under π∗, the underlying continuous

time Markov chain model is solved. To this end, its infinitesimal generator matrix Q is built

following the specifications of the optimal policy. From that point on, taking into account the

normalization condition ∑s∈S$(s) = 1, one can compute the steady-state probability vector

$ by solving the system of linear equations $Q = 0 using standard numerical techniques.

In this paper, we have used the successive over-relaxation (SOR) method [37].
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Chapter 4

Performance Evaluation

4.1 Simulation Setup

We consider an Inter-Cloud system with two Cloud Centers, a private and a public. This

might be a typical scenario of a mobile service provider that has its private CSP, but also a

service level agreement (SLA) with a public Cloud service provider to handle the limitation

of a CSP specially when the peak demand exceeds the CSP’s capacity. In such a context, it

is mandatory to determine when to resort to the public Cloud to ensure the QoS provisioning

at the lowest cost at long-run. The system still supports two service classes: a high priority

(#1) and a low priority (#2). For numerical computation, an Inter-Cloud with the following

parameters was considered:L1 = 20 VMs, L2 = 10 VMs, r11 = r12 = 1, r21 = r22 = 0.8, p11 = 0.05

monetary units (MU),p21 = 0.025 MU, p21 = p22 = 0 MU, ρ = 0.8. λ1 = 10 request/s, λ2 = 15

request/s, µ1 = µ2 = 6.6 s−1.
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4.2 Performance Metrics

Let Oij
u(t)=1

be the mean service completion rate of the ith service class in the jth Cloud

Center.

Oij
u(t)=ij =∑

s∈S
(
K

∑
i=1

λi +
L

∑
j=1

K

∑
i=1

nijbiµi)$(s) (4.1)

In order to analyze the performance of the system in the proposed model, we considered

performance metrics like blocking probability of service class 1 and 2, cloud utilization of

VMs in private cloud and public cloud. These are discussed below:

• Blocking probability is the probability of blocking the incoming requests, which in turn

means, processing the requests in the users’ device itself once they get rejected from the

cloud. This occurs whenever there are insufficient resources available for an incoming

request. This means, blocking probability mainly depends upon the number of VMs

that are available in a cloud. As a result, the request is returned to the user and the

task is completed in the users’ device itself. Given Oij
u(t)=1

, the blocking probability of

the ith service class P i
B is derived as

P i
B = 1 −

Oij
u(tz)=1

λi
. (4.2)

• Utilization of VMs is defined as the percentage of VMs that are being utilized in a

cloud. How well the cloud is utilized, that much the proposed model is efficient. The

jth Cloud Center VM utilization is defined as the ratio between the mean number of

occupied VMs and the total number of VMs, which gives

Xj(u(t) = ij) =
1

Nj

(

Nj

∑
n1j=1

Nj

∑
n2j=1

⋯

Nj

∑
nLj=1

(b1n1j + b2n2j +⋯ + bL−1nLj−1 + bLnLj)$(s).

(4.3)
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4.3 Numerical Results

In this Section, we evaluate our proposed resource allocation scheme under several scenarios

as follows.

4.3.1 Impact of Bandwidth Requirement of Service Class 1 on the

Blocking Probability of Service Classes 1 and 2

The bandwidth requirement of service class 1 is increased and its impact on the blocking

probability of the service class 1 (resp. service class 2) is determined. The results are

captured in Fig. 4.1 and Fig. 4.2 respectively.

As shown in Fig.4.1 and Fig.4.2, the blocking probabilities of service classes #1 and #2,

respectively, are quite sensitive to an increase in the number of requested VM by both service

classes. It occurs because the higher b1 and b2 the fewer VMs are left to be used by new

incoming requests. As a consequence, the blocking probabilities go up.

Figure 4.1: Blocking probability of the service class #1 versus the bandwidth requirement
of the service classes #1.
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Figure 4.2: Blocking probability of the service class #2 versus the number of requested VM
by the service class #1.

4.3.2 Impact of Bandwidth Requirement of Service Class 1 on the

VM Utilization of Public Cloud and Private Cloud

Figure 4.3: VM utilization in the Public Cloud versus the number of requested VM by the
service class #1.

The bandwidth requirement of service class 1 is increased and its impact on the VM

utilization of the public cloud (resp. the private cloud) is determined. The results are

captured in Fig. 4.3 and Fig. 4.4 respectively. Please note that, in fact, Fig.4.3 shows the
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VM utilization due to the requests the optimal broker sends to the public Cloud and not

the total VM utilization since its VMs are potentially shared to meet the demand of other

clients. Comparing both figures, we realize that the public Cloud starts to be selected when

the number of requested VMs by both service classes increase. In such a case, the optimal

broker routes the incoming service requests more often to the public Cloud to ensure the

QoS provisioning. The setting b1 = 5 VMs and b2 = 1 VM unveils an interesting point. In

such a case, the private Cloud rapidly becomes congested and the public one comes to be

demanded by the optimal Broker. Because of that, there is a considerable drop in the VM

resource utilization in the private Cloud compensated by a significant increase in the public

Cloud.

4.3.3 Impact of Bandwidth Requirement of Service Class 1 on the

Optimal Cost

The bandwidth requirement of service class 1 is increased and its impact on the optimal

cost is determined. The results are captured in Fig. 4.5. As the number of requested VMs

by both service classes increase, the service provision becomes more expensive and the end

user has to pay more to use the Cloud. Additionally, as Fig.4.3 and Fig.4.4 uncover, the

optimal broker selects the public cloud more often since it is unable to efficiently deal with

the growing demand. Thus, the blocking cost increases. As a consequence, the optimal cost

also goes up as shown in Fig.4.5.

4.4 Analysis of the Optimal Structure

This section shows how the proposed system allocates the resources from the available CSP

(Cloud1 and Cloud2) under varying loads to achieve optimal policy. In this section, we

derived a structure on selection of a cloud by which a user’s service class #1 request will be

accepted under different loads of Cloud2.
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Figure 4.4: VM utilization in the Private Cloud versus the number of requested VM by the
service class #1.

We have considered the following notations to analyze the optimal policy’s structure for

class 1 requests:

a) ▼ denotes class-1 requests accepted into Cloud1.

b) ∎ denotes class-1 requests accepted into Cloud2.

c) ⧫ means class-1 call which should be usually accepted into Cloud1, but are accepted

by Cloud2.

d) ☀ denotes blocking of a request.

Figures 4.6 and 4.7 depicts the results where bandwidth of class 1 is considered as 2Mbps

and class 2 as 6Mbps. As seen in the figures, when the private cloud (cloud 2) load is

between 0 and 5, a new class1 request is accepted into cloud2. And when the load of cloud 2

is between 6 and 10, the class1 request is accepted by public cloud (cloud1). This means that,

as long as the resources are available and sufficient in the private cloud, the new requests

are accepted by it. When the private cloud’s load increases, the requests are then accepted

into the public cloud. If there are insufficient number of resources in both clouds, then the

requests are blocked.
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Figure 4.5: Optimal cost versus the number of requested VM by the service class #1.

Figures 4.8 and 4.9 depicts the results where bandwidth requirement of class 1 is consid-

ered as 4Mbps and class 2 as 6Mbps. Similar to the figures 4.6 and 4.7, in Fig. 4.8 and Fig.

4.9, it can be observed that the new requests are primarily accepted by the private cloud

till its number of resources become insufficient. Then the new requests are accepted into

the public cloud. The requests starts getting blocked when there are insufficient number of

resources in both clouds.

Figures 4.10, 4.11, 4.12 and 4.13 presents the results where bandwidth requirement of class

1 is considered as 5Mbps and 6Mbps; and that of class 2 as 6Mbps which is constant for both

class 1 bandwidth requirements. All these figures show that, as the bandwidth requirements

increases for a incoming request, there will also be the increase in the number of allocated

resources. This means, there will decrease in the number of available resources. Until there

are sufficient resources in the private cloud, resources are accepted into it. When the private

cloud starts getting congesting and to avoid 100% blocking of the future incoming requests,

despite having few available resources, the present incoming requests are transferred to the

public cloud. The requests are blocked when both private and public clouds have insufficient

number of resources.
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Figure 4.6: When Private cloud load is between 0 and 8
b1=2 and b2=6

Figure 4.7: When Private cloud load is between 9 and 10
b1=2 and b2=6
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Figure 4.8: When Private cloud load is between 0 and 6
b1=4 and b2=6

Figure 4.9: When Private cloud load is between 8 and 10
b1=4 and b2=6
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Figure 4.10: When Private cloud load is between 0 and 5
b1=5 and b2=6

Figure 4.11: When Private cloud load is between 6 and 10
b1=5 and b2=6
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Figure 4.12: When Private cloud load is less than 6
b1=6 and b2=6

Figure 4.13: When Private cloud load is 6
b1=6 and b2=6
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Chapter 5

Conclusion

In this thesis, we have presented an optimal Broker for Inter-Cloud ecosystem. The opti-

mization problem was formulated according to the SMDP framework. The presented cost

function allows the Cloud selection considering the service price and the blocking cost of each

service class and Cloud center. This way, the designed Broker is encouraged to maximize

the VM utilizations while supporting end users with less expensive services. Considering a

scenario with a private and public Clouds, the optimal Broker admits incoming service re-

quests in the private cloud whenever possible and resorts to the public cloud specially when

the private one is unable to meet the peak demand.

In a Cloud market, eco-friendly operation is not only a necessity to maintain a long run

sustainable development, but also a powerful advantage in the fierce Cloud market to attract

new clients. For future works, we intend to design a Broker that takes energy-efficiency into

account in the cloud selection problem.

In future, the proposed model can be used in various other scenarios. One of them can be

E-Health Applications, in which a hospital can be a private cloud and any other third party

can be a public cloud. The user in this scenario will be a patient. Every patient of a hospital

will be a registered member in the private cloud of the hospital. For various limitations such

as storage capacity required for the enormous data of patients, processing speed, etc.,the
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hospital may tie up with a third party cloud, called as public cloud. When dealing with

the management of resources such as important information on patients related to blood

pressure, heart information, etc, these can be stored in the private cloud; and information

not judged as important can be stored in the public cloud. In doing so, the proposed resource

management scheme can be employed to systematically allocate the resources between the

aforementioned CSPs in an efficient manner. In various other scenarios where the resources

are required to be managed across various different heterogeneous entities, our proposed

resource management scheme can also be applied.
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