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In biomedical research, there is a high demand for tools that provide high precision, cost-
effective, and portable methodologies for diagnostic and drug delivery purposes. The main focus
of this thesis is on ultrasound techniques, where sound waves are employed for conducting in vivo
and in vitro tests for different diagnostic and therapeutic applications. First, bubble-mediated
ultrasound approaches for imaging are explored, and then, a bubble-free acoustofluidic strategy is

proposed for in vitro intracellular delivery applications.

As a significant component of many ultrasound techniques, microbubbles have been used as
contrast agents and for targeted imaging and drug delivery applications. Size, monodispersity, and
stability of microbubbles are important characteristics for the effectiveness of these techniques,
and therefore, various methods have been developed for producing microbubbles. In the first
microfluidic approach, an expansion-mediated breakup regime is proposed that enables a
controlled breakup of large bubbles into smaller size microbubbles in a microfluidic device. Also,
various population distributions are reported, and the governing dimensionless numbers are
identified. In the second approach, by taking advantage of the dynamics of the bubble size variation
inside a gas permeable microfluidic device, the shrinkage of large bubbles into smaller size
microbubbles is presented. Theoretical modeling and experimental verification are conducted to

identify the design parameters governing the final size of the microbubbles. It is also shown that
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by controlling the mixing ratio of a high-molecular-weight gas with a low-molecular-weight gas,

this approach could enable the production of nanobubbles.

An acoustofluidic strategy for probing cellular stiffness and facilitating intracellular delivery
is also presented. Acoustic waves are employed to control the oscillations of adherent cells in a
microfluidic channel. Novel observations are reported that individual cells are able to induce
microstreaming flow when they are excited by controlled acoustic waves in vitro. A strong
correlation between cell stiffness and cell-induced microstreaming flow is observed. Also, it is
shown that the combined effect of acoustic excitation and cell-induced microstreaming can
facilitate the cellular uptake of different size cargo materials. Successful delivery of 500 kDa
dextran to various cell lines with unprecedented efficiency in the range of 65-85% in a 20 min

treatment is demonstrated.
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Figure 3.1 (a—b) Schematic diagram of the device showing a microfluidic flow-focusing geometry coupled
with an expansion region at the breakup junction. First, air microbubbles (shown in black color) are
generated at the flow-focusing cross-junction and then travel through the connecting channel, which
leads to the expansion region. The two geometries used in this study have identical dimensions except
at the breakup junction. In (a), the connecting channel has a uniform width w = 40 pm. In (b), the
connecting channel width tapers from 40 um to a width w = 20 um at the breakup junction, over a

100 pm distance that begins 300 um upstream from the breakup junction. At specific values of certain

X1V



geometrical and flow parameters, the microbubbles are squeezed at the entrance of the expansion
region, and thus, periodically break into smaller daughter bubbles (shown in blue). w and W represent
the widths of the breakup junction and expansion region, respectively. The continuous and dispersed
phases are shown in gray and black colors, respectively. (c—e) Different flow regimes observed in our
bubble generation experiment. Here, the geometry has the breakup junction width w = 40 wm and the
experiment uses two different aqueous solutions: (¢) Ag-bl; (d) Ag-b2 (see Table 3.1). At an aqueous
flow rate Qw > 5 mL hr — 1, increasing the gas pressure Pg eventually leads to the transition from
mono-disperse bubbles to periodic symmetric or asymmetric breakup, and then random breakup. (e)

Microscope images of each flow regime in this experiment. The scale bars represent 50 pm. .......... 56

Figure 3.2 (a—c) Images of different modes of periodic breakup occurring at the entrance of the expansion
region. Intact bubbles are shown in black, whereas daughter bubbles that result from breakup, are in
blue. (a) The periodic symmetric mode, and (b, c) the periodic asymmetric mode. The asymmetric
mode can be further categorized into two sub-modes A and B, which occur consecutively one after
another, meaning that every asymmetric A sub-mode is followed by an asymmetric B sub-mode. As
shown, the presence of the pre-arrived bubbles “1” and “2” is crucial for the breakup of the “3”rd
bubble. Each bubble is elongated to its maximum length of Im, once it enters the expansion region.
In a sequence of three arriving bubbles, only one bubble is elongated to its critical length of lcr, at
which point breakup occurs. The images in (a) are from experiments that use Ag-bl, and in (b, ¢) Ag-
b2 is used. (d) A plot of the volume ratio of the daughter bubbles (top graph), and dimensionless
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which the mono-disperse regime changes to the periodic breakup regime (see Figure 3.1c and d)...59

Figure 3.3 Different output populations obtained in our bubble generation experiments. Here, the geometry
with the breakup junction width w = 40 pm and continuous phase Ag-bl is used. (a) Pg = 100 kPa,
Qw=5mLhr—-1; (b) Pg=160kPa, Qw=10mlhr—-1; (¢) Pg =180kPa, Qw =
10 mL hr — 1. As shown, using a single geometry, we obtain (a) mono-disperse, (b) bi-disperse, or
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and (c), one in every three bubbles breaks. Therefore, the number of intact bubbles in (b) is
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approximately equal to the number of daughter bubbles, and in (c) the number of intact bubbles is

approximately two times greater than the number of daughter bubbles.............cccccoiriiiininniennnnen. 65

Figure 3.4 (a—) Different flow regimes observed in our dodecane droplet generation experiment for the
geometry of breakup junction width w = 40 um and two different aqueous solutions: (a) Aq-dl1; (b)
Aq-d2 (see Table 3.1). To be consistent with the results presented in Figure 3.1c and d, here, we report
the dispersed phase pressure versus continuous phase flow rate. At an aqueous flow rate Qw >
0.1mL hr — 1, increasing the oil pressure Pg leads to the transition from mono-disperse bubbles to
periodic symmetric or asymmetric breakup, and then random breakup. (c) Microscope images of each
flow regime in this experiment. Droplet breakup regimes exhibit similar trends of mono-disperse,
periodic symmetric, and asymmetric breakup that are observed in bubble breakup experiments (see
Figure 3.1c and d). (d) The frequency at which dispersions arrive at the expansion region, f, versus the
product of Weber number and the squared Capillary number, WeCa2. Here, the dashed curve
kWe0.1Ca0.2 is fitted to the experimental data points obtained from bubble experiments. The inset
shows a log-log plot of f versus WeCa2, where the dashed line shows the scaling, f0.5 =
kWe0.1Ca0.2. All data depicted here are collected at the transition pressure of Pg, t, at which point
the mono-disperse regime changes to periodic breakup regime (see Figure 3.1c and d and Figure 3.4a
and b). The proportionality constant k for bubble, dodecane oil droplet, and mineral oil droplet
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Figure 4.1 (a) Schematic diagram of the microfluidic nanobubble generator featuring a microbubble
generation platform with a serpentine shrinkage channel. There are 50 turns in the serpentine channel,
and the total serpentine channel length is 620 mm; Dimensions of the cross-junction are: orifice width
w = 20 pum, channel height h = 50 um, and serpentine channel width W = 350 um; Dissolution of N
from the mixed gas core microbubbles leads to the shrinkage of the microbubbles down to the
nanoscale. Insoluble CsFs constitutes the final equilibrium gas core of nanobubbles. (b) Bright-field
images of the shrinkage of 4.2 wt% CsFs in air microbubbles within the serpentine channel. The
channel numbers, #10, #20, #30, #40, and #50, represent the number of times that the serpentine
channel has turned. Each turn has a distance of 12 mm and thus the channel number indicates the
distance from the bubble generation orifice. A longer distance corresponds to a longer travelling time.
(c) A plot of the ratio of the normalized final bubble volume V;/V;, versus the dissolution time of the

bubbles. Here, Vrand V; are the final and initial bubble volume, respectively. All of the initial bubble
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volumes of different gas compositions are kept approximately constant. As shown, a decrease in V;/V;
is observed by decreasing the mass percent of CsFg in the gas mixture. Each data point shows the

average of 3 measurements, and the error bars represent one standard deviation............cccceceeeeeeennen. 73

Figure 4.2 Shrinkage of microbubbles of different initial sizes, with the gas composition kept constant. (a)
Bright-field images of different initial size microbubbles along the serpentine channel. The leftmost
images are taken at the orifice, and the labels #5, #10, #15, and #20 correspond to the serpentine turn
number. al, a2, and a3 are the initial bubble diameters, D; = 28.3 um, 24.6 um, and 21.5 pum,
respectively. (b) A plot of bubble diameter D versus evolution time. (c) A plot of bubble final diameter
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bulk nanobubbles solution, made by high frequency mechanical agitation, after centrifugation at 500

rpm for 2 minutes, based on a modified version of a previously reported protocol.'**'%* ... 75

Figure 4.3 In vitro and in vivo contrast-enhanced ultrasound imaging with nanobubbles. Ultrasound signals
are generated and collected by an 18 MHz MS250 transducer (a) /n vitro ultrasound images of
nanobubbles under different contrast modes: B-mode (left), and non-linear mode (right), in a blood-
vessel-like phantom. The nanobubbles are characterized by RMM: The MF-NBs have a diameter of
328 nm = 49 nm (n = 3), a concentration of 8.07x10” mL", and a polydispersity index of 0.148; The
Bulk-NBs-1 have a diameter of 418 nm =+ 121 nm (n = 3), a concentration of 7.67x10" mL", and a
poly-dispersity index of 0.288. (b) In vivo images of nanobubbles in the kidney of a mouse captured
in the brightness mode (i.e., B-mode) and non-linear ultrasound mode. The white arrow points to the
shadowing effect due to ultrasound attenuation by Bulk-NBs-2. The images are taken at 0 s and 10 s
after the injection of the nanobubble solution. Bulk-NBs-1 are diluted 1,000 times from Bulk-NBs-2
to match the concentration of MF-NBs. MF-NBs are generated using the 0.16 wt% CsFg in N». Bulk-
NBs-1 and Bulk-NBs-2 are generated using pure Cs3Fs gas. Mouse kidneys in all experiments are
directly exposed to the ultrasound transducer. The ultrasound imaging for contrast mode is at 4%

power (2 MPa), and for B-mode is at 1% power (0.9 MPa).........cccocerviinininiiinnieeeeeeeee 77

Figure 5.1 (a) Schematic diagram (not to scale) of cell oscillation driven by acoustic waves. A thin-walled

PDMS channel contains the cells. The acoustic waves are generated by a PZT disk attached onto the
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substrate next to the channel. Acoustic streaming flow is generated as a result of cell membrane
oscillations. (b) Confocal images of fluorescent particle tracers taken at different heights from the
substrate surface in a channel with an overall height of 25 pm. The MCF-7 cell is shown in the bright-
field view and is outlined by the red dashed line. As depicted, a circular flow is generated in the liquid
bulk above the cell, which has its maximum velocity near the channel mid height at z = 14 — 21 pm.
The streaming velocity approaches zero near the top and bottom surfaces of the channel due to no-slip
boundary conditions. (¢) The streaming flow is also simulated numerically for two model cells: a round
and a flat cell. As illustrated, helical-shape streamlines are induced surrounding each cell. The round
cell’s helical streamlines have a higher pitch than the streamlines of the flat cell. Regions of maximum
streaming flow are located close to the cell membrane. The color legend shows the non-
dimensionalized velocity magnitude, and the arrows depict the 2D velocity field on a cross-section of

the flow. The scale bars represent 10 pm. The schematic in (a) is created with Biorender.com. ....... 86

Figure 5.2 (a—) Different streaming flow regimes generated surrounding two MDA-MB-231 cells at
different actuation frequencies. 1 um polystyrene beads are used as flow tracers. (a) Two almost
symmetric sets of out-of-plane vortices are generated on two sides of each cell when excited at ~ 32
kHz, as opposed to (b) planar vortices which form over the entire cell surface at ~ 73 kHz. (c) The
flow regime changes to a combination of in- and out-of-plane motion at higher frequencies (e.g., ~ 98
kHz). (d) As the bead diameter increases, the acoustic radiation force becomes the dominant force
acting on the bead, causing (d-left panel) a 5 pm and (d-right panel) a 10 um polystyrene bead to
partially follow the flow streamlines and eventually remain stationary on the boundary between the
cell and substrate. The blue arrows in (d) show the final location of the beads. White dashed lines show

the cells’ outlines. The scale bars represent 10 M. ......cocveriiereerierieenieniereeseesie e esreeseesseeseeseeenns 88

Figure 5.3 The maximum streaming velocity induced by MDA-MB-231 cells under different conditions.
(a) Substrates with different thicknesses in the range of 100 pm to 1 mm. Increasing the substrate
thickness decreases the streaming velocity. (b) Different actuation voltages in the range of 1 to 6 V
(rms). A higher actuation voltage corresponds to a higher oscillation amplitude of the substrate, which
is coupled to the cell, causing larger amplitude cell oscillations and a stronger microstreaming effect.
(c) Trypsinization over 4 min. As the adhesion proteins are dissociated and the projected area of the
cells decreases, the cell attachment to the substrate is weakened, causing the streaming velocity to
decrease. The streaming flow, however, is recovered within 24 hr post-treatment. (d) Osmotic pressure
variations over 10 min. Cell exposure to hypotonic solution results in an increase in the cell volume

and changes in cell physical properties, which in turn results in a decrease in the streaming velocity.
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The streaming flow can be recovered within 1 hr post-treatment. () Treatment with 4 pM Cytochalasin
D. When F-actin proteins are disrupted, the cell loses its stiffness, and consequently, the streaming
velocity decreases. This change in streaming flow is recovered within 5 hr post-treatment. (f) Fixation
with 4% Paraformaldehyde. The cross-linked structure formed upon fixation causes the entire cell to
oscillate as a uniform meshwork which yields a stronger streaming flow. The error bars represent one

standard deviation (n 2= 10, P < 0.05). cueiiiiiiiee ettt 90

Figure 6.1 Schematic of the acoustofluidic device showing the hypothetical mechanism of intracellular
delivery. Due to the actuation of the PZT transducer, acoustic waves are generated and propagated
through the substrate. The excitation of cells within an ROI induces the formation of acoustic
microstreaming, which in turn facilitates the transport of cargo material from the bulk of the liquid to
the cell membrane. As a result of the combined effect of acoustic excitation and microstreaming flow,

the cargo material is taken up by the cell. The schematic is created with Biorender.com. ............... 102

Figure 6.2 The effect of input power and treatment duration on the intracellular delivery. (a) The delivery
results for different treatment duration when continuous 1 W input power is applied. (b) Delivery
results for the input power in the range of 0.1-1 W and 20 min treatment. Within this range, the
temperature rise is insignificant, and therefore, a continuous wave actuation is used. (c) Delivery
results for different input powers in the range of 3-21 W. For each input power, the duty cycle of the
square-waves is set in the range of 7-43% for 10 min treatment duration, to avoid excessive heat
generated by the transducer and the vibrating PDMS. (d) Bright-field and fluorescent images showing
the cellular uptake in control and treated cells. The white arrows point to individual cells as examples
of those receiving cargo material as a result of disruptions to the cell membrane. In all experiments, 3
kDa dextran is used as the cargo material for delivery into MDA-MB-231 cells. The scale bar

represents 100 um. The error bars indicate the standard deviation of three independent experiments.

Figure 6.3 The versatility of intracellular delivery of dextran with various sizes into different cells. (a)
Delivery results for dextran with different molecular weights into MDA-MB-231 cells. (b) Delivery
results for MCF-7 and PC3 cells. Delivery efficiency of ~ 63% is obtained in both experiments. (c)
Bright-field and fluorescent images showing 500 kDa dextran delivery into MDA-MB-231 cells. The
presence of localized high-intensity aggregates of fluorescein dextran suggests an endocytic-dominant
mechanism of delivery. (d) Confocal images of living MDA-MB-231 cells exhibiting the uptake of

fluorescein-conjugated 500 kDa dextran. Plasma membrane and cell nucleus are stained with wheat
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germ agglutinin (WGA) and Hoechst 33342, respectively. The scale bars represent 100 um in (c) and
20 pm in (d). A 20 min continuous square-wave at 1 W input power is used in all experiments. The

error bars indicate the standard deviation of three independent experiments. ............ccceeeverevervennnens 106

Figure 6.4 Probing possible mechanisms of delivery. (a) The intracellular level of Fluo-4 AM, a labeled
calcium indicator, in control and treated cells. (b) Effect of Ca™® on the delivery of 3 kDa and 70 kDa
dextran. (c) Delivery results of dextran with different charges and a pH-sensitive fluorescently labeled
dextran (i.e., pHrodo Green 10 kDa dextran), which fluoresces at low pH values. (d) Exposure to
continuous flow (shear stress only) and acoustic excitation on the delivery efficiency for different
exposure durations. Acoustically actuated cells exhibit significantly higher delivery efficiencies
compared to those exposed to shear stress only. (e) Fluorescent images of the cells acoustically treated
at 1 W and those exposed to the continuous flow. The scale bar represents 100 pm. Acoustic treatments
are conducted on MDA-MB-231 cells using a continuous square-wave at 1 W input power. Results
shown in (a—c) are for 20 min acoustic treatments. The error bars indicate the standard deviation of

three independent EXPETIMEINLS. ......c..eeutirieririiieiert ettt ettt ettt ettt sbt et et sbe et eee b 109

Figure 6.5 Intracellular delivery of nucleic acids. (a) Delivery results of siRNA and plasmid. (b)
Fluorescent images of the delivered siRNA and plasmid for control and treated cells. The scale bar
represents 100 pm in (b). Treatments are conducted on MDA-MB-231 cells using a 20 min continuous
square-wave at 1 W input power. The error bars indicate the standard deviation of three independent
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1 Introduction

A large portion of biomedical research is focused on diagnostics and intracellular delivery.
Ultrasound, due to its non-invasive nature, has been suggested as a promising candidate for
different diagnostic and therapeutic applications. For example, ultrasound elastography techniques
are useful for conducting an early-stage diagnosis of liver diseases enabling a prompt therapeutic

I Also, contrast-enhanced ultrasound

intervention before irreversible tissue damage occurs.
exhibits great promise for imaging different tissues, especially for the diagnosis of primary tumors
and metastasis, as well as, guiding cancer therapies.? Gas-filled, encapsulated microbubbles have
a significant role in many ultrasound biomedical applications due to their unique behavior in an
acoustic field. Aside from imaging, payload-bearing microbubbles, for example, can be used in

ultrasound-mediated targeted drug delivery applications.?

There is a strong demand for diagnostic tools capable of probing different biological
properties of living organisms in both in vivo and in vitro settings. A variety of ultrasound-based
techniques have been developed for the non-invasive visualization of living tissues. In medical
ultrasound imaging, sound waves generated at a frequency above 20 kHz are directed through
tissues, where they can be reflected and attenuated as they travel through the tissue. The analysis
of the backscattered waves is the basis of ultrasound imaging, which can provide crucial

information about the anatomy and function of internal organs.

Ultrasound has also been used for enhancing intracellular delivery. For example, oscillations
of a microbubble in an acoustic field near a cell can impose localized forces on the plasma

membrane and facilitate the delivery of extracellular material into the cytosol via a process called



sonoporation.* Different aspects involving the interaction of bubble oscillation and cells have been
studied in the literature and include targeted cavitation,’ spatially controlled cavitation,® and laser-

induced cavitation.”

In the following sections of this chapter, diagnostic ultrasound and the use of microbubbles
for ultrasound applications, as well as methods for intracellular delivery, are discussed. Next,
Acoustofluidics is reviewed. The motivations and objectives of the proposed research are
discussed next, followed by the thesis overview and the author’s contribution in the context of

collaborative publications.
1.1 Diagnostic Ultrasound

In medicine, a variety of tools and techniques are used to help diagnose a range of different
diseases, dysfunctions, and ailments. Among those techniques, diagnostic ultrasound is a
frequently used imaging procedure to monitor the functionality of different organs. In several
biomedical ultrasound techniques, microbubbles and their interaction with sound waves are crucial
to the effectiveness of the technique. A brief overview of bubble-mediated ultrasound techniques

and the generation of bubbles is included in the following sections.
1.1.1 Bubble-Mediated Ultrasound Techniques

The emergence of microbubbles has expanded the diagnostic capabilities of ultrasound
imaging of biofluid flows due to the high acoustic contrast generated when microbubbles are
introduced into the flow. For example, the use of microbubble contrast agents has been shown to
improve the accuracy of echocardiography for detecting the functional abnormalities of the heart.?
Evaluation of microvascular perfusion is another important application of microbubbles, which
provide precise information on the volume and velocity of the blood. This information can be

especially critical for the diagnosis of primary tumors and metastasis.>



The composition of the microbubble shell can also be engineered for targeting specific
tissues. For this purpose, either the shell constituents bind to the target cell receptors, or the shell

is functionalized with antibodies or ligands that bind to the target cell antigens.

Depending on the acoustic amplitude of the incident sound beam, a bubble can undergo
stable or inertial cavitation. The stability of bubbles in such conditions is mainly governed by the
transport properties of the gas core and shell composition. Figure 1.1 shows different scenarios of
bubble-ultrasound interactions. There are a variety of commercially available microbubbles, which
are developed for biomedical applications. Different gas cores, including air, nitrogen, and
perfluorocarbon, and shell compositions, including albumin and lipid, have been used for making

microbubbles with high intravascular stability.®
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Figure 1.1 A variety of bubble-mediated effects used in ultrasound-based imaging and drug
delivery techniques. (a) Detectable backscattered signals at moderate acoustic pressures. (b) The
microstreaming effect due to stable cavitation of the bubble. (c) Fragmentation of a bubble into

smaller daughter bubbles as a result of high acoustic pressures. (d) Radiation force directing the



bubble away from the acoustic source or attracting it towards the other bubbles. (e) Inertial
cavitation occurring as a result of high acoustic pressures. (f) Dissolution caused by acoustic

pressures at the levels below the fragmentation threshold. Adapted from Sirsi and Borden.”
1.1.2 Monodisperse Bubble Generation

For medical applications, the bubble size needs to be below 10 um so that the bubble can
safely pass through pulmonary and systemic capillaries.>” Also, the size distribution of the bubbles
can greatly impact their acoustic response,!? as the resonance frequency of a bubble is related to
its size.!! Therefore, sufficiently small bubbles with narrow size distribution and relatively long

lifetime are critical for their function.

Hand-agitation and sonication of a surfactant solution, which are among the first methods
developed for producing microbubbles, often require additional steps for separating bubbles with
different size distributions. More recently, microfluidics has been used to generate bubbles with
narrow size distributions.'>'* However, as the size of the microfluidically generated bubbles is
directly related to the dimensions of the microchannel geometry,'* geometries with smaller orifices
are needed in order to generate smaller bubbles. As a result, the generation of sub-10 um diameter

microbubbles is challenging, as it requires sophisticated micro- and nano-fabrication techniques.

More recently, the application of nanobubbles in various fields, such as surface cleaning!®
and biomedical imaging,'® have been explored. The smaller size and longer lifetime are the two
main features of nanobubbles, compared to microbubbles, for in vivo ultrasound imaging.'®

Therefore, the generation of monodisperse nanobubbles is of great interest.!”

1.2 Intracellular Delivery

It has always been a challenge to efficiently deliver different exogenous cargo materials into
various cell types for different biomedical research and therapeutic applications. Depending on the
application and the cells being investigated, different cargo materials are of interest for

intracellular delivery. These include nucleic acids, proteins, peptides, membrane-impermeable



drugs, molecular probes, and nanoparticles. Intracellular delivery techniques are used for different
forms of gene editing and to modulate biological pathways of the cells. For instance, in cell-based
therapies, various cellular gene manipulation approaches, such as RNA targeting, gene deletion,

gene correction, and gene addition, are commonly used.

One of the most critical features of an intracellular delivery technique is that the effect of the
materials, vectors, or physical forces used to facilitate the cellular uptake avoids permanently
damaging the cell. Also, cell throughput (i.e., relatively low for rare cells, and high for a large
number of cells) is another important characteristic of an intracellular delivery technique. In
addition, an ideal technique should be universal across the cell types and the cargo molecules. The
ability to control the dosage of delivery is also crucial to the efficiency of the technique. Moreover,
having a low cost of production and operation can facilitate the clinical translation and large-scale

manufacturing.'8

The intracellular delivery strategies can be broadly categorized into carrier-based and
membrane-disruption-based techniques.!® Carriers are various biochemical assemblies, which, can
first package the cargo compound and protect it from the surroundings, and then can gain access
to the intended compartment within the cell, where eventually the carrier can release the payload.
Most carriers enter the cell through endocytosis. Different types of vectors, such as plasmids,
cosmids, and viral vectors, can be used as carriers for the delivery of nucleic acids. Due to the high
efficiency and specificity of viral vectors, they are the most clinically advanced delivery carriers.!’
One main disadvantage of carrier-based systems is the limited number of consistent cargo
materials and cell types. Due to the high variability of charge, hydrophobicity, size, and
composition of cargo molecules, as well as, different receptors, surface interactions, and the
endocytic activity of the cells, the combination of the cargo molecule and the carrier may not be
stable during packaging, unpacking, and the delivery of sufficient quantities to the cells.!® Also,
carrier-based techniques suffer from a low rate of delivery, unwanted toxic effects (e.g.,
genotoxicity in the case of viral vectors), and laborious and complex biochemistry, preparation,

and material synthesis.

In contrast to the carrier-based techniques, the effectiveness of the membrane-disruption-

based techniques is dependent on the mechanism used for creating transient pores on the cell



membrane. In many cases, it is a rapid process capable of delivering diverse materials into different
cell types. These techniques include the application of mechanical forces (e.g., microinjection),?%2!
electric forces (e.g., electroporation),?>2* shear forces (e.g., viscometer),?> thermal effects (e.g.,
heating-based systems),?® and optical-membrane interactions (e.g., laser-based photo-thermal
systems).?”-?® These approaches are summarized in Figure 1.2. Upon membrane disruption, which
typically happens within seconds after the external force is applied onto the cell, nanoscale pores
are created on the cell membrane facilitating the exchange of intracellular and extracellular
contents. Depending on the pore size, the pore lifetime is on the order of minutes, after which the
membrane repairs its pores and ultimately regains its integrity. The cytoplasmic recovery can then

be started which can last up to several hours.!®
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Figure 1.2 A schematic of different membrane-disruption-based strategies for intracellular
delivery using (a) solid mechanical contact, (b) electric field, (c) shear stress, and (d) photo-thermal

effect. Adapted from Stewart et al.!®

Since the advent of the microinjection technique in 1911,%° a wide range of different carrier-
based and membrane-disruption-based strategies have been developed. For carrier-based
techniques, hundreds of viral, lipid, polymer, and inorganic carriers, have been introduced mostly
for transfection of nucleic acids.!-3%-3!

Biological membranes are usually made of phospholipid bilayers, which consist of polar
head-groups exposed to the aqueous environment and fatty acyl chains forming a hydrophobic

core.>? The properties of the exogenous molecule (e.g., polarity and size), as well as the membrane



properties (e.g., physical characteristics and composition), can affect the permeation through these

membranes.??

In should be noted that some of the membrane perturbation techniques can also be utilized
for extracting intracellular materials. For instance, various cell lysis and tissue homogenization

techniques can be used for extracting genomic and proteomic materials from the cells.?

1.2.1 Mechanical Disruption Techniques

Applying a mechanical force on a cell membrane, by exerting normal stress for causing
penetration, or exerting shear stress for enhancing permeabilization, are the basis of several
intracellular delivery techniques. Scraping and bead loading (e.g., gene gun or biolistics) of
adherent cells, and repeated aspiration and expulsion through standard syringe needles for floating
cells are among the classical techniques.®>-¢ A few of the most common mechanical techniques

are reviewed here.

1.2.1.1 Mechanical Penetration

Using microneedles for direct injection of cargo molecules into the cell cytoplasm is the
simplest mechanical way of membrane perturbation. More recent advances of these techniques are
based on nano-scale tips, called nanoneedles (Figure 1.3), capable of penetrating the membrane
such that the cargo molecule can either 1) be released in the cytosol after the nanoneedle penetrates
the membrane, or ii) reach the cytosol through a hollow nanoneedle (also called nanostraw), or iii)

be diffused into the cytosol through holes caused by the nanoneedle removal .3’
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Localization ~ Nanostraw

Figure 1.3 Mechanical penetration techniques for intracellular delivery. (a) The working principle
of a microfluidic single-cell microinjection system where a cell is moved towards a fixed
microneedle, while valve V1 is open and V2 is closed. Once the penetration occurred, the cell is
moved to the outlet through valve V2 when V1 is closed. (b) A nanostraw-based device coupled
with electroporation mechanism. The cargo molecules move into the cell cytoplasm through the
nanostraws while the localized electric field facilitates this process. (¢) SEM images of vertical
silicon nanowires fabricated by (i) chemical vapor deposition (CVD) and (ii) reactive ion etching.
The scale bars represent 1 um. Schematic of (iii) early and (iv) late stages of cell penetration using

the nanowires. Adapted from Shalek et al.,’® Xie et al.,** Adamo and Jensen.*’

Although the force needed for achieving an effective membrane penetration is estimated to
be relatively low, i.e., 2 nN per needle for a needle of 300 nm in diameter and 4 um in height, the
requirement of a high-precession fabrication method is a significant challenge of the

nanoneedles.'®



1.2.1.2 Shear-Based Permeabilization

Shear stress can be created on a cell membrane by a solid object, fluid flow, or an
acoustically driven microbubble. In macroscale bulk solutions, standard impellers operating at
different speeds can cause a shearing environment on cells.*! However, in microfluidic cell
squeezing platforms, shear stress is generated by imposing a rapid deformation to the cells when
the cell suspension flows through constrictions with sizes smaller than the cells average

42-44 The shear caused by the channel wall has shown to be able to transiently open the

diameter.
membrane pores so that a variety of cargo molecules, including proteins, nucleic acids, and

nanomaterials, diffuse into the cytosol.3

Similarly, it has been shown that a high-velocity flow of a cell suspension through conical
microfluidic channels with a diameter tapering from 300 pm to 50 um can enhance the uptake of
cell impermeant molecules into DU145 prostate cancer cells.* Optimal viability of 80% and
intracellular uptake to 30% of cells were reported when the cells experienced high shear rates for
short durations. In addition, an uptake to 27% of cells was observed in a sample of monolayer
adherent cells, which was exposed to a uniform shear of 140 dyn cm for 300 ms, using a cone-

and-plate cell-shearing device.

Different viscometer designs, such as cone-plate*® and concentric cylinder*’ configurations,
are also capable of applying uniform flow-caused shear stress over apical membranes of a

monolayer of adherent cells.

Hydrodynamic shear stress, 75, caused by fluid flow inside a channel can be calculated as

follows:*8

_6pQ
th = el

(1.1)



where, Q is the flow rate, y; is the fluid viscosity, w is the channel width, and H is the height of

the channel.

An alternative way of generating localized shear stress on the cell membrane is to actuate
microbubbles near the target cell using ultrasound. It should be noted that the effect of a
microbubble oscillation on its surrounding cell in an ultrasound field is not limited to shear, but
can also include pushing, pulling, jetting, or translational motion (Figure 1.4).* Contrary to
electroporation, cells exposed to sonoporation can exhibit heterogeneous molecular uptake, which

can widely vary for a population of cells.*®

Actuation of a high density of microbubbles in a cell suspension can trigger inter-bubble
interactions due to the secondary Bjerknes force and can ultimately result in bubble cluster
formations, and bubble coalescence.®! Ultrasound enhanced microbubbles are thought to activate
both the endocytosis and exocytosis pathways.’? Endocytosis consists of the formation of
endocytic vesicles at the cell membrane which then move within the cell cytoplasm. Some of these
vesicles may mature to degradative lysosomes.’>>3* At high enough intensities,
acoustic/ultrasound waves alone can also affect tissues/cells by sonodynamics (through

sonochemistry)>® and sonophoresis (through shock waves).*¢

/| Macromolecules

Lipid bilayer

~——

Translation

Push

Figure 1.4 Examples of shear based permeabilization of the cell membrane. (a) A schematic of

different aspects of sonoporation. Pulling, pushing, and microstreaming (i.e., shear) are caused by
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stable cavitation, whereas jetting is induced by inertial cavitation. The translational motion is due
to the acoustic radiation force. Sonophoresis is induced mainly by shock waves as a result of low-
frequency ultrasound. (c) A shear-mediated intracellular delivery based on the rapid deformation
of cells when they pass through a microfluidic constriction. Adapted from Sharei et al.** and
Kotopoulis et al.>’

Shear stress can affect the size and morphology of the cells,’® can create pores in the cell
membrane, and can activate biochemical pathways that result in gene expression, membrane
permeability changes, and altered metabolism.*’>*%% Shear stress can also activate pathways that
transiently increase fluid-phase endocytosis. Macropinocytosis is a fluid-phase endocytosis
mechanism for non-specific uptake of extracellular molecules by vesicular endocytosis.5!-62

Steady shear stress imposed on endothelial cells can align the cells with their longitudinal
axis parallel to the direction of flow, which in turn can decrease the shear stress on the endothelial
cells.®®63 Since excessive shear forces can cause irreversible damage to the cell membrane, several
medium additives have been suggested for the intracellular delivery techniques, which can
diminish the harmful effects of shear force on the cells. These include methylcellulose,’ serum,
polyethylene glycol,®> dextran, and Pluronic F-68.°¢67 The additives can increase the robustness
of the cell membrane to physical forces and can provide protection against the rupture of gas-liquid

interfaces.®’

1.3 Acoustofluidics

Acoustofluidics is a relatively new field of research and involves fluid mechanics, acoustics,
and micro/nanotechnology. In this section, the physics of acoustics, the propagation of acoustic
waves through microfluidic devices, and the interaction of acoustic waves and bubbles (or any

elastic material) are discussed.

Ultrasound transducers with a frequency range of 1-20 MHz are commonly used in clinical

imaging applications. Due to the nature of mechanical waves, propagation of ultrasound in liquids
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is longitudinal, while in solids (e.g., bones) and elastic materials, the waves can be both

longitudinal and transverse.®®

For a harmonic plane wave propagating through a medium, the acoustic pressure, p,

experienced by the particles of the medium can be written as:®®

p = pey, (1.2)

where, p, ¢, and u are the medium density, speed of sound, and the particle velocity, respectively.

When an acoustic wave encounters the interface of two media, depending on the acoustic
properties of the media, a portion of the wave may be transmitted, and a portion may be reflected.
The ratio of the transmitted wave, T, and reflected wave, R, to an incident acoustic wave normal

to the interface can be expressed as:®

o2
_ —,
(1 +Z—;)
(1.3)
(2 - 7Zy)
k= (Z, +Z,)

where Z; and Z, are the acoustic impedances of the two media and can be defined as Z = pc.

The acoustic intensity, /, and energy exposure (spatial peak), £, for a harmonic wave, can be

written as;%-:%?
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(1.4)

where, P and ¢ are the pressure amplitude and time, respectively. The intensity of an ultrasound
wave while propagating through a medium in the direction of x decreases due to absorption in a
homogenous medium. In an inhomogeneous medium, the intensity decreases due to both

absorption and scattering. The reduction in intensity can be expressed as:%®

— -2
I = l,e™ =%,

(1.5)

a=a;+as,

where, @, a, and a  are the total attenuation coefficient, absorption attenuation coefficient, and

scattering attenuation coefficient, respectively. I, is the initial intensity of the wave.

1.3.1 Surface Acoustic Wave (SAW)

In acoustofluidics, sound waves are generated either as bulk waves or surface waves. A
common type of surface acoustic waves (SAW) is Rayleigh waves, which are a combination of
longitudinal and transverse waves. Rayleigh waves decay exponentially with the material depth
and thus travel only on the surface of a medium. Due to the nature of surface waves, the particles
of the medium experience a combination of longitudinal and transverse motions resulting in an
elliptical displacement.”® In many microfluidic applications, Rayleigh waves can be generated and
transmitted on the surface of the device substrate.”! A more general form of Rayleigh wave is
referred to as the guided wave, where the bulk waves satisfy specific boundary conditions. The
equations governing Rayleigh waves and bulk waves are similar, with one difference: the Rayleigh

solution satisfies the boundary condition on the surface of an elastic object.”! The analysis of a
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specific guided wave through a thin plate, which has a thickness smaller than, or comparable to,
the sound wavelength, was first solved by H. Lamb about a century ago. The solution for such a
system results in waves called Lamb waves.”? At low frequencies, two modes of Lamb waves are

possible, i.e., symmetric and antisymmetric modes.”

When a Rayleigh surface acoustic wave travels on a surface in contact with a liquid, it can
leak energy into the fluid in the form of acoustic waves, which in turn, generates a time-averaged
(or mean) flow in the fluid.”* In general, acoustic streaming can be generated due to the dissipation
of energy, either through the liquid bulk, which is called interior streaming, or confined in thin
boundary layers, which is called boundary streaming.”* The angle at which the Rayleigh surface
acoustic wave leaks into the liquid is called Rayleigh angle, 8 (Figure 1.5), and can be determined

as:”?

. Vfluia
O = arcsin ! , (1.6)
Vrsaw

where, V14 1 the speed of sound in the fluid, and vggay is the velocity of the Rayleigh surface

acoustic wave.

sound waves

RSAW

leaky RSAW

Figure 1.5 Acoustic streaming flow generated by the radiated sound waves at the Rayleigh angle

into the fluid. Adapted from Frommelt et al.”> © 2008 IEEE.
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The physics of the acoustic waves, especially SAWs, which are reviewed in this section, can
predict the formation of microstreaming flow within microfluidic channels. Microvortices
generated by these streaming flows can drag particles (e.g., cells) suspended in the fluid into

motion, causing them to rotate.
1.3.2 Microstreaming

When an acoustic wave actuates a microbubble (or a highly deformable object) in an
acoustofluidic device, an oscillatory viscous boundary layer is created adjacent to the gas-liquid

interface inside the liquid, due to the viscous dissipation of acoustic energy (Figure 1.6). The

thickness of this oscillatory boundary layer, &, is expressed as:’+7¢7°

5= |- (1.7)

where, p, p, and f are medium viscosity, medium density, and the oscillation frequency.

The shear stress, 7, caused by the velocity gradient across the boundary layer near an

oscillating bubble can be written as:’677-80

T = 2eRp\3pf 31, (1.8)

where, ¢ is the relative displacement amplitude of a bubble with a radius (at rest) of R,,.
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Liquid (p, 1)

Figure 1.6 Schematics of microstreaming flows generated next to an oscillatory bubble with an
initial radius R,. A steady streaming flow is generated outside the boundary layer due to the
recirculating flows within the boundary layer. The amplitude of translational and volume
oscillations is equal to €R,. The dashed red line represents the boundary layer, which has a

thickness of §. r and @ are the polar coordinates.

The normal stress, o, caused by an oscillating microbubble can be estimated using Euler’s

equation as follows:?!

o =4m?f?pR3e. (1.9)

The formation of an oscillatory viscous boundary layer can cause a net streaming flow (also
called microvortices) in the bulk of the liquid, which is called acoustic streaming or
microstreaming. For example, when the volume of a bubble, which is attached to a horizontal solid
surface inside a liquid, changes periodically while its bottom remains fixed to the surface, the

bubble shows both translational (due to the up-and-down motion of its center of mass) and volume
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(due to the changes in bubble volume) oscillations. The stream function, 1, of the steady-state

flow generated around such a bubble can be estimated in polar coordinates as follows:52#3
2p 3 : Ry 2 0 cin2
Y ~ —6e°R, nf sin(Ag) (7) cos* 0 sin“ 6, (1.10)

where, A¢ represents the phase shift between volume and translational oscillations. r and 6 are
the distance to the bubble center and the angle with the axis of translation (i.e., gravity direction),

respectively.

Since solving the compressible Navier-Stokes equations, which govern both the liquid
motion and the acoustic wave propagation, is computationally expensive, a perturbation approach
can be used. One can assume that the acoustic wave constitutes tiny perturbations in the fields of

pressure, density, and velocity within the liquid:”%84

p=potep +eipy+ -,
p =po+e€p, +€p, + -, (1.11)
v =vy+€ev; +€*v, + -

By incorporating the above equations into the Navier-Stokes and continuity equations, the

acoustic wave propagation can be characterized. For a system with a liquid initially at rest, the

first-order equations can be written as:7%7%-85-86

0
W+pov-v1 = 0, (112)
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ov

1
1
pogt = ~Vpy + Vw1 + (5u+ i ) VV. ),

and by time-averaging the second order equations over one period of oscillation, we will have:

dp
<6_t2> + poV - () + V- {p,v,) = 0,

oV, (1.13)

d
po (G2 + pu () + po(@r - Twy)

1
= V(o) + 1T ws) + (50 + 15 ) V(T (02)).

The solutions to the first-order equations and the equation of state p; = c?p;, give rise to
the acoustic pressure and the velocity within the streaming flow. The non-zero time-averaged
velocity of the second-order perturbation equation gives the acoustic streaming flow representing
the absorption of acoustic energy and momentum. 3483
When solving Egs. (1.11) and (1.12) in a microfluidic device, different pressure boundary

conditions are applied at the channel walls. A general boundary condition, typically referred to as

lossy-wall condition (e.g., Polydimethylsiloxane (PDMS)/liquid interface), is modeled as: %34
w
nVp, =Py (1.14)
Zy

where, Z,,, w, and n are the acoustic impedance of the wall material, angular frequency, and the
unit vector normal to the boundary, respectively. If the boundary is assumed to be soft (e.g., air),

and therefore, Z,, = 0, then Eq. (1.12) can be reduced to p; = 0. In contrast, for a hard-wall (i.e.,

Z,, = ), the boundary condition can be written as n. Vp; = 0.
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The time-averaged secondary radiation force, Fg, exerted on a spherical particle in an

acoustic field caused by an oscillating microbubble can be expressed as:37-88

4 RiR3
FR =§nppgbc-7pw2£2, (115)

where, py,, Ry, Ry, and d are particle density, microbubble radius, particle radius, and distance

between the center of the bubble and the particle, respectively. The acoustic contrast factor, ¢,

can be defined as follows:

(pp —P)
e =32 L 1.16
¢ (2o, + p) (1.16)

The velocity, v, of microstreaming flow generated due to an oscillating microbubble can

be written as follows:87:88

Vs = —=we>. (1.17)

Stokes’ drag theory estimates the force, Fp, exerted on particles due to the velocity

difference of particle and the streaming flow:%8°

Fp = 6muR,(vs —v,), (1.18)

where, v, is particle velocity.
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1.4 Motivation and Objectives

1.4.1 Microfluidic Approaches for Bubble Generation

The generation of sufficiently small microbubbles with a relatively long lifetime, narrow
size distribution, and high production rate is critical for the effectiveness of ultrasound techniques.
Conventional microbubble generation techniques, such as sonication and mechanical agitation,
results in poly-disperse populations, and therefore, it requires additional centrifugation and
separation steps for achieving mono-disperse populations. Microfluidic techniques have enabled a
high degree of controllability on the size and production rate of the bubbles. However, as the size
of the microfluidically generated bubbles is directly related to the dimensions of the microchannel
geometry,'* smaller geometries are needed in order to generate smaller bubbles. As a result, the
generation of sub-10 pm diameter microbubbles is challenging, as it requires sophisticated

microfabrication techniques.

To overcome these challenges, two microfluidic approaches are proposed here. In the first
approach, the size of bubbles is precisely controlled as they are shrunk using a vacuum system in
a microfluidic device. This technique is based on applying vacuum pressure in a PDMS based
microfluidic chip to deplete air from the liquid-filled microchannels so that originally large bubbles
shrink to smaller size bubbles.” In the second approach, an expansion-mediated bubble breakup
method is presented. Originally large bubbles can be split either symmetrically or asymmetrically
as they flow through a microfluidic expansion region yielding bi- or tri-disperse populations,
respectively. By controlling the fluid properties and flow speed, different breakup regimes can be

achieved.
1.4.2 Acoustofluidics for Intracellular Delivery

Despite the advantages of membrane-disruption-based strategies over carrier-based systems,
there are still some limitations in the current membrane-disruption-based techniques which need
to be addressed. Some of these modalities can cause excessive damage to biological compounds
within the cell, denature protein molecules, or breakdown the lipid membrane. Some techniques,

such as microinjection, are low-throughput since cells need to be injected one at a time.'®°! Some
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other high-throughput systems such as electroporation lack single-cell precision.?>°! In a recently
reported microfluidic-based high-throughput technique,*>**°! the cell suspension needs to pass
through multiple constriction areas, which enhance the cytosolic delivery to the squeezed cells.
Due to the high pressures required for flowing cells through the constrictions, clamping tools (e.g.,
stainless-steel holders) are required to avoid leakage. Also, since the constriction size is smaller
than the cell size, channel clogging is inevitable. In addition, to account for the size variations of
different cell lines, channel constrictions should be custom-designed according to the size of the

cells being treated.>43%!

Given the issues mentioned above, a novel acoustofluidic strategy is proposed for enhancing
cellular uptake by exciting cells using acoustic waves. To better control cell positioning, acoustic
parameters, and fluid flow parameters, the acoustic field is coupled to a microfluidic device. This
strategy does not require sophisticated fabrication techniques, complex working equipment, and
precise alignment, in contrast to the other microfluidic techniques (e.g., constriction-based
technique).*>#391-%3 Also, the formation of aggregated cells is reduced compared to other
techniques that use highly localized external fields (e.g., electrical/thermal techniques). In
addition, this acoustofluidic strategy enables a high-throughput and high viability approach with

dosage control for intracellular delivery.

1.4.3 Research Objectives

The following two research objectives are presented:

o To develop microfluidic approaches based on the shrinkage and breakup of bubbles
for the production of monodisperse micro- and nano-bubbles suitable for different

ultrasound applications.

o To develop acoustofluidic strategies for intracellular delivery.

1.4.3.1 Microfluidic approaches for the generation of monodisperse bubbles

To reach the first objective, the following questions need to be answered:
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. What are the parameters governing the bubble shrinkage?

e  How can the final size of a shrinking microbubble be controlled?

e  How can bubbles be split into smaller bubbles using microfluidics in order to make

microbubbles at a high production rate?

o How can fluid properties and flow rates be adjusted to achieve microbubbles with different

size distributions?

Typically, microbubbles are generated using a variety of microfluidic geometries. The final
size of microbubbles is mainly dictated by the dimensions of the geometry, and as a result,
generating bubbles on the order of microns (or sub-microns) with a narrow size distribution
demands a highly precise micro- and nanofabrication technique, which can be costly and
sophisticated. To overcome this challenge, it will be shown that initially large size bubbles can be
shrunk or broken into smaller pieces in the flow so that smaller bubbles with a narrow size
distribution can be collected. Sub-micron bubbles generated with such techniques can then be used

for ultrasound imaging and drug delivery.

The proposed research for the microfluidic approaches for the generation of monodisperse

bubbles has the following specific aims (SA):

. SA1l: To characterize the dynamics of bubble size variations in a vacuum-assisted
microfluidic system so that the microbubble size can be controlled as a function of design

parameters.

J SA2: To design and characterize a high-throughput microfluidic device for breaking bubbles
into smaller daughter bubbles with high controllability and to develop a dimensional analysis

for the characterization of breakup regimes.

o SA3: To employ the results of SA1 for generating sub-micron bubbles for ultrasound

imaging.
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1.4.3.2 Acoustofluidics for intracellular delivery

To reach the second objective, the following questions need to be answered:

o How does an adherent cell respond to an acoustic wave?

o Under an acoustic excitation, can the cell stiffness be involved in the cellular response?

o Is there a significant dependence between intracellular delivery and cells being actuated by

acoustics?

. Can the actuation parameters be used for controlling the dosage of intracellular delivery?

. In comparison to the existing intracellular delivery methods, can this platform enhance the

throughput?

An acoustofluidic platform enabling a controlled acoustic excitation of adherent cells is
presented. The cell-induced microstreaming effect and its dependence on the cellular stiffness are
studied. This platform is also shown to facilitate the cytosolic delivery, as the cargo material is
taken up by the cells as a result of acoustic excitation and shear forces imposed by microstreaming
effect. The previously-reported intracellular delivery techniques suffer from low viability and
efficiency. This acoustofluidic strategy can enable high controllability and scalability. Since
unfocused acoustic waves are used, no sophisticated equipment or alignment is required. It can
also be combined with other carrier-based techniques for obtaining higher delivery efficiencies.
This platform can eventually be coupled with other biological and analytical techniques in a lab-

on-a-chip device.

The proposed research in the use of acoustofluidics for intracellular delivery has the

following specific aims:

. SA1: To design, fabricate, and test an acoustofluidic platform for oscillating cells in a

microfluidic channel, and study the cellular response to the acoustic excitation.
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. SA2: To facilitate the delivery of cargo compounds (e.g., dextran with different molecular
weights) into cells using this acoustofluidic platform, and to control the amount of delivery

based on the acoustic excitation parameters.

1.5 Overview of the Dissertation

In this thesis, novel methodologies for a) the generation of microbubbles for different
ultrasound applications and b) intracellular delivery using acoustofluidics are presented. Due to its
high controllability in micro-scale fluid-related phenomena, microfluidics has been employed to

develop these methodologies.

Each of the Chapters 2—6 is written in the format of an article, which either has been
published or is currently in preparation for submission to a journal. The permissions obtained from

the journals for the published articles are included in Appendix F.

The next three chapters, i.e., Chapters 2—4, are focused on developing new microfluidic
methodologies of making microbubbles and nanobubbles. In Chapters 5 and 6, an acoustofluidic

technique for intracellular delivery is discussed. Chapter 7 has conclusions and future work.

In Chapter 2, a theoretical and experimental framework is presented for characterizing
microbubbles made with various lipid concentrations flowing in solutions that have different
interfacial tensions. A vacuum system is coupled with a bubble generation system to actively
control the final size of microbubbles as they flow through a gas permeable microfluidic device.
The changes in the size of bubbles caused by applying vacuum pressure are monitored for various
vacuum pressures. The physics governing the shrinkage mechanism is then described by a
mathematical model that predicts the resulting bubble sizes and elucidates the dominant

parameters controlling bubble sizes.

In Chapter 3, a novel microfluidic platform for breaking originally large bubbles into smaller
sized daughter bubbles is introduced. The breakup occurs as a result of bubbles flowing through a

microchannel equipped with an expansion region, where the channel width increases at 90°. In this

24



flow regime, bubbles generated at a cross-junction periodically breakup into smaller daughter
bubbles, upon entering the expansion region. In addition to the Capillary number, which is
previously shown to govern the dispersion breakup in such geometries, we find that, at a high-
inertia regime, the Weber number also plays a significant role in specifying the transition from
non-breakup to breakup regimes. Furthermore, we identify different periodic breakup modes, for
example, symmetric and asymmetric breakup, which are dictated by the Ohnesorge number.
Without modifying the geometry and by only tuning several dimensionless parameters related to
the fluid flow, we show that a microchannel expansion region can produce mono-, bi-, or tri-

disperse microbubble populations.

In Chapter 4, the bubble shrinkage technique is further explored by making bubbles with a
mixture of two different gasses as their gas core: A low molecular weight gas (e.g., nitrogen) mixed
with a high molecular weight gas (e.g., octafluoropropane). Due to its higher diffusion and
permeability coefficients, the diffusion timescale of the low molecular weight gas from the bubble
to the liquid bulk can be on orders of magnitude shorter. We show that by controlling the mixing
ratio of the two gasses, microbubbles with different final sizes, including sub-micron sized

bubbles, can be produced.

In Chapter 5, a novel acoustofluidic platform is introduced for actuating adherent cells using
acoustic waves. We report new observations that individual cells are able to induce microstreaming
flow when they are excited by a controlled acoustic excitation in vitro. In our acoustofluidic
platform, an acoustic wave excites adherent cells, forcing them to oscillate inside a microfluidic
channel. We investigate the cell-induced microstreaming by monitoring flow tracers around the
cell, while the structure and extracellular environment of the cell are altered using different
chemicals. Our observations suggest that the maximum streaming flow induced by adherent cells
can reach velocities on the order of mm s!, and this maximum velocity is primarily governed by
the overall cell stiffness. Therefore, we propose that such cell-induced microstreaming
measurements, including flow pattern and velocity magnitude, may be used as label-free proxies
of cellular mechanical properties, such as stiffness. As the microstreaming generates shear stress

on the cells, the newly discovered phenomenon could be used for intracellular delivery.
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In Chapter 6, we demonstrate that our acoustofluidic platform can facilitate the cellular
uptake of different size cargo materials. Strong oscillations of cells and the microstreaming effect
inside a microfluidic channel cause the cells to uptake different size (e.g., 3—500 kDa) cargo
materials, mainly through endocytic pathways. High viability (= 91%), versatility across different
cargo materials and various cell lines, and scalability to hundreds of thousands of cells per

treatment are among the unique features of this acoustofluidic strategy.

In Chapter 7, the overall results achieved throughout this research are summarized, the

author’s publications are listed, and potential future research directions are discussed.

The appendix has a collection of additional information related to the chapters.

1.6 Author’s Contribution in the Context of Collaboration

The author has made a substantial contribution to all the techniques and methodologies
presented in this thesis. The amount of contribution to the articles, made by each author, excluding

the supervisors, are summarized below.

For the article presented in Chapter 2, the author wrote the manuscript, developed the
mathematical model, designed and conducted the experiments, collected and analyzed data, and
fabricated the devices. V. Gnyawali helped with running the first set of experiments. 1. Griffiths
helped with solving the final differential equation analytically and commenting on the manuscript.

R. Karshafian helped with providing equipment and supervision.

For the article presented in Chapter 3, the author wrote the majority of the manuscript,
developed the dimensional modeling, designed the experiments, conducted the data analysis, and
fabricated the devices. J. Xu performed the majority of the experiments, and collected the majority

of the experimental data, and helped with discussing the results and writing the manuscript.

For the article presented in Chapter 4, the author designed and conducted the proof-of-

concept experiments, and fabricated the microfluidic devices, before J. Xu took the lead for the
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rest of the project. Throughout the project, the author actively helped with discussing the results
and commenting on the manuscript. J. Xu led the experiments and wrote the manuscript. Y. Wang
and X. He performed the in vitro and in vivo experiments. L. Kerr helped with the bubble shrinkage
experiments and resonant mass measurements. A. Darbandi performed the TEM characterizations.
D. Yuen contributed to the design of the in vivo experiments and provided animal samples. A. C.
de Leon and A. A. Exner assisted in developing the lipid solution protocols and bulk nanobubble

generation experiments.

For the article presented in Chapter 5, the author wrote the manuscript and designed,
fabricated, and tested the devices. Other than the atomic force microscopy measurements, the
author designed and conducted all the experiments and collected and analyzed data. S. Appak-
Baskoy helped with providing chemicals, staining protocols, discussions, and comments on the

manuscript. M. Ezzo and B. Hinz conducted and analyzed atomic force microscopy measurements.

For the article presented in Chapter 6, the author wrote the majority of the manuscript,
designed, fabricated, and tested the devices, conducted all experiments, and collected and analyzed
data. S. Appak-Baskoy helped with providing chemicals and optimized protocols for conducting
staining and gene delivery, discussions, and writing the manuscript. J. Abousawan and C.
Antonescu provided a cell line and discussions. I. Coe provided equipment, discussion, and

supervision.
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2 Bubble Size Control in Microfluidic

Channels

The work presented in this chapter is based on the following article,”* which is published in
a peer-reviewed journal Soft Matter, and is reproduced here with permission from The Royal

Society of Chemistry.

Salari, A., Gnyawali, V., Griffiths, .M., Karshafian, R., Kolios, M.C., and Tsai, S.S.H.
Shrinking microbubbles with microfluidics: Mathematical modelling to control microbubble sizes.

Soft Matter 13, 8796—8806 (2017).
Author’s Contribution

For the article presented here, the author wrote the manuscript, developed the mathematical
model, designed and conducted the experiments, collected and analyzed data, and fabricated the
devices. V. Gnyawali helped with running the first set of experiments. 1. Griffiths helped with
solving the final differential equation analytically and commenting on the manuscript. R.

Karshafian helped with providing equipment and supervision.

2.1 Introduction

95

Microbubbles are currently used as ultrasound contrast agents,” and also increasingly

6 97

applied to drug delivery systems,’® as therapy agents,”” and as oxygen-transfer agents.”® In
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ultrasound imaging, microbubbles help provide important information about tissues, blood vessels,
and drug pathways in the body.>” For example, in cancer diagnostics, tumor detection using
traditional ultrasound is challenging because tumors and the surrounding tissues have similar
acoustic impedance. Therefore, microbubbles are employed to increase the ultrasound contrast.
The bubble gas—liquid interface has a high reflectance, which causes the bubbles to resonate under
ultrasonic clinical frequency ranges of 1-10 MHz. Another example related to imaging is echo
particle image velocimetry (echo-PIV), which is a non-invasive flow characterization method,
where microbubbles act as flow tracers.” This technique is based on backscattered ultrasound

waves from bubbles, and provides accurate velocity measurements in cardiovascular flows,!00-101

Apart from imaging, microbubbles are also used with ultrasound for therapeutic

applications, including tissue/organ-specific drug and gene delivery.!92-104

In these applications,
the bubble surface (shell) may carry the molecule of interest. After bubbles are injected, ultrasonic
waves at a specific frequency and amplitude impose pressure waves on the bubbles to release the

drug molecules.!%

In all the applications discussed previously, the size of the microbubbles is an important

factor that can limit their functionality.®!%¢1%7 However, commercially available microbubbles are

often poly-disperse, %108

which leads to heterogeneous responses under ultrasound. For this reason,
several microfluidics-based techniques have been developed to generate mono-disperse
microbubbles that have narrow size distributions.!>09>199-114 Techniques for microbubble

> and symmetric® flow-focusing channels, T-

generation in microfluidics use axisymmetric'!
junctions,'!! and microneedles.!'® While these microfluidics-based methods create bubbles that are
mono-disperse, achieving sub 10-pum diameter microbubbles, which are desirable in ultrasound

117,118

imaging and therapy applications, is still challenging, and requires complex microfabrication

techniques.!>!1

To overcome these challenges, our group recently reported a microfluidic bubble shrinkage
technique that generates sub-10 um diameter microbubbles and achieves easily tunable
microbubble sizes between 1-10 um. This technique is based on applying vacuum pressure in a

polydimethylsiloxane (PDMS) based microfluidic chip to deplete air from the liquid-filled
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microchannels, so that suspended microbubbles shrink.”® The bubble-suspending microchannels

are fabricated adjacent to vacuum microchannels, through which the negative pressure is applied.

In this chapter, we develop a theoretical framework that relates the size of the microbubbles
produced and the microfluidic system’s experimental input parameters, such as the lipid
concentration in the liquid, and the gas—liquid surface tension. We systematically characterize the
microbubble shrinkage performance of this technique via a series of experiments. We then develop
and experimentally validate a mathematical model to predict and control the microbubble
shrinkage process. Finally, by asymptotic analysis, we reduce the full mathematical model, which
is only solvable numerically, to a simplified form that we solve analytically to produce an explicit
relationship between the microbubble size and the experimental input parameters. We anticipate
that this simple mathematical expression will be useful for engineering specific microbubble sizes

in many biomedical applications, such as contrast-enhanced ultrasound imaging.

2.2 Methods

2.2.1 Chemical Preparation

Encapsulated microbubbles are generated in a microfluidic chip where air is used as the
bubble gas core and a lipid solution as the encapsulation structure. We prepare two different lipid
mixtures. In the first lipid mixture (M1), 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-
((polyethylene glycol-5000)folate) (ammonium salt) (DSPE-PEGS5F-15) (Avanti Polar Lipids) is
mixed with 1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC) at 9:1 ratio in saline (1.5 mg mL"
. Glycerol (Sigma Aldrich Corporation) and Pluronic F-68 (Fisher Scientific) are then added to
the mixture in a 1:1:1 volumetric ratio to make the aqueous solution. The second lipid mixture
(M2) is prepared similarly with the same molar/volumetric ratios, with the only difference that in
the second mixture 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-[Methoxy(Polyethylene
glycol)-5000)folate) (ammonium salt) is used instead of DSPE-PEGSF-15. We measure the

interfacial tension, o, between the aqueous solution and air using the pendant-drop method.!?°
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2.2.2 Experimental Setup

We pattern a cross flow-focusing microfluidic design (Figure 2.1) on a wafer substrate using
a photolithography method. The height of all channels, including the vacuum channels, is 80 um.
We use the wafer as a mold for making PDMS microfluidic channels by soft lithography.

The injection of the aqueous solution is performed using a high-precision constant-flow-rate
syringe pump (Harvard Instruments). A pressure gauge (Omega Engineering Inc.) is used to
regulate the air pressure. The vacuum pressure is adjusted using a Mityvac hand vacuum pump
(Mityvac). We conduct the experiments by injecting the aqueous solution at a constant flow rate

1

of 4 pL min™" while air is supplied at a constant relative pressure of 27.6 kPa, and vacuum

pressure is applied through the vacuum connections.

We image the bubbles at approximately the centre of each serpentine segment (red dashed
rectangular area in Figure 2.1) using a high-speed camera (Phantom M110, Vision Research)
attached to an inverted microscope (Olympus Corp.). The images are analysed by MATLAB
(Mathworks) software using imfindcircles function to find the bubble size variation along the

microfluidic channel.

The initial size of bubbles generated right after the flow-focusing junction is larger than the
channel height, so bubbles are confined to discoid shapes. In order to accurately characterize
bubble sizes, we use the bubbles’ projected diameters to calculate the volume of the discoid

bubbles, using a mathematical approach described elsewhere.”%!2!
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Figure 2.1 A schematic design of the microfluidic system containing a serpentine liquid-filled
channel with a total length of 350 mm. Microbubbles are generated at a 20 um width junction,
where flows of air (central channel, grey arrow) and aqueous solution (side channels, red arrows)
meet orthogonally. Vacuum is applied through two connections to achieve a uniform vacuum
pressure across the entire chip. The bubble size variation is monitored by moving the microscope
within the area depicted by red dashed lines. Images are captured when bubbles pass through this

arca.

2.3 Results and Discussions

2.3.1 Experimental Results

In order to study the effect of vacuum pressure on bubble shrinkage, we conduct experiments
using a range of vacuum pressures P, = 0 to -87 kPa, and with lipid mixture M1 (described in
Experimental Methods). We also isolated the effect of other design parameters, such as gas core
and channel dimensions, on bubble shrinkage by keeping them constant throughout our
experiments. We note that the absolute pressure in the vacuum channel is equal to B, + Py,

where Py, 1s the atmospheric pressure.
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The size of bubbles generated at microfluidic junctions is governed by the orifice geometry,
gas pressure, liquid flow rate, liquid viscosity, and interfacial tension.'>%>!22 In this set of
experiments, we maintain a constant initial microbubble radius R = 64 + 1 pm (corresponding to
a volume of V = 11 X 10° um?). This is the microbubble initial radius at the generation location,

before exposure to vacuum shrinkage.

Figure 2.2 shows the plot of microbubble volume V versus position in the microchannel [.
At the baseline vacuum pressure P, = 0, the bubbles experience a ~ 60% reduction in volume by
the end of the microchannel (after travelling approximately 350 mm). Increasing the vacuum
pressures cause further reduction in the bubble size. A maximum final size reduction of ~ 99% is
achieved for vacuum pressures P, < —60 kPa. We note that for vacuum pressure P, < —60 kPa,
the final bubble size is on the order of ~ 1 um, which approaches the diffraction limit of light,

making the bubbles difficult to characterize.

We measure the aqueous solution air-liquid interfacial tension o = 36.60 mN m~. To
systematically study the dependence of the final microbubble size on interfacial tension, we
prepare aqueous solutions with two other interfacial tensions by diluting the original solution M1
in saline to achieve interfacial tensions 0 = 48.29 and 43.41 mN m™1.

Figure 2.3 shows the experimental results of bubble shrinkage using aqueous solutions with
three different surface tensions. We find that the bubbles generated with solutions that have higher
surface tensions are initially larger. When the interfacial tension ¢ = 36.60 mN m™1, bubbles are
formed with an initial radius Ry = 61 pum (volume V = 9.46 X 10> pm?3), and their radius
decreases by ~ 62% by the end of the channel, when exposed to a vacuum pressure P, = —50 kPa.
Under the same vacuum pressure, P, = —50 kPa, microbubbles with initial radius Ry = 94 pm

(volume V = 3.50 x 10° um3), and interfacial tension o = 48.29 mN m™!, shrink by ~ 43%.

When we apply a vacuum pressure P, = —87 kPa, bubbles generated using solutions with
interfacial tensions 0 = 36.60 mN m~! and 43.41 mN m~? shrink to an approximate radius R =

0.5 um by the channel positions [ = 250 mm and 325 mm, respectively. No data is collected
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beyond that point. This shows ~ 99% reduction in radius when interfacial tension o =

36.60 mN m~! and ~ 68% reduction when interfacial tension ¢ = 48.29 mN m~1.
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Figure 2.2 A plot of the experimental results for the bubble volume V versus the location [, along
the microchannel at ten different vacuum pressures. The error bars indicate the standard deviations
calculated by analysing > 10 bubbles for each data point. In all experiments, the mixture surface

tension, aqueous liquid flow rate, and air pressure are kept constant at 0 = 36.60 mN m™?,

1

4 uL min™", and 27.6 kPa, respectively. The plot shows a monotonic trend of increasing

microbubble shrinkage rate with increasing vacuum pressure.
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Figure 2.3 Experimental results for the bubble volume V versus the location along the
microchannel [ for aqueous solutions with three different surface tensions. The error bars show
standard deviations calculated by analysing > 10 bubbles for each data point. Here, the vacuum
pressure is held constant at (a) B, = -50 kPa, and (b) B, = -87 kPa. In all experiments, the aqueous
liquid flow rate and air pressure are kept constant at 4 ul min'! and 27.6 kPa, respectively. Bubbles

generated at higher surface tensions are initially larger and shrink more throughout the channel.

We also observe that changing the lipid mixture affects the shrinkage behaviour. Bubbles
generated using mixture M2 demonstrate less shrinkage compared to bubbles formed from mixture
MI. For example, the radius R of bubbles generated using mixture M2 decreases by ~ 52% by the
end of the microchannel, while we observe a ~ 99% reduction in radius R for bubbles formed from
mixture M1 using the same vacuum pressure P, = -87 kPa. Here, the surface tensions o of the two
mixtures are similar, i.e., 0 = 36.60 mN m~?! for mixture M1 and 0 = 37.66 mN m~! for mixture

M2.

2.3.2 Mathematical Modelling

When microbubbles are generated in the aqueous solution, lipid molecules, which consist of
a hydrophilic head and a hydrophobic tail, migrate towards and deposit onto the interface of the
liquid/gas covering the bubbles, forming a self-assembled layer called a shell.!% The main function

of shells in microbubble technology is to reduce the surface tension and extend the life-time of
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microbubbles from seconds to years.'?> Microbubble stability is studied extensively in the
literature because the lifetime and shell property of microbubbles are important in their
application.!%-124131 Here, we apply some of the physical concepts from microbubble stability to
model the shrinkage behaviour of the microbubbles in our microfluidic device, under vacuum

pressure.

We apply a stability analysis of a typical microbubble with known shell encapsulation, and
with a gas core of known transport properties. We neglect the effects of flow on the shrinkage once
the bubble is generated, assuming that the bubble is continuously advected downstream with the
flow. Therefore, the modeling is simplified to a microbubble stability analysis over time. This
simplification assists in correlating the experimental data taken at each section of the serpentine
channel to the time passed for the bubbles to reach to that section after they are generated at the

flow-focusing junction.

Microbubble lifetimes were first mathematically modelled by Epstein and Plesset, where
they considered a ‘“clean” bubble, without encapsulation, in the bulk of a liquid and under
diffusion-limited physics.!*?> Without encapsulation, a “clean” microbubble is unstable, dissolving
in less than a second. Microbubbles stabilized by encapsulations can be modelled the same way,
125,131,133

but with modified shell properties.
shrinking bubbles.

Here, we follow the same approach to model our

Assuming an encapsulated microbubble is fully immersed in a liquid, and the diffusion
timescale is much less than the dissolution time, the steady state conservation equation of gas core

molecules in spherical coordinate is reduced to,

1d dc

_2_<r2_) — 0, @.1)
r

where C, and r are concentration (mole/volume) of the gas molecules in the aqueous bulk, and

radial coordinate, respectively.
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As shown in Figure 2.4, we can assume the following conditions for a single bubble with a

radius R and a shell thickness §, immersed in an aqueous solution,

C(r<(R=19))=_Cy

C(r=(R-98))=¢C,,

(2.2)
C(r =R) = Cy,

C(T‘—>OO)=Cf,

where Cip,, Cy, Cg, and Cr are the gas concentration inside the bubble, at the inner bubble wall

(shell), at the bubble outer shell, and in the liquid bulk (aqueous solution) far from the bubble,
respectively. Due to the laminar flow in the microfluidic channel, diffusion is the main transport
mechanism responsible for gas release from bubbles to the vacuum channels, and thus the
advection terms are neglected. Also, we neglect the effect of channel entrance and exit, and any

bubble—-bubble interactions on the gas transport mechanism.

Conservation of mass through the shell provides one boundary condition for Eq. (2.1),

dc
-k

I qr o = hy(C,, — Cr), (2.3)

where kg and h, are the gas diffusion coefficient in the aqueous phase, and shell permeability

coefficient, respectively.

Solving Eq. (2.1) with the boundary conditions C(r — o) = Cr and Eq. (2.3) gives,
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Therefore,

Cow — Cf

C(T') :R2 kg +Cf
r —+R)
(7
h.g
ZRC, + G
CR =9
1 +RIS
k
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a Fluid Channel PDMS  Vacuum Channel b Fluid Channel PDMS  Vacuum Channel

~
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Figure 2.4 Microscopy images showing the fluid channel, PDMS bulk, and the vacuum channel.
(a) The schematic profile overlaid on the images, of absolute pressure distribution and (b) the
concentration distribution across the microfluidic channel. The changes of absolute pressure and
air concentration through the PDMS bulk is negligible. Ostwald’s law governs the relationship
between the absolute pressure and air concentration in the fluid channel, and pressure and air

concentration in the bulk PDMS. (c) A schematic diagram of the concentration changes across a
microbubble shell.

Applying Ostwald’s law and the ideal gas law, we obtain the following relation between the

gas core pressure and inner shell concentration (Figure 2.4c),
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(2.6)

where Lg, Pin, R, and T are the Ostwald coefficient of the gas core, gas pressure inside the bubble,

universal gas constant, and gas temperature, respectively.

Similarly, as shown in Figure 2.4b, the concentration of gas in the aqueous solution far from

the bubble, Cf, is related to the concentration at the fluid channel wall outside of the aqueous phase,

CChe

Cr = fLyCen, 27)

where, f is typically defined as the level of saturation of the aqueous solution. However, since the
level of saturation is not homogenous throughout the liquid in our system, we refer to f as an

effective level of saturation.

The nominal level of saturation varies along the aqueous solution channel. For example, the
value near the inlet may be different from that close to outlet. This inhomogeneity may arise from
the effect of the pressure drop inside the aqueous solution,!**!3> and diffusion through the PDMS
bulk.® Therefore, for simplicity and convenience, we define f as an effective level of saturation,
which we use as a fitting parameter in our model, to account for all of the inhomogeneities in liquid

saturation.

It has been shown in the literature that for high gas or air permeability (diffusivity, porosity,
and solubility)!*® and thin PDMS membranes (175 um wall thickness in our case), equilibrium

across the thicknesses can be achieved very quickly, often within a few seconds.!*” Neglecting the
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concentration difference across the bulk PDMS, i.e., assuming C., = C,, and assuming the gas

inside the vacuum channel is an ideal gas, we can write,

Py
Cr=fLy—= ,
r=flog g (2.8)

where P, is the pressure inside the vacuum channel and is determined by the vacuum pressure, P,,
P, =Pym + P, (2.9)

To relate the bubble size to the gas concentration, we apply the mass conservation equation

for the gas core assuming a bubble volume of V = 4/3 tR3 and surface area of A = 41R?,

d /4
a(gmtﬁcm) = —(4TR?)hy (C, — Co)- (2.10)

Due to interfacial tension effects on the bubble shell, Laplace’s equation governs the
pressure difference across the shell. We note that, for an encapsulated microbubble, the surface
tension, o, is a function of bubble radius, R, and therefore, a dilatational surface elasticity E; can
be defined as the derivative of surface tension with respect to fractional change in the interfacial

area’125,130,131,138
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20(R)
Pin = FPp = ——

o(R) =a, + E; <<R£0)2 - 1),

2.11)

where Py, Ry, and g, are the pressure inside bubble, initial radius of the stress-free bubble

conformation, and initial stress-free interfacial tension of the bubble, respectively.

Now, we can substitute Eq. (2.11) into Eq. (2.6), assuming P is equal to the ambient

pressure, Py,

_ R R \\R,
Cw =Lg RT ’
(2.12)
20, , 2E; (({ R\*
R S ((R_O) ‘1)
n — RGT
Similarly, we can substitute Egs. (2.8) and (2.12) into Eq. (2.5),
Ly h, 20, 2E.(/R\*
Cr = % R\ Paem + 7+ (R_) —1)|+fF | (2.13)
R;T (1 +R k—g) g 0
g

Finally, substituting Egs. (2.12) and (2.13) into (2.10), we obtain the governing equation for

the time-dependent bubble radius as follows,
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20y , 2ER _ 2,

dR_ 3kng (1_f)Patm_va+ R ROZ R (2 14)
dt kg 40,  BER 4E, ' :
E +R 3Pgem + R + R,> R

Eq. (2.14) can be nondimensionalized by defining the following dimensionless parameters,

3tk,L R
r_ g9 5 __
t —_ 2 ) R - R_F
R, 0
— k 20,
k, = ——2, 6 = , (2.15)
9 hgR, PatmRo
~ ZES = Pv
E= , P, = :
PatmRO v Patm

where £, R, and P, are dimensionless values representing timescale, bubble radius, and vacuum

pressure, respectively. kg, 6, and E are dimensionless values representing diffusion coefficient,

interfacial tension, and elasticity, respectively.

This allows us to write Eq. (2.14) as,

~ 6 a~a~ E
dﬁ 1 (1—f)—fpv+7+ER—7
i k. +R 26 y 2F ) (2.16)
g7 3+§+4E1§—?

In addition to modeling bubble size changes over time, we also use COMSOL Multiphysics

software to conduct a 2D numerical simulation of typical gas (air) convection through a long (350
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mm) microfluidic channel filled with fully saturated liquid (water) at ambient pressure. Here, we
apply three different concentration conditions imposed by Ostwald’s law on the PDMS wall for
each vacuum pressure (i.e., P, = 0, -50, and -87 kPa). Figure 2.5 shows the numerical solution of
concentration variation along the centreline of a 350 mm long liquid filled microfluidic channel
and the 2D geometry used in the simulation. The simulations show that, regardless of the vacuum
pressure magnitude, the PDMS wall thickness is small enough that the air concentration in the
aqueous flow attains its equilibrium value in less than ~ 15% of the channel length. This effect is
thus ignored in our modeling and can be made smaller if the PDMS wall between the liquid filled

microfluidic channel and the vacuum channel is thinner.

0-8 T T T T T T

0'7 PDMS Fluid Channel ~ PDMS
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l = —87 kPa| -
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Figure 2.5 Simulation results representing the concentration of dissolved air along the channel
centreline at three different vacuum pressures, P, =0, -50 and -87 kPa. In simulations, we assume
that the microfluidic channel is filled with water only, and thus the effect of bubble flow is
neglected. The effect of channel entrance on the air concentration within the liquid is diminished
once the liquid travels 50 mm along the channel length. The inset shows the 2D geometry used in

the simulation and the boundary conditions applied.
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We can solve Eq. (2.16) by separation of variables, subject to the initial condition R = 1 to

give,

ﬁ s
t(R) = f —(ky +R) R R dR. 2.17)
1

The integral on the right-hand side of Eq. (2.17) can be evaluated analytically to give,
t(R)=g(R)—g(D), (2.18)

where
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g(R) = [4E3k, + (-1 +f +
fB) (~1+4f(1+5))+E (kg (1 -
SF(1+B)+4f2(1+B)")—2(-2+
5f(1+5,))5)+2E%(s5f(1+5,) -
2(1 +ky6))| x
1-f(1+5,)+2ER 1)

J—4E2 —(-1+f+fB)" +4Es

Arctan

lEZ\/—ALEZ —(-1+f+fB)" +4Es

[(1+2E72=5f(1+ (Pv))+4f 21+ (Pv)) 2 +E((kg)(~1
+4f(A+(Pv)))=20")) log(=(~1+f+ f(Pv))R
+E(-1+R"2)+ ) |/[2E"2]

Equation (2.18) gives the dimensionless time at which a desired encapsulated microbubble
radius is attained for a given vacuum pressure, an aqueous solution of known surface tension, gas
diffusion coefficient, and effective level of gas saturation, and a bubble shell of known
permeability and elasticity. We take vacuum pressure P, = 0 as the control experiment to obtain
values for our fitting parameters, which are shell properties (hgy, E5) and the effective level of
saturation f. We find a good agreement with the experimental data in predicting the bubble size
versus time when f = 0.62, hy = 2.6 x 107> ms™*, and Es = 9 X 1073 Nm~*. These values are
all within the range of commonly used values in literature.!?>131:133 We note that we maintain the
same fitting parameter values for all experiments, including for solutions with different surface
tensions and experiments under various vacuum pressures (Figure 2.6). We also keep the following

parameters constant: L, = 1.7 X 1072 and k; = 2.05 X 107 m?s~.!%
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The phenomenon of bubble shrinkage in the absence of vacuum pressure is reported in
earlier publications when the saturation f < 1,'?>!13% and observed here in our experiments. Our

hypothesis for this somewhat unintuitive observation is the following.

One part of our fabrication process leaves the PDMS bulk inside a vacuum chamber for a
few minutes to perform plasma-treatment on the channel surfaces. In order to maintain constant
surface chemistry in all of the microfluidic devices we use, all of our experiments are conducted
within 30 min of this treatment step. Therefore, the PDMS bulk is degassed at the time of each
experiment, causing the PDMS bulk to absorb air from all directions as well as from the aqueous

solution at a very low rate, yielding the effective level of saturation f < 1.

To test this hypothesis, we perform a similar experiment with an air-saturated PDMS device
at vacuum pressure P, = 0. As illustrated in Figure A.1, the shrinkage of the bubbles in the air-
saturated PDMS device, when vacuum pressure P, = 0, is almost negligible, suggesting that the
usage of degassed PDMS device in our experiments is the main contributor to our observed bubble

shrinkage at vacuum pressure P, = 0.

When |B,| > 0, the highest flux of gas mass transfer occurs in the direction from the aqueous
solution to the vacuum channel, which has the lowest resistance to mass transfer, causing the

bubble to shrink at a higher rate.

In general, depending on the shell properties and effective level of saturation, the bubbles
will either reach a stable final radius, or dissolve entirely. Our results show that, under the above-
mentioned conditions, bubble shrinkage continues if the vacuum pressure is applied. One can
adjust the channel length in a way that, once the bubbles reach to the desired final size, they can
be collected. Alternatively, the vacuum pressure can be adjusted accordingly so that the bubbles

reach the channel outlet at the desired size.
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Figure 2.6 Dimensionless experimental and modeling results for the bubble volume V /Vipitiai
versus the location along the channel [/l;,,;. The results are shown for different surface tensions
o, while vacuum pressures (a) P, = —50 kPa, and (b) P, = —87 kPa. (c¢) Three different vacuum
pressures with constant surface tension o = 36.60 m Nm~!. Data points state experimental
results, while the solid lines represent the numerical solution of the mathematical model. The
modeling results demonstrate a very good agreement with the experimental data. Here, initial
bubble volume Vi,;piq1 = 4/3 TR,> and the microchannel length l;,¢q; = 350 mm. In (a) and (b),
initial bubble radius Ry = 89 pum, 83 um, and 61 pum, correspond to surface tensions o =
48.29 mNm~1,43.41 m Nm™1, and 36.60 m Nm™1, respectively. In (¢), the initial bubble radius
Ry = 63 pm.
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In all the experiments, the dimensionless surface tension & and elasticity £ are small
quantities. Typically, & ~ 0(1072) and £ = 0(107%)). In this limit, Eq. (2.18) is reducible to the

simple expression,

R(®) = —k, + j(l + @)2 + ;((1 +PB)f — 1) £, (2.20)

which is in excellent agreement with the full analytical solution (Figure 2.7).

18 —— Exact Solution, Eq. (2.18)
O Approximation, Eq. (2.20)
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Location Along the Microchannel, (I/1;o¢a1)
Figure 2.7 A plot of the dimensionless bubble volume V /V;,itiar Versus the position along the
channel [/l;,q. Here, the dimensionless parameters are 6 = 1.18 x 1072, P, = —0.5, E =
2.90 x 1073, E; = 1.27,and f = 0.62. The approximated solution (Eq. (2.20)) is almost identical
to the exact solution (Eq. (2.18)).

Thus, this simplified expression of the bubble radius (Eq. (2.20)) is valid for all liquid
solutions that have relatively small surface tension & and dilatational surface elasticity E. In these
circumstances, our analysis shows that for a given initial bubble radius, the effect of liquid surface

tension and dilatational surface elasticity of the bubble on the shrinkage rate is negligible.
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The agreement indicates that our shrinkage model is versatile enough to be applied to
microfluidic systems where bubbly flows are mixed with flows with different surface tensions,
such as biofluids. However, as shown in Figure 2.6a and Figure 2.6b, we still observe different
shrinkage rates upon changing the liquid surface tension o since changes in the surface tension

manifest themselves through changes in the initial bubble radius R,,.

Egs (2.18), (2.19) and (2.20) together provide a clear and powerful method for determining
the operating conditions required to generate any desired bubble size. Egs. (2.18) and (2.19)
explicitly encapsulate all of the physical variables within the system, and the way in which they
influence the bubble evolution. As a result, even if experimental limitations provide bounds on
what can be physically achieved for one particular parameter, this equation indicates how the other

physical parameters can be manipulated to produce a desired bubble size.
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Figure 2.8 The dependence of shrinkage time required for bubbles to reach a radius R = 0.01
(upper curve) and R = 0.1 (lower curve) given an initial radius, R,, on vacuum pressure. The

vacuum pressure P, is more effective on initially smaller bubbles.

The further reduced form of Eq. (2.20) takes the analytical expression a step further by

providing an explicit form for the bubble radius as a function of the key parameters in this
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particular microfluidic system, namely the diffusion coefficient, effective level of saturation, shell
permittivity, Ostwald’s coefficient, and vacuum pressure. The result provides a mechanism for
rapid prediction of the appropriate operating regimes required to fabricate bubbles with desired

radii.

As one such illustration of the simplicity of Eq. (2.20), we can determine the bubble size
reduction over a specific time interval. Figure 2.8 shows the dimensionless shrinkage time required
for bubble shrinkage to R = 0.01 and R = 0.1 versus vacuum pressure for bubbles with different
initial sizes. This information is useful from an engineering standpoint. For instance, this model
informs us that we require a dimensionless time of £ = 30 to shrink a bubble with initial size of
Ry = 10 um to a final size of R = 0.1 pm if a vacuum of P, = —0.6 is applied, while we can
achieve a final size of R = 1 um if a vacuum of P, = —0.5 is applied. The amount of time required

can be converted to the channel length and be used for designing a microfluidic shrinkage setup.

2.4 Conclusion

In this chapter, we characterize a microfluidic microbubble shrinkage technique that utilizes
the gas permeability of PDMS microchannels and the permeability of bubble encapsulations, to
shrink microbubbles. We develop a mathematical model, that predicts the size of the resulting
microbubbles, and find a very good agreement between the model and experimental data, under
different experimental conditions. We expect that this model, especially in the simplified closed-
form version, will find utility in the engineering and manufacturing of microbubbles of specific

sizes.

Although our microfluidic bubble-shrinking device results in low volumes of gas surrounded
by relatively large volume of liquid (i.e., low number of bubbles per volume of liquid), multiple
techniques can be implemented to increase the throughput. These techniques include on-chip
multiplexing of the bubble-generation orifices,'*’ reducing the width (< 5 um) of the flow-focusing

orifice using precise microfabrication techniques,!?®

and using an on-chip bubble separator to
remove the carrier liquid and control the number of bubbles per liquid volume.!#!142 Our modeling

and experimental results reported in this chapter can also be used to better understand the physical
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mechanism behind vacuum-based bubble shrinkage, and enable the design of a device capable of
reducing the bubble sizes down to order 1 pm or less, thus potentially offering a sub-micron bubble
generation technique. In such a device, one can predict the amount of vacuum pressure required
for a specific type of lipid solution in order that a desired bubble size is collected at the outlet.
Channel design optimization, investigation of other types of bubble encapsulations, and integration
with submicron bubble characterization techniques offer future research directions to pave the way

towards making inexpensive and easy-to-fabricate stabilized nanobubbles.
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3 Expansion-Mediated Bubble Breakup

1n Microfluidics

143

The work presented in this chapter is based on the following article,'* which is published in
a peer-reviewed journal Physical Review Fluids, and is reproduced here with permission from the

American Physical Society.

Salari, A.*, Xu, J.*, Kolios, M.C., and Tsai, S.S.H. Expansion-mediated breakup of bubbles
and droplets in microfluidics. Phys. Rev. Fluids 5, 013602 (2020).

Author’s Contribution

For the article presented here, the author wrote the majority of the manuscript, developed
the dimensional modeling, designed the experiments, conducted the data analysis, and fabricated
the devices. J. Xu performed the majority of the experiments, and collected the majority of the

experimental data, and helped with discussing the results and writing the manuscript.
3.1 Introduction

When two immiscible fluids meet at a microfluidic junction, interfacial instabilities, such as

Rayleigh-Plateau, causes one fluid to break into a series of dispersions—bubbles or droplets.!#*

145,146

Due to many applications that utilize bubbles and/or droplets, the formation strategies and

breakup regimes'#”-148 of droplets and bubbles impact fields ranging from emulsion and colloid
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150 yltrasound contrast agent

formation,”®!2! bioagent encapsulation,'#’ polymerase chain reaction,
production,'®! and food processing.!>? The primary droplets and bubbles, which are formed when
the two immiscible fluids first meet in a microfluidic device, are also observed to break into
secondary droplets and bubbles in various geometries, including at microfluidic T-
junctions, 47133154 and constrictions.!>®> In all of these breakup cases, the droplet or bubble is
physically obstructed, compressed, and then eventually broken into smaller droplets or bubbles,

respectively.

One important dimensionless number describing the generation of bubbles and droplets in a
microfluidic channel is the Capillary number, Ca = uv /o, where u, v, and o are liquid viscosity,
liquid flow rate, and interfacial tension, respectively. Typically, the breakup of droplets and
bubbles flowing in a microfluidic channel occurs at relatively low Capillary numbers, where, Ca
= 0(102),148.156-159 Haghimoto et al. shows that in a system of droplets with sufficiently low
Capillary number and low interfacial tension, ¢ = O(10"") mN m™!, driven in a microfluidic Hele-
Shaw cell (HSC), capillary and shear-driven instabilities induce the breakup of droplets.'* In such
an HSC configuration, droplets generated at a flow-focusing junction are delivered into an
expanded channel that is fifty times wider than its height (so that the 2D dimensional flows in the
HSC obeys Darcy’s law, mathematically equivalent to the flow in a porous medium). The time-
scale required for these instabilities to evolve is relatively long, ¢ = O(10) ms,!*¢ compared to
another regime in a similar geometry studied by Vecchiolla ef al., which is shown to have a shorter
breakup time-scale, 1 = 0(0.1) ms.'® In the latter regime, however, bubbles split near the entrance
of the expansion region, at a higher Capillary number, Ca = O(10!) and at a higher rate of ~ 10,000
bubbles per second. Vecchiolla et al. also show that bubbles can either flow undisturbed, break
periodically into equal-sized daughter bubbles, or break irregularly depending on the value of
Capillary number. They demonstrate that periodic asymmetric breakup, where the daughter
bubbles are of unequal sizes, can only be achieved if an asymmetric geometry of the expansion
region is employed. In all designs reported by Vecchiolla et al., the channel width at the expansion
region increases at an angle less than 90°, and thus, as bubbles enter the expansion region, their
travelling speed decreases gradually. In such a geometry, the competition between interfacial

tension and the viscous stress imposed by the continuous flow appears to govern the periodic

54



breakups, and thus, the Capillary number is the major dimensionless number in the power law

relationship. !¢

Here, we use a flow-focusing microfluidic design, coupled with a sudden increase in channel
width, to further study different flow regimes in expansion-mediated geometries, and quantify
symmetric and asymmetric breakup of bubbles. In contrast to the geometry used by Vecchiolla et
al., in our microfluidic design, the channel width increases at 90° at the expansion region, which
causes the speed of the bubbles to decrease immediately once they enter the expansion region.
This sudden increase in the channel width causes the effect of inertia to become critical, especially
at the entrance of the expansion region. Therefore, we find that the inertial force—as quantified
by the dimensionless Weber number, We—significantly contributes to determining the transition
from non-breakup to breakup regimes. In addition to mono-disperse and bi-disperse output
populations reported by Vecchiolla et al., we observe an additional regime, where the microfluidic
system produces periodic tri-disperse populations. To better understand the breakup mechanism,
we perform dimensional analyses to characterize the competition between governing physical
effects, which are inertia, viscosity, and interfacial tension. Our finding suggests that the
dimensionless Ohnesorge number, Oh, defines the breakup transition from symmetric to
asymmetric modes. We also ask the additional question of what happens when we flow different
liquid droplets, instead of bubbles, into the expansion, and we find the same flow regimes as in
our bubble experiments. Finally, we find that all of our experimental results follow a power
law, %5 o« We%1Ca®2?, which precisely predicts when dispersions will breakup. The
dimensionless theoretical framework presented here can be applied to other expansion-mediated
geometries and various types of fluids, to help engineer multi-disperse populations for applications

such as producing complex wet foams, 61163 and self-assembling hyperuniform materials.!64165

3.2 Methods

The microfluidic device we use for the generation of air microbubbles is shown in Figure
3.1a and b, where the two flows meet at a flow-focusing cross-junction. The same geometry is
used to generate droplets. The dispersed phase, which is a gas in bubble experiments and a liquid

in droplet experiments, is supplied using a pressure regulator (Omega Engineering), and a pressure
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pump (Fluigent), respectively. The aqueous continuous phase is infused by a syringe pump

(Harvard Instruments).
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Figure 3.1 (a-b) Schematic diagram of the device showing a microfluidic flow-focusing geometry
coupled with an expansion region at the breakup junction. First, air microbubbles (shown in black
color) are generated at the flow-focusing cross-junction and then travel through the connecting
channel, which leads to the expansion region. The two geometries used in this study have identical
dimensions except at the breakup junction. In (a), the connecting channel has a uniform width w =
40 ym. In (b), the connecting channel width tapers from 40 um to a width w = 20 um at the
breakup junction, over a 100 um distance that begins 300 pum upstream from the breakup junction.
At specific values of certain geometrical and flow parameters, the microbubbles are squeezed at
the entrance of the expansion region, and thus, periodically break into smaller daughter bubbles
(shown in blue). w and W represent the widths of the breakup junction and expansion region,
respectively. The continuous and dispersed phases are shown in gray and black colors,
respectively. (c—e) Different flow regimes observed in our bubble generation experiment. Here,
the geometry has the breakup junction width w = 40 um and the experiment uses two different
aqueous solutions: (c) Ag-bl; (d) Ag-b2 (see Table 3.1). At an aqueous flow rate Q,, > 5 mL hr~1,
increasing the gas pressure F; eventually leads to the transition from mono-disperse bubbles to
periodic symmetric or asymmetric breakup, and then random breakup. (¢) Microscope images of

each flow regime in this experiment. The scale bars represent 50 pm.
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The aqueous continuous phase in our study consists of different mixing ratios of glycerol,
deionized water, Pluronic F-68, and sodium dodecyl sulfate (SDS). We tune the viscosity and
interfacial tension by adjusting the amount of glycerol and SDS in the aqueous solution,
respectively. The viscosity is measured using a Cannon-Fenske Routine viscometer, and the
interfacial tension is measured using the pendant drop method.'?° We use the following three
different aqueous solutions for bubble generation experiments: Ag-bl is a mixture of glycerol, DI
water, and Pluronic F-68 at a 0.5:1:1 volume ratio, which has a liquid-air interfacial tension o =
41.9 mN m~! and viscosity n = 3.23 mPas; Aq-b2 is the mixture of glycerol, DI water, and
Pluronic F-68 at a 1:1:1 volume ratio, plus 1 wt. % SDS, and has liquid-air interfacial tension o =
37.6 mN m™1, and viscosity n = 6.45 mPa's; Aq-b3 is a mixture of glycerol, DI water, and

1 and

Pluronic F-68 ata 1:1:1 volume ratio, and has liquid-air interfacial tension ¢ = 40.6 mN m™
viscosity n = 5.16 mPa s. Table 3.1 shows a list of the aqueous solution abbreviations and their
properties that we use in the bubble experiments. It also contains the properties of solutions that

we use in the droplet experiments, which are mentioned later in the text.

We fabricate the microfluidic device using photolithography followed by soft lithography.!'®¢

All microfluidic channels have a height of 26 um. The molded polydimethylsiloxane (PDMS)
replicate of the microfluidic channels is then bonded to a glass slide by plasma treatment. Once
dispersions are generated at the cross-junction, they travel through the connecting channel before
entering the expansion region. The connecting channel is designed to be long (850 pm) to ensure
that the dispersion generation at the cross-junction does not interfere with breakup at the expansion

region.

We design two microfluidic geometries that have identical cross-junction width, connecting
channel length, and expansion region width, and differ only by the breakup junction geometry
(Figure 3.1a and b). The first geometry has a uniform breakup junction width w = 40 um (Figure
3.1a). The second geometry has a breakup junction width w = 20 pm. The connecting channel
width of this geometry tapers, at a constant angle, from 40 pum to w = 20 pm over a 100 pm

distance that begins 300 pm upstream from the breakup junction (see Figure 3.1b).
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Table 3.1 List of the aqueous solutions and their properties used in our experiments.

Experiment Aqueous solution Interfacial tension 0 (mN m~1!) Viscosity  (mPa s)
Ag-bl 419 3.23
Air bubble Aq-b2 37.6 6.45
Ag-b3 40.6 5.16
Ag-dl 8.61 3.23
Dodecane droplet Aqg-d2 5.82 6.45
Aqg-d3 9.52 5.16
Ag-ml 1.83 15.41
Mineral oil droplet Ag-m2 1.48 20.36
Ag-m3 2.84 21.98

3.3 Results and Discussions

In a typical cross-junction bubble generation microfluidic device, gas pressure, interfacial
tension, and the aqueous solution flow rate and viscosity are the main parameters governing the
size of the bubbles pinched off from the gas thread.!>!®” In these systems, the output of the device
is either mono- (or under specific conditions poly-'%®) disperse bubbles or jets (governed by
nonlinear instabilities!¢>!7%). These regimes can also be observed in our bubble breakup
experimental results. As shown in Figure 3.1c and d, at low aqueous solution flow rates Q,, <

5 mL hr~"and relatively low gas pressure F,;, we observe mono-disperse bubbles, as expected.'!¢7
For a gas pressure F; ~ 50-100 kPa the gas thread reaches the expansion region (also called jetting

regime) and no bubble generation occurs.

However, as shown in Figure 3.1c and d, at relatively high liquid flow rates Q,, >
5mLhr™', we observe a third regime at high gas pressures P,, where mono-disperse bubbles
generated at the cross-junction, breakup into two smaller daughter bubbles once they enter the
expansion region (see Video B.1 and Video B.2). At this point increasing the gas pressure F; causes
the periodic bubble breakup regime to transition into a random breakup regime. Here, the term
“periodic” denotes the phenomenon of a constant number ratio of breakup to non-breakup bubbles
at the expansion region (for example, one out of every three bubbles breaks into daughter bubbles).
Random breakup refers to the case where this number ratio is not constant. Additionally, we
observe both symmetric (i.e., roughly equal sized daughter bubbles) and asymmetric (i.e., unequal

sized daughter bubbles) breakup. We find the experimental best fit transition lines Py « 8.350Q,,
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and Py « 12.92Q,,, for the transition between mono-disperse to periodic regimes in Figure 3.1c¢

and Figure 3.1d, respectively.

We note that the breakup regime studied here is different from the bifurcation of bubble sizes
observed at a flow-focusing device,!®® where at the orifice, the system produces sequences of
bubbles with two (or more) different sizes. In such a system, bubbles of different sizes are pinched
off from the gas thread, whereas, in our system, mono-disperse bubbles breakup at the expansion,

regardless of where and how they are generated.

In both of our geometries, the liquid flow velocity in the expansion region is approximately
an order of magnitude lower than the velocity in the connecting channel. The lower velocity
dictates that once the bubbles enter the expansion region, they decelerate significantly, and mimic
slow-moving obstacles that cause the flow streamlines to deviate to the sides of the expansion
region. If the subsequent bubble enters the expansion region before the streamlines are relaxed to
their original position, the subsequent bubble becomes squeezed, elongates, and breaks into

daughter bubbles (see for example Figure 3.2a).
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Figure 3.2 (a—c) Images of different modes of periodic breakup occurring at the entrance of the
expansion region. Intact bubbles are shown in black, whereas daughter bubbles that result from
breakup, are in blue. (a) The periodic symmetric mode, and (b, c) the periodic asymmetric mode.
The asymmetric mode can be further categorized into two sub-modes A and B, which occur

consecutively one after another, meaning that every asymmetric A sub-mode is followed by an
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asymmetric B sub-mode. As shown, the presence of the pre-arrived bubbles “1”” and “2” is crucial
for the breakup of the “3”’rd bubble. Each bubble is elongated to its maximum length of [,,,, once
it enters the expansion region. In a sequence of three arriving bubbles, only one bubble is elongated
to its critical length of [, at which point breakup occurs. The images in (a) are from experiments
that use Ag-bl, and in (b, ¢) Ag-b2 is used. (d) A plot of the volume ratio of the daughter bubbles
(top graph), and dimensionless critical length immediately before breakup (bottom graph) versus
the inverse Ohnesorge number Oh™1. The value of Oh™! determines the periodic breakup mode.
As shown, for each geometry, a decrease in [,/ D is observed by increasing Oh™1, suggesting that
the effect of shear force becomes significant in asymmetric breakup. However, in the symmetric
mode, shear appears to be a secondary dominant force. All data depicted in (d) are collected at the
transition pressure of Py, the point at which the mono-disperse regime changes to the periodic

breakup regime (see Figure 3.1c and d).

All bubbles experience a high degree of shear and inertia at the entrance of the expansion
region, which causes them to become elongated to a maximum length [,,, perpendicular to the
average flow direction. At this position, if the pro-elongation inertial and shear forces overcome
the interfacial tension force, the bubble will breakup. We denote the corresponding critical bubble
length ., as the measured length of the bubble right before breakup. Based on our observations,
in a periodic breakup regime, the number of bubbles entering the expansion region between two
successive breakups for all experiments is within the range of 2, where one of every two bubbles

break, to 5, when one of every five bubbles break.

Figure 3.2a—c shows an example sequence of bubble breakup for both symmetric and
asymmetric modes, where the period is 3. As shown, no breakup occurs for bubbles labeled as “1”
and “2” that have maximum length [,,, < [, as they restore to their original shape after moving
downstream. This means that not all bubbles break. The presence of pre-arrived bubbles “1”” and

“2” at the expansion region is a key factor for the breakup of an arriving bubble “3”.

As shown in Figure 3.2a, bubble “2” temporarily (based on our observations, ~ 102 ms)

blocks the path of the “3”rd bubble at the entrance of the expansion region. Thus, for this time
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period, the role of bubble “2” is physically similar to that of the channel wall in a T-junction

geometry. 47,153

In contrast to T-junctions, where asymmetrical channel dimensions lead to asymmetrical

148,171

breakup, in our device, both symmetrical and asymmetrical breakup can occur in a
symmetrical microchannel geometry. The type of breakup depends on the flow conditions.
Asymmetric A and B regimes shown in Figure 3.2b and c, respectively, are the two sub-modes of
asymmetric breakup that occur consecutively. Every asymmetric A sub-mode is followed by an
asymmetric B sub-mode. The difference between these two sub-modes is the location of breakup.
As shown in Figure 3.2b and c, the breakup location of bubble “3” is shifted towards one side of
the expansion region, and the larger daughter bubble “3"” flows adjacent to bubble “1” while the

smaller daughter bubble “3"” flows adjacent to bubble “2”.

Inspired by the observations of droplet breakup occurring at microfluidic T-

junctions,153’172’”3

we hypothesize that in our system, the major force competition governing
breakup is between the inertial force, which scales as pv?D?, and interfacial tension force, which
scales as aD. Here, p, v, and D are the liquid density, average velocity at the connecting channel,
and the (projected) initial diameter of the bubble, respectively. We note that the actual bubble
diameter is different from the projected diameter because the bubble diameter, upon exiting the
device, is larger than the channel height, and thus the bubble within the microchannel is squeezed
from its top and bottom. Therefore, we calculate the actual volume of the bubbles using a
mathematical approach that is explained elsewhere in the literature.!?! Briefly, the volume of a

discoid bubble is approximately equal to the volume of an undeformed bubble minus two caps. By

measuring the discoid diameter, we can calculate the volume of the bubble.

To test our hypothesis, we define the Weber number as We = pv2Do~! and map the values
of We for the two geometries that correspond to the breakup regime. We observe that the breakup
regime is 2 < We < 8 for the geometry with junction width w = 40 um, and 10 < We < 45 for
the geometry with junction width w = 20 um. We are unable to run experiments for We > 8, and

We > 45 in the two geometries, respectively, due to the large pressure at the tubing connections.
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Thus, we find the non-breakup to breakup critical Weber number We,,. = 2 and We,, = 10 for

the two geometries, respectively.

In our system, since mono-disperse bubbles are first generated upstream in the same
microfluidic device, ensuring that We > We,, causes the generation of bubbles of specific size
and at generation frequencies that can lead to periodic breakup. Thus, We > We,, is the only
requirement for the breakup to occur in our system. If bubbles are first generated elsewhere, and
then transferred into a microfluidic device equipped with an expansion geometry similar to ours,
then there will be a minimum ejection rate (in our experiments it is within the range of 10 — 30
kHz), at which the bubbles are required to enter the expansion region, in addition to having We >
We,,, to ensure that breakup occurs. This range ensures that the bubble enters the expansion region
before the streamlines are relaxed to their original position. This is different from the case of
breakup in T-junction geometries, where the ejection rate of bubbles does not play a significant
role. In a hypothetical case of very low ejection rate (not shown here), the probability of breakup
would be minimized. In such a case, We., would be much higher than the values reported here,
and the symmetric breakup would be dominant over the asymmetric breakup. Maintaining a small
value of the design ratio, W/w, would also help in achieving breakup at lower We,,. In contrast,
assuming a very high ejection rate of bubbles, the breakup regime would still be achievable at a
We., value that is in the same range of those reported here. At this extreme case, the breakup
would have to be asymmetric, since the expansion region would be fully occupied by bubbles, and

the arriving bubbles would be pushed to the sides of the expansion region.!”*

In order to characterize symmetric and asymmetric periodic breakup modes, we define the
Ohnesorge number, Oh = ,u/\/pa_w, which compares the strength of viscosity to inertia and
interfacial tension. Our results show that when Oh™! < 7, bubbles entering the expansion region
move periodically to the sides of the expansion. This is due to an abrupt decrease in the liquid
speed that causes the bubbles to slow down and push against each other (Figure 3.2b and c). If a
bubble becomes squeezed and the shear stress overcomes the interfacial tension, it will stretch
beyond [.,, and eventually break asymmetrically into two daughter bubbles with unequal sizes.

This is shown in Figure 3.2d, when Oh~! < 7, and for all different aqueous solutions, the daughter
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bubbles’ volume V < 0.1, where the dimensionless volume V is the volume ratio of the smaller

daughter bubble to the intact bubble.

Asymmetric breakup can only occur if the inertial force is relatively low, whereas, at high
inertial forces, the breakup becomes more symmetric, meaning that bubbles break into two equal
size daughter bubbles. In this situation, the flow inertia is strong enough to push the preceding
bubbles away from the breakup junction, prior to the arrival of the subsequent bubble. This causes
the breaking bubble to experience two equal forces, and thus, the bubble breaks into two roughly
equal sized daughter bubbles. This observation corresponds to V =~ 0.4 — 0.5, when Oh™! > 7
(Figure 3.2d). Therefore, we define a critical Oh™number Ohz} = 7 that roughly separates
symmetric and asymmetric breakup modes. This finding enables us to design a tri-disperse bubble
generation device, without adding asymmetry to the geometry as in Vecchiolla et al.!®®

Our observations also reveal that the critical bubble length [, is in the range of 1.7 <
l,./D < 2.4, and depends on the Ohnesorge number, Oh, scaling as Oh o« [, W /Dw. As shown
in lower graph of Figure 3.2d, in both geometries, the dimensionless critical length [.,./D of an
asymmetric breakup is higher than in symmetric breakup. The value of [../D is directly
proportional to the magnitude of viscous stress. This suggests that, in asymmetric breakup, shear
stress contributions are comparable to, and in some cases more significant than, inertial
contributions. In symmetric breakup, however, inertia is the dominant contributor. Therefore, we
also need to consider the Capillary number in order to fully characterize the breakup over different
experimental conditions. It should be noted that for larger values of W/w, a larger inertial force is
required to trigger the breakup regime. This explains why We,, is lower in experiments with the
geometry, w = 40 pm, than those with w = 20 um. Our observations also suggest that once the
periodic breakup regime begins, geometries with smaller aspect ratio, W/w, induce a more stable
breakup, and thus the transition between symmetric and asymmetric modes is less dependent on
the flow properties. Furthermore, Figure 3.2d reveals that an increase in the bubble size will shift
the breakup regime in each geometry towards the symmetric mode, as opposed to the breakup of

smaller bubbles that will be shifted towards the asymmetric mode.
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Figure 3.3 shows the bubble size distributions at the outlet of our device with a maximum
bubble production rate of 1.6x10° s'!. When no breakup occurs, only a mono-disperse size
distribution is obtained (Figure 3.3a). By only adjusting the flow rate and gas pressure, however,
we are able to achieve bubble breakup at the expansion region to yield a multi-disperse population

at the outlet (see Figure 3.3b and c).
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Figure 3.3 Different output populations obtained in our bubble generation experiments. Here, the
geometry with the breakup junction width w = 40 um and continuous phase Ag-bl is used. (a)
P, =100 kPa, Q, =5mLhr~'; (b) P, =160kPa, Q, =10mlhr~*; (c) P, = 180 kPa,
Q,, = 10 mL hr~1. As shown, using a single geometry, we obtain (a) mono-disperse, (b) bi-
disperse, or (c) tri-disperse populations only by controlling the aqueous phase flow rate and gas

pressure. In (b) and (c), one in every three bubbles breaks. Therefore, the number of intact bubbles
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in (b) is approximately equal to the number of daughter bubbles, and in (c) the number of intact

bubbles is approximately two times greater than the number of daughter bubbles.

It is known that the mechanisms governing the formation of bubbles and droplets in

microfluidic devices are similar,!®!%

so we hypothesize that expansion-mediated breakup
mechanisms may also be similar. We thus design analogous experiments that use oil, i.e., dodecane
and mineral oil, as the dispersed phase, and the same continuous phase as in the bubble
experiments, albeit with different amounts of added glycerol. By changing the glycerol ratio in the

continuous phase, we study the droplet breakup over a range of different viscosities.

We use aqueous solutions Ag-d1 with liquid-liquid interfacial tension ¢ = 8.61 mN m™2,

Aqg-d2 with liquid-liquid interfacial tension o = 5.82 mN m™?!, and Ag-d3 with liquid-liquid
interfacial tension 0 = 9.52 mN m™? for the dodecane droplet experiments. In mineral oil droplet
experiments, we use the following aqueous solutions: Ag-ml, is a mixture of glycerol, DI water,
and Pluronic F-68 at a 3:1:1 volume ratio, which has a liquid-liquid interfacial tension o =
1.83 mN m™? and viscosity n = 15.41 mPa s; Aq-m2 is the mixture of glycerol, DI water, and
Pluronic F-68 at a 4:1:1 volume ratio, plus 1 wt. % SDS, and has a liquid-liquid interfacial tension
0 = 1.48 mN m™!, and viscosity n = 20.36 mPa s; Aq-m3 is a mixture of glycerol, DI water, and
1

Pluronic F-68 ata 4:1:1 volume ratio, and has a liquid-liquid interfacial tension 0 = 2.84 mN m™",

and viscosity 7 = 21.98 mPa s. These properties are listed in Table 3.1.

In Figure 3.4a-b, when the liquid flow rate Q,, > 0.1 mL hr™!, increasing P, causes droplets
to transition from mono-disperse to periodic breakup. Here, mono-disperse oil droplets generated
at the cross-junction, breakup into two smaller daughter droplets once they enter the expansion
region (see Video B.3 and Video B.4). At this point, continuing increase of oil injection pressure
P, causes the periodic droplet breakup regime to enter into a random breakup regime. Comparing

Figure 3.1c—d and Figure 3.4a-b, we can observe identical flow regimes and similar transitions

between different regimes in both bubble and droplet experiments.
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Figure 3.4 (a—c) Different flow regimes observed in our dodecane droplet generation experiment
for the geometry of breakup junction width w = 40 um and two different aqueous solutions: (a)
Aqg-dl; (b) Ag-d2 (see Table 3.1). To be consistent with the results presented in Figure 3.1c and d,
here, we report the dispersed phase pressure versus continuous phase flow rate. At an aqueous
flow rate Q,, > 0.1mL hr~?, increasing the oil pressure P, leads to the transition from mono-
disperse bubbles to periodic symmetric or asymmetric breakup, and then random breakup. (c)
Microscope images of each flow regime in this experiment. Droplet breakup regimes exhibit
similar trends of mono-disperse, periodic symmetric, and asymmetric breakup that are observed
in bubble breakup experiments (see Figure 3.1c and d). (d) The frequency at which dispersions
arrive at the expansion region, f, versus the product of Weber number and the squared Capillary
number, WeCa?. Here, the dashed curve kWe®1Ca®? is fitted to the experimental data points
obtained from bubble experiments. The inset shows a log-log plot of f versus WeCa?, where the
dashed line shows the scaling, f%° = kWe%1Ca®2. All data depicted here are collected at the
transition pressure of Py ;, at which point the mono-disperse regime changes to periodic breakup
regime (see Figure 3.1c and d and Figure 3.4a and b). The proportionality constant x for bubble,
dodecane oil droplet, and mineral oil droplet experiments is 1.2 X 102, 2.9 x 102, and 6.0 x 10?,
respectively. The bubble and droplet experimental results show a good agreement with the scaling,

05 o We%1Ca®?2. The scale bar represents 50 pm.
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In our system, in addition to the fluid properties and microchannel design, dispersed phase
inlet pressure and the continuous phase flow rate are the main design parameters that control the
generation of either mono-disperse, bi-disperse (i.e., the result of periodic symmetric breakup), or

tri-disperse microbubbles and droplets (i.e., the result of periodic asymmetric breakup).

In our experiments, the transition pressure Py ¢, at which the dispersion behavior moves from
the mono-disperse regime to the periodic breakup regime, has a linear relationship with the
continuous phase flow rate (see Figure 3.1c and d, and Figure 3.4a and b). Since dispersions are
generated at a cross-junction in our device, this linear relationship implies that, the inlet pressure
of dispersed phase is related to the frequency at which the dispersions arrive at the expansion

region, as P, , o f%°.13 This is also supported by our observations.
g g.t pp Y

As shown in Figure 3.4d, we find experimentally, that this frequency follows the scaling
05 = kWe®tCa®2, where k =1.2 x 102, 2.9 x 102, and 6.0 X 10? for the bubble, dodecane oil
droplet, and mineral oil droplet data points, respectively. This scaling law is reinforced when the
data points are plotted on a log-log graph (inset of Figure 3.4d). Here, we change the variables v,

0.2 scales as v%*, u%2, and 073, the relative

U, and o in our experiments, and since We®1Ca
importance of each parameter can be inferred. The variation between the pre-factor k associated
with the data from bubble and droplet experiments may be attributed to the differences in dispersed
phase properties (e.g., viscosity contrast of the fluids)!’> in the bubble, dodecane oil droplet, and
mineral oil droplet experiments. Experiments with fluids having a wider range of properties would

be required to fully characterize the x values and can be investigated in future studies.

Figure 3.4d reveals that for both droplets and bubbles, the transition into the breakup regime
is highly dependent on the continuous phase flow velocity. This is a major difference between the
expansion-mediated and T-junction induced breakup phenomena. However, the competition
between the viscous force, which promotes breakup, and the interfacial tension force, which
inhibits breakup, is similar in both expansion-mediated and T-junction systems.!*®153175 Figure
3.4d also shows that, for relatively small values of WeCa?, the transition into the breakup regime

becomes almost independent of the frequency of dispersions arriving at the expansion region,
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whereas, for relatively large values of WeCa?, the transition is governed mainly by the magnitude

of 05,

3.4 Conclusions

In this chapter, we extend the idea of formation multi-disperse bubbles at a microfluidic
expansion,'® by performing dimensional analyses to quantitatively identify the main physical
parameters governing this phenomenon. This microchannel expansion breakup regime is based on
bubble or droplet induced obstruction occurring in a microfluidic expansion region. We find that
the physical breakup mechanisms of both bubbles and droplets in this regime are identical. We
also define and experimentally fit the relevant dimensionless numbers, and control the output of
the device, to produce mono-disperse, bi-disperse, and tri-disperse bubble or droplet populations
without modifying the microfluidic geometry. We believe the results presented in this chapter are
valuable for a wide range of audiences in the fields of bubble/droplet-based microfluidics for

various applications in medicine,'%” science,!’ and technology.!3%163.177
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4 Nanobubble Generation via Controlled

Shrinkage of Microbubbles

The work presented in this chapter is based on the following manuscript, which has not been

published yet.

Xu, J., Salari, A., Wang, Y., He, X., Kerr, L, Darbandi, A., Kolios, M.C., Yuen, D., de
Leon, A.C., Exner, A.A., and Tsai, S.S.H. Controlled shrinkage enabled microfluidic nanobubbles.

In preparation.
Author’s Contribution

For the article presented here, the author designed and conducted the proof-of-concept
experiments, and fabricated the microfluidic devices, before J. Xu took the lead for the rest of the
project. Throughout the project, the author actively helped with discussing the results and
commenting on the manuscript. J. Xu led the experiments and wrote the manuscript. Y. Wang and
X. He performed the in vitro and in vivo experiments. L. Kerr helped with the bubble shrinkage
experiments and resonant mass measurements. A. Darbandi performed the TEM characterizations.
D. Yuen contributed to the design of the in vivo experiments and provided animal samples. A. C.
de Leon and A. A. Exner assisted in developing the lipid solution protocols and bulk nanobubble

generation experiments.

70



4.1 Introduction

Nanobubbles play an increasingly important role in different research scenarios.!”® 1% One

I where nanobubbles are

significant application of nanobubbles is in clinical diagnostics,'®
introduced into blood flow as ultrasound contrast agents. In contrast to microbubbles,!?
nanobubbles are much smaller than red blood cells. Their small size avoids vessel blockage and
enables passage through endothelial barriers in tumors.!8! According to previous studies,!?

phospholipid-shell nanobubbles show excellent contrast enhancement.

However, current methods for producing nanobubbles have various limitations. High
frequency mechanical agitation at the gas/water interface of a surfactant solution is the most
commonly used method to produce a bulk nanobubble solution for ultrasound imaging
applications.'®® While simple and effective, this protocol produces a poly-disperse mixture of

microbubbles and nanobubbles,'** which requires further centrifugation for separation.

Solvent exchange techniques,'® which are used to generate surface nanobubbles, rely on the
difference of gas solubility in water versus in ethanol to precipitate gas out of the solution and
form nanobubbles. This technique lacks the ability to sustain production, and thus is limited to
static and qualitative surface characterization studies. A similar problem exists in the method of
degassing and temperature change,'®® which relies on the differences in gas solubility
corresponding to pressure or temperature changes. The electrochemical method achieves stable
generation of nanobubbles,'®” however, the gases must be Hz or O, and the method cannot be
applied to electrochemically inert gases. Plasmonic nanobubbles generated in tissues in-situ, is a
recent development of nanosurgery and detection.!®® This method requires the delivery of
nanoparticle clusters and follow-up laser perturbation to generate nanobubbles, which only have a

lifetime of around several milliseconds, rendering it a complex and inefficient protocol.

Microfluidics has been widely used as a state-of-the-art tool to customize the size of mono-
disperse microbubbles with a high throughput.'®® Generally, the size of a bubble generated in a
microfluidic flow focusing geometry is proportional to the size of the orifice, gas flow rate, and

interfacial tension, and inversely related to the liquid flow rate and viscosity.!* However, due to
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the resolution limitations of soft lithography!'*®® the minimum size of bubbles produced by

microfluidics is still far above the nanoscale, at around a few microns.

A microfluidic method that generates size-tunable and mono-disperse nanobubbles would
overcome the current manufacturing limits of microfluidically-made bubbles, and potentially
transform nanomedicine by providing reproducible mono-disperse and robust nanobubbles. Using
such a method to produce nanometer ultrasound contrast agents would improve the contrast
enhanced ultrasound images, and potentially pave the way for ultrasound molecular imaging.
Microbubbles are intravascular contrast agents, but nanobubble contrast agents could in principle
bind to target cells directly. This may result in more accurate monitoring of diseases, for example,

the non-invasive monitoring of tumor progression.!*!

Moreover, the ability to produce mono-disperse nanobubbles for drug delivery would allow
significantly improved dose precision. Therapeutic agents can be loaded on, or conjugated to, the
nanobubble interfaces, and are then released via ultrasound-induced cavitation. Size of bubbles in
a mono-disperse population of drug-conjugated nanobubbles produced via microfluidics could be
tuned to maximize the nanobubble response to the ultrasound excitation frequency, to optimize the
efficiency of drug delivery. However, despite the promise of mono-disperse nanobubbles in
medicine, to date, there are no reports of the generation of size-tunable, mono-disperse sub-micron

bubbles using microfluidics or nanofluidics.

4.2 Results and Discussions

Here, we describe a microfluidic approach to first generate mono-disperse microbubbles,
then shrink the microbubbles into mono-disperse nanobubbles. Our technique is inspired by earlier
work”?®%+192 showing that dispersions (i.e., emulsions and bubbles) that partially contain
components highly-soluble in the continuous phase, can shrink significantly as the soluble
component leaves the dispersions and dissolves in the continuous phase. In our previous
microfluidic bubble shrinkage platform, the final size of the shrunk bubbles can be tuned by
controlling design parameters including gas core solubility in the liquid phase, saturation level of

the liquid phase, and shell permeability.”* Following this methodology, here, we design a gas
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mixture of two components: a high aqueous phase solubility gas, and a low aqueous phase
solubility gas. We choose nitrogen (N2) as the more soluble gas component, and octafluoropropane
(CsFy) as the less soluble component. C3Fgis one of the commercially-used gas cores in ultrasound
contrast agents.'?

In our system, nanobubbles are generated using a conventional PDMS microfluidic device
equipped with a classical flow focusing geometry located upstream to a long serpentine channel
(Figure 4.1a). The mixture of N> and CsFs, introduced through the gas inlet, is pinched off at the
orifice due to the viscous forces exerted by the aqueous phase. Since the aqueous phase is a mixture
of lipid in water, lipid shelled microbubbles are generated at the orifice. The water-soluble N»
component in the gas core of microbubbles diffuses into the surrounding aqueous phase, which
initiates the shrinkage of the microbubbles, while most of the water-insoluble C3Fs component
remains undissolved inside the shrunk bubbles. By tuning both the fraction of C;Fs in the gas
mixture, and the flow parameters, we can shrink microbubbles down to nanobubbles of a
controllable size. Theoretically, this method can also be applied to the production of nanobubbles

with other gas core compositions.
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Figure 4.1 (a) Schematic diagram of the microfluidic nanobubble generator featuring a
microbubble generation platform with a serpentine shrinkage channel. There are 50 turns in the
serpentine channel, and the total serpentine channel length is 620 mm; Dimensions of the cross-
junction are: orifice width w = 20 um, channel height h = 50 um, and serpentine channel width W
= 350 pum; Dissolution of N> from the mixed gas core microbubbles leads to the shrinkage of the
microbubbles down to the nanoscale. Insoluble CsFs constitutes the final equilibrium gas core of

nanobubbles. (b) Bright-field images of the shrinkage of 4.2 wt% C3Fg in air microbubbles within
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the serpentine channel. The channel numbers, #10, #20, #30, #40, and #50, represent the number
of times that the serpentine channel has turned. Each turn has a distance of 12 mm and thus the
channel number indicates the distance from the bubble generation orifice. A longer distance
corresponds to a longer travelling time. (c) A plot of the ratio of the normalized final bubble
volume Vy/V;, versus the dissolution time of the bubbles. Here, Vrand V; are the final and initial
bubble volume, respectively. All of the initial bubble volumes of different gas compositions are
kept approximately constant. As shown, a decrease in Vr/V; is observed by decreasing the mass
percent of C3Fg in the gas mixture. Each data point shows the average of 3 measurements, and the

error bars represent one standard deviation.

We obtain a maximum nanobubbles generation frequency of 10° s, with a final bubble
concentration of ~ 108 mL!. Importantly, this method generates nanobubbles without significant
changes to typical microfluidic bubble preparation methods, and without needing to improve the
manufacturing resolution of microfluidic devices. This approach also provides a high-throughput

production of nanobubbles.

The shrinkage process of microbubbles can be tuned by controlling the fraction of C3Fg in
the gas mixture. With a lab-made gas mixture of 4.2 wt% CsFs, we observe a significant decrease
in microbubbles size along the serpentine channel (Figure 4.1b). By adjusting the fraction of CsFs
in the mixture, we can control the shrinkage of the nanobubbles (Figure 4.1c). We note that this
method is theoretically applicable to all gas mixtures comprised of multiple components of
different solubility. By selecting appropriate gases and controlling their proportions, we can

customize microbubbles or nanobubbles of specific gas core and size.
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Figure 4.2 Shrinkage of microbubbles of different initial sizes, with the gas composition kept

constant. (a) Bright-field images of different initial size microbubbles along the serpentine

channel. The leftmost images are taken at the orifice, and the labels #5, #10, #15, and #20

correspond to the serpentine turn number. al, a2, and a3 are the initial bubble diameters, D; = 28.3

pm, 24.6 um, and 21.5 pm, respectively. (b) A plot of bubble diameter D versus evolution time.

(c) A plot of bubble final diameter Dy versus initial diameter D;. (d) Size measurements of final

nanobubbles of al, a2, and a3 by RMM and morphology characterizations by TEM. In TEM

images, the white arrows point to individual bubbles as examples of monodisperse bubbles in MF-

NBs and polydisperse bubbles in Bulk-NBs. Each size measurement was repeated three times. In

these experiments an industrial gas mixture of 0.17 wt% CsFs in N2 is used. Bulk nanobubbles are
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taken from the 1 mL bottom layer of a 3 mL initial bulk nanobubbles solution, made by high
frequency mechanical agitation, after centrifugation at 500 rpm for 2 minutes, based on a modified

version of a previously reported protocol.!?419

We also tune the shrinkage process of microbubbles by controlling their initial sizes, which
is accomplished by adjusting the gas pressure. The evolution of microbubbles along the serpentine
channel is shown in Figure 4.2a. We observe that the microbubbles of smaller initial size (e.g.,
21.5 um diameter) shrink faster than larger microbubbles (Figure 4.2b). This phenomenon is in
agreement with theoretical expectations, since smaller microbubbles experience larger Laplace

pressure, which helps drive the gas molecules into the liquid.

We further confirm this trend by measuring the resulting nanobubbles using resonant mass
measurement (RMM) technology (Archimedes, Malvern Instruments), the results of which are
also supported by TEM imaging. The nanobubbles resulting from larger initial diameter
microbubbles display a larger final diameter after gas dissolution (Figure 4.2¢). We choose RMM
as the primary measurement technique because it is the only method!'*> capable of distinguishing

196,197 and lipid particles or surfactant aggregates of

between nanobubbles of positive buoyancy
negative buoyancy. In contrast, characterizations based on dynamic light scattering cannot

distinguish between these two groups.

We use RMM to measure the size distributions of our microfluidically generated
nanobubbles (MF-NBs) and bulk nanobubbles (Bulk-NBs) made by the mechanical agitation
method (Figure 4.2d). Bulk-NBs-1 are diluted 1,000 times from Bulk-NBs-2 to match the
concentration of MF-NBs. MF-NBs exhibit better monodispersity (al, a2 and a3 in Figure 4.2d)
than the Bulk-NBs, even after post-processing by centrifugation. We note that the measurements
here are near the limits of detection of RMM, which likely truncates the size distribution measured.

Nevertheless, TEM experiments also show better monodispersity in MF-NBs (Figure 4.2d).
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Figure 4.3 In vitro and in vivo contrast-enhanced ultrasound imaging with nanobubbles.
Ultrasound signals are generated and collected by an 18 MHz MS250 transducer (a) In vitro
ultrasound images of nanobubbles under different contrast modes: B-mode (left), and non-linear
mode (right), in a blood-vessel-like phantom. The nanobubbles are characterized by RMM: The
MF-NBs have a diameter of 328 nm £ 49 nm (n = 3), a concentration of 8.07x107 mL!, and a
polydispersity index of 0.148; The Bulk-NBs-1 have a diameter of 418 nm + 121 nm (n = 3), a
concentration of 7.67x10” mL!, and a poly-dispersity index of 0.288. (b) In vivo images of
nanobubbles in the kidney of a mouse captured in the brightness mode (i.e., B-mode) and non-
linear ultrasound mode. The white arrow points to the shadowing effect due to ultrasound
attenuation by Bulk-NBs-2. The images are taken at 0 s and 10 s after the injection of the
nanobubble solution. Bulk-NBs-1 are diluted 1,000 times from Bulk-NBs-2 to match the
concentration of MF-NBs. MF-NBs are generated using the 0.16 wt% CsFs in N». Bulk-NBs-1 and
Bulk-NBs-2 are generated using pure Cs3Fs gas. Mouse kidneys in all experiments are directly
exposed to the ultrasound transducer. The ultrasound imaging for contrast mode is at 4% power (2

MPa), and for B-mode is at 1% power (0.9 MPa).
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In the in vitro and in vivo experiments, we find that the MF-NBs may have unique advantages
over conventionally made Bulk-NBs for ultrasound imaging. In the ultrasound imaging of an
artificial blood vessel, the MF-NBs exhibit homogeneity of signal compared to Bulk-NBs (Figure
4.3a), with a comparable brightness. We attribute this improvement to the better monodispersity
of MF-NBs, which cannot be realized with traditional bulk preparation methods. The mono-
disperse bubbles scatter ultrasound waves more uniformly, while poly-disperse Bulk-NBs scatter

ultrasound less uniformly, likely due to the wider range of bubble sizes.

In in vivo imaging experiments of a mouse kidney, MF-NBs show a better ultrasonic contrast
enhancement compared to the Bulk-NBs with a similar bubble concentration (Figure 4.3b). The
brightness of the non-linear contrast mode images significantly increases after injection of 100 uLL
of MF-NBs, while there is only a slight change in non-linear contrast mode image brightness after
injection of the control group and Bulk-NBs-1 with approximately comparable size and bubble
concentration in the MF-NBs. This enhancement is also reflected in B-mode images of MF-NBs

and Bulk-NBs-1.

One plausible explanation of the strong echo activity of these MF-NBs may be firstly due to
the enhanced non-linear scattering due to potential shell buckling of MF-NBs during the shrinkage.
Secondly, for the mono-disperse MF-NBs, constructive interactions of the collective nonlinear
behavior of interacting microbubble clusters may be more likely to happen compared to Bulk-
NB.!® Our observations suggest that, in this series of imaging experiments, comparable contrast
brightness can be achieved if bulk nanobubbles, such as Bulk-NBs-2, of a 1,000 times higher

concentration, are used.

However, increasing nanobubble concentration with conventionally-made Bulk-NB solution
may lead to more ultrasound attenuation!® due to larger nanobubbles in the poly-disperse bulk
solution resulting in shallower penetration. In experiments with Bulk-NBs-2 (Figure 4.3b), we find
decreased signal strength in the deeper sections of the kidney, as indicated in the figure by white
arrows, corresponding to a larger distance from the ultrasound transducer. The decrease of
ultrasound signal is in agreement with previous experimental observations,!®> which find that
ultrasound contrast enhancement increases with nanobubble concentration up to 10° mL-!, but

further increases of nanobubble concentration result in acoustic shadowing due to attenuation. We
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note that our method can yield nanobubble solutions with concentrations around 10® mL!, which
should be suitable for contrast enhancement.!®> This approach also has the potential to produce
higher concentration nanobubbles with modifications to the device geometry and flow conditions.
In clinical situations, different tumors may have various depths or vascularity that could lead to a
choice of nanobubble concentration based on imaging trade-offs (a target echogenicity at different
imaging depths). The results demonstrate advantages of the mono-disperse nanobubbles generated
by our microfluidics method, which may find applications in diagnostic ultrasound imaging,

therapeutic ultrasound and in-situ micro- or nano-surgery.

4.3 Conclusion

In summary, we describe for the first time, size-tunable and mono-disperse nanobubbles
generated using a simple microfluidic approach. By controlling the fraction of C3Fs and N> gas in
the bubble and tuning the initial size of bubbles generated at a flow-focusing microfluidic
geometry, we are able to control the degree of shrinkage of microbubbles to yield nanobubbles of
target sizes. In both in vitro and in vivo ultrasound imaging experiments, these MF-NBs show

excellent signal homogeneity and contrast.

Compared to slightly modified conventional generation protocols of bulk nanobubbles, our
method improves controllability and uniformity of nanobubbles, and retains a tunable
concentration (up to 108 mL") of bubbles. This method may be extended to produce nanobubbles
of other gas core compositions, and may be applicable for various fields from environmental

science to biomedical engineering.!”?

4.4 Methods

4.4.1 Microfluidic Device Fabrication and Operation

We used standard photolithography and soft lithography to make the microfluidic device
consisting of a cross junction and a serpentine channel with a 50 pm height. We supplied the gas

mixture using Tygon tubing (Saint-Gobain S.A.) and a syringe pump (Harvard Instruments). To
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obtain bubbles with the desired initial size, we controlled the injection of the lab-made gas mixture
(see Note C.1) using a syringe pump, while the industrial gas mixture (SynQuest) was pumped
using a pressure regulator. The aqueous phase was supplied at 1 mL hr'! using a syringe pump.
The shrunken nanobubbles were collected from the device outlet in a 3 mL glass vial, and then

stored inside a fridge at 4 °C before TEM and RMM characterizations.

4.4.2 Preparation of the Lipid Solution

A mixture of the following lipids was first prepared in a glass vial:

a. DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphocholine) (Avanti Polar Lipids
Inc.): 60.1 mg

b. DPPA (1,2-dipalmitoyl-sn-glycero-3-phosphate (sodium salt)) (Avanti Polar
Lipids Inc.): 10 mg

c. DPPE (1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine) (CordenPharma):
20 mg

d. DSPE-mPEG (2000) (1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-
[carboxy(polyethylene glycol)-2000] (sodium salt)) (Avanti Polar Lipids Inc.):
10 mg

Then, we added 15 mL of Dichloromethane (MilliporeSigma) to thoroughly dissolve the
lipids and gently evaporate them overnight to remove all solvents. The amorphous lipids formed a

thin white film on the wall. The aqueous solution was prepared by mixing the following chemicals:

a. PBS (phosphate-buffered saline) solution (pH 7.4) (Thermo Fisher Scientific
Inc.): 90 mL

b. Glycerol (MilliporeSigma): 5 mL
Pluronic F-68 (Thermo Fisher Scientific Inc.): 2.5 mL

d. Propylene glycol (MilliporeSigma): 2.5 mL
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Next, we dissolved the lipid mixture in the aqueous solution and sonicated them in a 50 °C
water bath for 2 hours. A filtration membrane (Acrodisc Syringe Filters, 3 um pore size, VWR)

was then used to remove undissolved lipids and oversized aggregates from the solution.

4.4.3 Preparation of Bulk Nanobubbles

We transferred 3 mL of the hydrated lipid solution into a 5 mL glass vial, which was then
sealed with a rubber cap. We removed air of the vial by applying a vacuum with a 20 mL syringe
connected to a 25G needle. The vacuum process was repeated 3 times. Octafluoropropane (CsFg)
was filled through a 25G needle from a 10 mL syringe prefilled with C3Fg gas, until the pressure
was equalized. The glass vial containing the lipid solution and C3Fg was then shaken vigorously
for 45 seconds using a mechanical shaker (VialMix, Bristol Myers Squibb) to generate a milky
homogeneous mixture of microbubbles and nanobubbles. This mixture was inverted with the
rubber cap facing down and centrifuged at 500 rpm for 2 minutes. We used a 1 mL syringe and a

21G needle to gently remove 1 mL of the nanobubbles.

4.4.4 RMM Measurements

We took a 1 mL of the nanobubble solution in a microcentrifuge tube (2 mL, Eppendorf
Canada) and their particle sizes and buoyant mass were measured using RMM (Archimedes,
Malvern Instruments). In our experiments, we utilized a nanosensor that provides measurement in
the range spanning from 100 nm to 2 pum. Sensors were calibrated using NIST traceable 500 nm
polystyrene beads (ThermoFisher 4010S) in water solution. Sensor calibration was finalized after
100 particles were detected. Bulk samples after centrifugation were diluted 1000 times in PBS.
This diluted concentration resulted in an acceptable limit of detection (i.e., 0.01 Hz) and
coincidence (< 10%). Samples were loaded into the system for 90 seconds at 10 psi and analyzed
at a low pressure (i.e., 5 psi). Data was exported from the Archimedes software and analyzed for
positive and negative counts. A density of 0.08 gr mL-!' for positively buoyant particles (i.e.,
nanobubbles) and 1.3 gr mL! for negatively buoyant particles (i.e., lipid aggregates) were inputted
into the software to convert the measured mass to a particle diameter.!*>?* The sharp cut-off in

size observed in Figure 4.2d for the buoyant nanobubbles was a result of the limit of detection of
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the sensor used in our measurements. This limit of detection was determined at the start of each

measurement and accounts for the baseline noise.

4.4.5 TEM Measurements

Carbon coated TEM grid was first cleaned by a plasma cleaner. 2% uranyl acetate in distilled
water was used for negative staining. One drop (~ 20 pL) of the nanobubble solution and three
drops of DI water are pipetted on a 30 cm long parafilm. The grid was gently put to contact the top
of NB drop for 2 min. The grid was then transferred to contact with the DI water drops for dilution.
Each dilution step was lasted for 1min. When the sample was fully diluted, 20 uL of stain was
applied on the grid. Negative staining was done for 1 min in dark. The excess stain was then blotted

by a filter paper and the grid was dried before imaging.

4.4.6 In Vitro Ultrasound Imaging

Two groups of nanobubbles are prepared for characterizing their in vitro echogenicity: MF-
NBs was collected from the microfluidic shrinkage platform. Bulk-NBs-2 was diluted 1000 times
in PBS to make Bulk-NBs-1, which has an almost equal bubble concentration to that of MF-NBs.
Bubble solutions were placed inside a gelatin (10% w/v) channel with a length of 50 mm and a
diameter of 0.25 mm. A pre-clinical ultrasound scanner (VisualSonics 2100) was then used in the
nonlinear contrast harmonic imaging mode at a harmonic frequency of 18 MHz, dynamic range of

35 dB, and a gain of 40 dB.

4.4.7 In Vivo Ultrasound Imaging

Animal experiments were conducted in compliance with the St. Michael’s Hospital Animal
Ethics Committee and conformed to the Canadian Council on Animal Care guidelines. In all
procedures, the mice (16 weeks old, CD1 background) were anesthetized with 3% isoflurane with
1 L min'! oxygen. The skin of mice belly was removed carefully to make the kidney exposed to
the transducer directly, with the protection of imaging gel. In each experiment, we injected a 100
pL of the bubble solution through the tail vein. Contrast-enhanced ultrasound images were

acquired with a Vevo 2100 (VisualSonics) at 1 fps and 18 MHz.

82



5 Acoustic Microflows Generated by
Oscillating Cells

201

The work presented in this chapter is based on the following article,*”" which is published in

a peer-reviewed journal Small, and is reproduced here with permission from John Wiley and Sons.

Salari, A., Appak-Baskoy, S., Ezzo, M., Hinz, B., Kolios, M.C., and Tsai, S.S.H. Dancing
with the cells: Acoustic microflows generated by oscillating cells. Small 1903788, 1-7 (2019).

Author’s Contribution

For the article presented here, the author wrote the manuscript and designed, fabricated, and
tested the devices. Other than the atomic force microscopy measurements, the author designed and
conducted all the experiments and collected and analyzed data. S. Appak-Baskoy helped with
providing chemicals, staining protocols, discussions, and comments on the manuscript. M. Ezzo

and B. Hinz conducted and analyzed atomic force microscopy measurements.
5.1 Introduction

Acoustofluidics, the field of microscale fluid manipulation using acoustics, has utility in

48,202 88,203,204

many applications, including drug delivery, microorganism manipulation, analyte

205-208

mixing, and lab-on-a-chip fluid pumping.?®?!% In a typical acoustofluidic system, either

Rayleigh surface acoustic waves (SAW) or bulk waves traveling on the surface or in the bulk of a
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microfluidic device, respectively, is the dominant wave propagation mode. Such an acoustic
actuation mechanism can force the microchannel walls,?’>242!11 microbubbles,?-29629% or sharp-

86.205.212 embedded inside the microfluidic device to oscillate. A result of

edge elastic geometries
this oscillation is a non-periodic fluid motion generated near the oscillating object in its
surrounding liquid. This fluid flow is called acoustic microstreaming, which is a non-linear

phenomenon, and is directly related to the second order acoustic field.?!>214

Acoustic streaming flows are also possible in biological systems. One example is streaming
flows generated in the mammalian inner ear upon a perturbation caused by an incident sound
wave.21>217 Similarly, the self-propulsion mechanism of some flagella-less microorganisms, such
as the cyanobacterium Synechococcus, is hypothesized to be acoustic streaming.?!®2!° This
hypothesis is also inspiring the development of autonomous microswimmers propelled by acoustic
streaming.??°222 Other biological systems, such as cells, have viscoelastic properties similar to
many materials, such as microbubbles, that produce acoustic microstreaming under acoustic
excitation. Despite this similarity, cell-induced microstreaming has not been observed or reported

for any biological species in vitro.

Here, we report for the first time, microstreaming flow patterns generated by adherent cells.
In our platform, we generate acoustic waves in order to force the adherent cells to oscillate inside
a microfluidic channel. We monitor flow tracers surrounding single-cells, to investigate cell-
induced microstreaming when the structure and environment of the cells are altered. We modulate
the volume and physical properties of cells by changing the extracellular osmotic pressure. We
also conduct an enzymatic treatment using trypsin and two chemical treatments using
Paraformaldehyde and Cytochalasin D. Our observations reveal that the maximum streaming
velocity generated by a cell is correlated with the cell stiffness. Therefore, cell-induced
microstreaming parameters, such as flow pattern and velocity magnitude, may be measured as

label-free proxies for cell mechanical properties.
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5.2 Working Principle

Figure 5.1a shows a schematic diagram of the fabricated device consisting of a thin-walled
polydimethylsiloxane (PDMS) microchannel attached onto a glass substrate next to a piezoelectric
(PZT) transducer. Once the transducer is actuated, acoustic waves are created and propagate
through the substrate. In thin substrates, where the thickness d is on the order of, or smaller than,
the sound wavelength, the wave propagation is mainly via Lamb waves.”! Lamb waves are known
to independently propagate in symmetric and antisymmetric modes. As opposed to Rayleigh
waves, the speed of sound in Lamb waves is a function of frequency. When the product of substrate
thickness and sound frequency, i.e., fd, is relatively low (in our study, the product fd = 0.5-10 MHz
um) only one symmetric mode is dominant. In a typical acoustofluidic device, sound waves
reflected from boundaries form a pseudo-standing wave in the microfluidic channel.?!! At certain
frequencies and substrate thicknesses, e.g., f = 85 kHz and d = 170 pum, the actuated PZT
transducer can cause transverse substrate oscillations that give rise to a slow microstreaming flow
in the microfluidic channel.®¢ Here, we choose to attach adherent cells onto the substrate, which
results in microstreaming flow (see Video D.1) that is an order-of-magnitude stronger than the
ones generated due to the oscillations of other surrounding objects (i.e., channel wall or substrate;
see Video D.2). The cell-induced microstreaming flow is studied in a 500 pum X 500 pm region
of interest (ROI) at the center of the microfluidic channel that is ~ 4 mm away from the PZT disk,

at an acoustic anti-nodal location, where a strong microstreaming flow is observed.
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Figure 5.1 (a) Schematic diagram (not to scale) of cell oscillation driven by acoustic waves. A
thin-walled PDMS channel contains the cells. The acoustic waves are generated by a PZT disk
attached onto the substrate next to the channel. Acoustic streaming flow is generated as a result of
cell membrane oscillations. (b) Confocal images of fluorescent particle tracers taken at different
heights from the substrate surface in a channel with an overall height of 25 pm. The MCF-7 cell
is shown in the bright-field view and is outlined by the red dashed line. As depicted, a circular
flow is generated in the liquid bulk above the cell, which has its maximum velocity near the
channel mid height at z = 14 — 21 um. The streaming velocity approaches zero near the top and
bottom surfaces of the channel due to no-slip boundary conditions. (c¢) The streaming flow is also
simulated numerically for two model cells: a round and a flat cell. As illustrated, helical-shape
streamlines are induced surrounding each cell. The round cell’s helical streamlines have a higher
pitch than the streamlines of the flat cell. Regions of maximum streaming flow are located close
to the cell membrane. The color legend shows the non-dimensionalized velocity magnitude, and
the arrows depict the 2D velocity field on a cross-section of the flow. The scale bars represent 10

pum. The schematic in (a) is created with Biorender.com.

Since the wavelength of the acoustic field in our device is on the order of centimeters, which
is much larger than the area of the ROI, the variation of acoustic amplitude within the ROI is
negligible (i.e., less than 1%). We fabricate a relatively wide (i.e., | mm width) microfluidic
channel so that the microstreaming caused by PDMS wall oscillations does not affect the

observations made in the ROI, which is located in the middle of the channel. Once the channel
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surface is coated with fibronectin, we inject a dilute cell suspension into the channel. When single-
cells are fully adhered, we expose the cells to acoustic waves by actuating the PZT disk (Figure

5.1a) at a certain frequency and amplitude.

Figure 5.1b shows snapshots of flow patterns formed by fluorescent tracer beads when a
single MCF-7 breast cancer cell is driven at f = 98 kHz. The cell is adhered onto the substrate in
a 25 pm height channel. Confocal images taken at different heights inside the channel show a
circular flow pattern surrounding the cell. The flow velocity has its minimum near the top and
bottom channel surfaces and reaches a maximum at around z = 14 — 21 pm (see Videos D.3—
D.5). Furthermore, we simulate this fluid flow numerically using perturbation theory (see Note
D.1), assuming that the apical membrane of the cell oscillates equally in all three directions. As
depicted in Figure 5.1c, the morphology of the cell can impact the circular flow pattern. For
instance, for a cell with a semi-spherical round shape, a low-pitch helical flow forms surrounding

the cell, whereas, for a flat cell, a high-pitch helical flow is generated.
5.3 Physical Aspects

In this section, we present the results of monitoring two MDA-MB-231 breast cancer cells
while the actuation frequency f is swept from 10 kHz to 100 kHz, to investigate frequency-
dependant cell-induced microstreaming flow. Figure 5.2a—c show the traces of 1 um polystyrene

beads when they are dragged into the flow due to the cells being excited at different frequencies.
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Figure 5.2 (a—c) Different streaming flow regimes generated surrounding two MDA-MB-231 cells
at different actuation frequencies. 1 um polystyrene beads are used as flow tracers. (a) Two almost
symmetric sets of out-of-plane vortices are generated on two sides of each cell when excited at ~
32 kHz, as opposed to (b) planar vortices which form over the entire cell surface at ~ 73 kHz. (c)
The flow regime changes to a combination of in- and out-of-plane motion at higher frequencies
(e.g., ~ 98 kHz). (d) As the bead diameter increases, the acoustic radiation force becomes the
dominant force acting on the bead, causing (d-left panel) a 5 pm and (d-right panel) a 10 um
polystyrene bead to partially follow the flow streamlines and eventually remain stationary on the
boundary between the cell and substrate. The blue arrows in (d) show the final location of the

beads. White dashed lines show the cells’ outlines. The scale bars represent 10 um.

At f=~ 32 kHz, two distinct sets of counter-rotating out-of-plane vortices form above the
cell (see Video D.6). In Figure 5.2a, red dashed lines separate the two regions of these
microvortices sets that form along the long axis of the cell (cell outlined in white dashed lines).
Our observations indicate that at this frequency, each set of vortices tend to form over an area
along the cell’s longitudinal axis for an asymmetric cell. At f=~ 73 kHz (Figure 5.2b), however,
only one set of planar vortices is generated with the center of rotation being near the maximum

height of the cell (marked by blue arrows in Figure 5.2b and Figure D.1) (see Video D.7).
At even higher frequencies, e.g. ~ 98 kHz, the streaming flow turns into a combination of

planar and out-of-plane flows (Figure 5.2c). At this frequency, cells exhibit their highest

microstreaming velocity (see Video D.8), and therefore, we choose this actuation frequency for
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the subsequent treatment experiments to better visualize the effect of different treatments on the
velocity magnitude. As adhered cells can form various shapes and geometries, the frequency-
dependant pattern discussed above can vary across cells with different shapes. We hypothesize
that different oscillation modes of the cell membrane may be responsible for the observation of
various frequency-dependant flow regimes. This is analogous to the various frequency-dependant

flow patterns generated by an acoustically driven microbubble.®®

When beads with larger sizes (e.g., d,, = 10 um) are introduced into our device we find that
they partially follow the streaming flow and, in some cases, are eventually trapped at a location on
the boundary between the cell and substrate (indicated by blue arrows in Figure 5.2d) (see Videos
D.9 and D.10). This observation can be due to the size-dependant forces acting on the beads.
Typically, a bead with a diameter d,, flowing in an acoustofluidic device experiences two forces
arising from the flow hydrodynamics and the acoustic field.®® The drag force Fp, caused by the
microstreaming flow, is directly proportional to the bead diameter, i.e., F, o d,,, while the acoustic
radiation force Fg, due to the scattering of the incident waves from the oscillating cell, is related
to the bead diameter as F, o« dj.%22* These relationships imply that the drag force is the dominant
force for a smaller bead (e.g., d, = 1 um). In this regime, the bead acts as a flow tracer, as shown
in Figure 5.2a—c. However, as the size of the beads increase (e.g., d, = 10 um), the radiation force

becomes the dominant force causing the beads in Figure 5.2d to be attracted towards the cell.

In the following experiments, we identify some of the governing parameters that can alter
the cell oscillation behaviour, and thus, affect the magnitude of streaming velocity. We add flow
tracers (i.e., | pm beads) to every solution before it is introduced into the microfluidic channel, to
help with flow visualization. Then, the average velocity of at least 10 beads with the highest speed
surrounding each single-cell is measured using a semi-automated protocol,??* to determine the
maximum microstreaming velocity (see Note D.2 for more measurement details). The results of
three trials (i.e., three different groups of cells at the ROI) of microstreaming measurements in the

ROI demonstrating the repeatability of the measurements are shown in Figure D.2.

As shown in Figure 5.3a, the thickness of the substrate has a significant impact on the

resultant streaming flow. Cells adhered onto a glass substrate with a thickness of 100 um generate
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the highest fluid velocity, and as the substrate thickness increases, the streaming flow becomes
weaker. This result suggests that the dominant acoustic wave propagation mechanism in our device
is in the form of Lamb waves, since propagation characteristics of Lamb waves are related to
substrate thickness.”! We validate this hypothesis by changing the PZT configuration such that the
transducer and the microfluidic channel are attached onto the opposite surfaces of the substrate.
We find that the cells in a device with this new configuration can also induce microstreaming (see
Figure D.3). This suggests that both surfaces of the substrate contribute to the propagation of sound

waves —this is a feature of Lamb waves.’!:22
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Figure 5.3 The maximum streaming velocity induced by MDA-MB-231 cells under different
conditions. (a) Substrates with different thicknesses in the range of 100 um to 1 mm. Increasing
the substrate thickness decreases the streaming velocity. (b) Different actuation voltages in the
range of 1 to 6 V (rms). A higher actuation voltage corresponds to a higher oscillation amplitude
of the substrate, which is coupled to the cell, causing larger amplitude cell oscillations and a
stronger microstreaming effect. (c) Trypsinization over 4 min. As the adhesion proteins are
dissociated and the projected area of the cells decreases, the cell attachment to the substrate is
weakened, causing the streaming velocity to decrease. The streaming flow, however, is recovered
within 24 hr post-treatment. (d) Osmotic pressure variations over 10 min. Cell exposure to

hypotonic solution results in an increase in the cell volume and changes in cell physical properties,
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which in turn results in a decrease in the streaming velocity. The streaming flow can be recovered
within 1 hr post-treatment. (e) Treatment with 4 uM Cytochalasin D. When F-actin proteins are
disrupted, the cell loses its stiffness, and consequently, the streaming velocity decreases. This
change in streaming flow is recovered within 5 hr post-treatment. (f) Fixation with 4%
Paraformaldehyde. The cross-linked structure formed upon fixation causes the entire cell to
oscillate as a uniform meshwork which yields a stronger streaming flow. The error bars represent

one standard deviation (n = 10, p < 0.05).

We also investigate the effect of the amplitude of cell oscillation on the magnitude of
streaming velocity, by sweeping the PZT actuation voltage from 1 to 6 V (rms) (Figure 5.3b).
Similar to the microstreaming caused by the oscillation of bubbles or elastic materials,®® the
microstreaming velocity induced by cells tends to increase with the PZT actuation voltage, and

thereby, the oscillation amplitude of the cell membrane.

We keep the substrate thickness at 100 um and the actuation voltage at 5 V (rms) constant
for the rest of our experiments, to maintain a strong microstreaming effect that improves our
measurement precision. Microstreaming velocities are normalized by the velocity of the control
experiment (i.e., before treatment) to facilitate better comparisons between the effects of each

treatment in the next section.
5.4 Biological Aspects

In our setup, microstreaming induced by floating cells and particles are very weak, as the
only way cells can be excited is through the waves leaked into the microfluidic channel.?!! We
find that the cell attachment to the substrate is critical for the formation of cell-induced
microstreaming. Hypothetically, disruption of adhesion proteins should therefore weaken the cell
oscillation, as the attachment of adherent cells to the glass substrate is maintained through these
proteins. We examine this hypothesis by replacing the culture medium with 0.25% Trypsin-EDTA
and monitoring the streaming flow for 4 min. We limit the experiments to 4 min because longer
exposure times can cause detachment of the cells from the substrate, and also permanently damage

the cells surface proteins, which can eventually cause cell death.?%¢
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Figure 5.3c shows a significant decrease in the streaming velocity after the cells are exposed
to Trypsin for 4 min. This observation can be explained considering the following two effects.
First, adhesion proteins at the focal points, which couple the acoustic wave with the cell, begin to
dissociate. This weakens the cell’s attachment to the substrate and the mechanical energy transfer
from the substrate to the cell. Second, as a result of the first effect and as shown in Figure D.4, the
projected area covered by the cell decreases.??’22° After trypsin is replaced with culture medium,
the cells regain their adhesion proteins gradually, and the microstreaming effect is recovered over

a 24-hr period.

In addition to trypsinization, the volume of a cell can also be manipulated by osmosis.
Imposing various levels of osmotic pressure on the cells is achieved by replacing the culture
medium with a mixture of the culture medium and deionized (DI) water at different ratios. Starting
with an isotonic solution (i.e., 0% DI), we inject three hypotonic solutions of 30% (v/v) DI, 70%
DI and 100% DI, successively. The entire 4-step solution change is conducted in 10 min with 2
min intervals for streaming measurements. A significant decrease in streaming velocity is observed
immediately after the injection of 30% DI solution (Figure 5.3d). This could be due to the physical
changes imposed to the cell, including the increase in volume??® (as shown in Figure D.5) and the
decrease in actin filament polymerization,?® which may weaken the attachment of cell membrane
to cytoskeleton.??! As a result, the propagation of acoustic energy from the substrate to the cell
membrane can be disrupted. Once the osmotic shock is removed, the cell-induced streaming
velocity recovers relatively fast (within 1 hr). Interestingly, we find that, cells exposed to a small
hypotonic shock can exhibit inner streaming flows such that the cell membrane oscillation induces
a microstreaming flow within the cell cytoplasm, revealed through the motion of intracellular

vesicles (see Video D.11).

As a major contributor to the cell morphology, actin filaments play a critical role in
maintaining the structural integrity of the cells. We, therefore, choose to target these filaments by
incubating the cells with 4 uM Cytochalasin D (CD) in culture medium (see Figure D.6). Figure
5.3e shows a significant decrease in the streaming velocity when the actin filaments of the cells
are disrupted. When the drug solution is washed out, the polymerization of actin filaments begins

so that the actin stress fibers constituting to the cytoskeletal structure are recovered. This is

92



reflected in the streaming flow with a gradual increase in the velocity, which takes > 5 hr for the
streaming effect to be recovered. This finding supports our hypothesis that a uniformly distributed
cell cytoskeleton, especially actin filaments, contribute to a great extent to the magnitude of
streaming flow. It should be noted that, we also target the cell microtubules using Nocodazole,
however, our results (not shown here) show no significant reduction in streaming flow. These
observations highlight that the microstreaming effect seems to be dependent on the changes

happening to the cortical, and not the cytoplasmic, structure of the cell.

Finally, we investigate the effect of fixation on the cell-induced streaming flow using 4%
Paraformaldehyde (PFA) which causes the cell proteins to become covalently cross-linked such
that the entire cell converts into a meshwork.>*? As depicted in Figure 5.3f, the PFA treatment
nearly doubles the streaming velocity. This increase in streaming velocity may be due to the
fixation-induced cytoskeletal changes, as the surface area and volume of cells are not significantly
affected by PFA fixation.?*? Based on simple mechanical modeling, a cell can be assumed as a
combination of an elastic membrane (i.e., spring) enclosing a viscous cytoplasm (i.e., dashpot).?3
In such modeling, the transition from a viscoelastic material to a covalently cross-linked
meshwork, formed upon PFA treatment, can be regarded as a transition towards a more uniform
elastic material with lower viscous properties.?** Therefore, a higher streaming velocity upon

fixation can be explained by changes in cell viscoelastic properties.

It is reported that hypotonic solution?**> and actin filament disruption®*® can decrease the
effective stiffness of the cell, while the formation of a meshwork structure caused by PFA
treatment®>’ can enhance the cell stiffness. Here, we observe a similar trend of variation in the
streaming velocity caused by these treatments, so there appears to be a strong correlation between

cell stiffness and cell-induced microstreaming flow.

Young’s elastic modulus is commonly used for specifying a cell’s time-independent

mechanical properties.?*®

To directly correlate the maximum streaming velocity to the Young’s
modulus of cells under the same experimental conditions, we use atomic force microscopy
(AFM).2* The mean Young’s moduli obtained from AFM indentation measurements for cells
treated with CD and PFA are shown in Figure D.7. Live cells exhibit an average Young’s modulus

of 1.38 kPa. Once the cells are treated with CD, actin filaments are disrupted?*® which results in ~
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three-fold lower average Young’s modulus of 0.48 kPa. Cells treated with PFA, however, are
stiffer than live cells with ~ five-fold higher average Young’s modulus of 6.57 kPa compared with

controls.

By comparing the results shown in Figure 5.3e—f and Figure D.7, we thus find that the
maximum streaming velocity in fact increases with increasing cell stiffness and decreases with
decreasing cell stiffness. To further investigate the robustness of this relationship, stiffness
measurements of different cell lines are required which can be investigated in the future. Similar
to the elasticity of cells that can span over a wide range even for the same cell type,>° the
magnitude of streaming velocity induced by single-cells can also vary depending on various factors
including the degree of cell adhesion to the substrate, cell cycle, and ambient temperature. Figure
D.8 shows the variation in streaming velocity for individual cells before and after treatment with
PFA. These results show that, while the streaming velocity varies between different cells,

streaming velocity is overall higher after treatment.

5.5 Conclusion

We report for the first time that biological cells, similar to microbubbles and other elastic
materials, are able to induce acoustic microstreaming flow, when they are exposed to an acoustic
field. The acoustofluidic strategy presented here allows us to expose adherent cells to controlled
acoustic waves in a precise and scalable platform such that oscillations of the cell induce
microstreaming flow in the bulk of its surrounding liquid. While our experiments are on a single-
cell basis, a cell monolayer can also be studied in a single field of view, with simultaneous

measurements on a larger population of cells.

Our results suggest that the cell morphology and the acoustic actuation parameters can
influence the streaming flow pattern and magnitude. The cell-induced microstreaming can also
drag a floating bead into motion or attract it towards the cell membrane depending on the bead
size. By treating the cells with different cytoskeletal drugs, we verify that when cells have a higher
concentration of actin filaments (i.e., stress fibers), larger projected area, and lower volume, the

induced microstreaming flows are stronger. Our results suggest that there is a strong correlation
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between cell stiffness and cell-induced microstreaming flow. Future work will focus on
characterizing our platform in order to calibrate our system as a label-free elastography technique,
as well as on investigating the relationship between the microstreaming effect and the resonant

characteristics of cells.

5.6 Methods

5.6.1 Device Fabrication

We designed and fabricated two microfluidic channels with a width of 1000 pm and heights
of 25um and 85 pum. Both channels were patterned on a silicon wafer using standard
photolithography method. The PDMS replicates of the channels were then fabricated using soft
lithography technique.!® Briefly, Sylgard 184 silicone elastomer base and curing agent (Dow
Corning) were mixed at a mixing ratio of 10:1 and cured at 70 °C for 2 hr. The cross-linked PDMS
device was then peeled off the wafer, the excess PDMS was cut such that a thin wall is remained
for the channel, and the inlets were punched using 1 mm biopsy punch (Integra Miltex). A
permanent bonding between the surfaces of PDMS device and glass substrate was achieved after
the two surfaces were functionalized by oxygen plasma (PDC32G, Harrick Plasma) for 30 s and
then touched firmly. We then placed an acoustic transducer (7BB-27-4L0, Mouser Electronics) on
the glass substrate close to the channel. The transducer was bonded permanently to the glass
substrate using liquid PDMS prepared as mentioned above. The following glass substrates were
used in the experiments: ~ 100 um thick (No. 0 cover glass, Ted Pella), ~ 140 um thick (No. 1
cover glass, VWR), ~ 220 um thick (No. 2 cover glass, Ted Pella), and ~ 1000 um thick (2590
glass slide, VWR).

5.6.2 Device Operation

The acoustofluidic device was mounted on the stage of an inverted microscope. Actuation
voltage and frequency were generated using a function generator (Wavetek) and amplified (when
needed) using an amplifier (T&C Power Conversion). Acoustic microstreaming flows were

captured using a high-speed camera (Vision Research).
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5.6.3 Cells Preparation

Microfluidic channels were incubated with 50 pgr mL-! fibronectin (SIGMA) for 2 hr before
MDA-MB-231 and MCF-7 cells suspended in culture medium were injected to their respected
channels. The cell culture medium is composed of RPMI 1640 (Wisent Bioproducts) growth
medium supplemented with 10% (v/v) fetal bovine serum (Wisent Bioproducts) and 1% (v/v)
PenStrep (Wisent Bioproducts). We then incubated the devices containing cells at 37 °C over-
night so that cells settle and adhere to the substrates. Confocal images of cell cytoskeletal structure
are taken by staining actin filaments with Alexa Fluor 488 Phalloidin (Invitrogen) and CellLight
Actin-GFP (Invitrogen).

5.6.4 Cell Treatments

All treatments were conducted on MDA-MB-231 cells. We measured the streaming flow by
capturing 4 s videos of the tracers surrounding single-cells. For the trypsinization experiment, we
incubated cells with 0.25% Trypsin-EDTA (Wisent Bioproducts) for 4 min. Then, the trypsin
solution is replaced with the culture medium, and the cells were incubated at 37 °C for 24 hr. For
conducting osmotic shock experiments, we prepared four solutions of culture medium with 0%
(v/v) DI, 30% DI, 70%, and 100% DI (no culture medium). The total duration of osmotic shock
experiment was less than 10 min during which all four solutions were injected successively into
the microfluidic channel with 2 min intervals in between. The 100% DI solution was then replaced
with the culture medium, and the cells were incubated at 37 °C for 1 hr. The drug solution used
for targeting actin filaments was composed of 4 uM Cytochalasin D (Bioshop) in cell culture
medium. The actin filament disruption experiment was conducted by introducing the drug solution
into the channel and then incubating at 37 °C for 1 hr. The drug solution was then replaced with
the culture medium, and the cells were incubated at 37 °C for 5 hr. Cell fixation was achieved by
replacing the culture medium with 4% Paraformaldehyde solution and then incubating at room
temperature for 30 min. 10 uM Nocodazole (Cell Signaling Technology) in cell culture medium
was used to disrupt microtubulins. This treatment was conducted by incubating the cells with the

Nocodazole solution at 37 °C for 1 hr.
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5.6.5 Atomic Force Microscopy (AFM) Measurements

To measure cell elastic (Young’s) moduli £, AFM measurements were performed with
MDA-MB-231 cells in cell culture medium (Wisent Bioproducts) using an AFM system (JPK
NanoWizard® 4, Bruker). Tipless silicon nitride cantilever force probes (Bruker) with a spring
constant of 0.06 N m'!' and a resonating frequency of 18 kHz were customized to perform
indentation force-distance measurements. Customization was done by attaching a standard bead
with 10 um diameter (Whitehouse Scientific) to the apex of each force probe using an adhesive
that is cured under UV light (Loctite® AA 349™ IMPRUV®). All tips were calibrated with
contact-based and contact-free methods according to the manufacturer’s instructions. Set point
(1.05 nN), relative set point (2.101 nN), z-length (5 um), and extend speed (5 um s™') were kept
constant. Per each experimental group, four cells were indented on their cell body immediately
adjacent to the position of the nucleus. Data obtained from 500 indentations per cell were processed
using JPK Data Processing Software (Bruker) by fitting the resulting force curves using an
established Hertz model as described previously.?*! Mean values were calculated from all

processed measurements and plotted as mean Young’s elastic modulus (+ standard deviation).
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6 Intracellular Delivery Using

Acoustotluidics

The work presented in this chapter is based on the following manuscript, which is not

published yet.

Salari, A.,* Appak-Baskoy, S.,* Coe, 1., Abousawan, J., Antonescu, C., Tsai, S.S.H., and

Kolios, M.C. Intracellular delivery using acoustofluidics. In Preparation.
Author’s Contribution

For the article presented here, the author wrote the majority of the manuscript, designed,
fabricated, and tested the devices, conducted all experiments, and collected and analyzed data. S.
Appak-Baskoy helped with providing chemicals and optimized protocols for conducting staining
and gene delivery, discussions, and writing the manuscript. J. Abousawan and C. Antonescu

provided a cell line and discussions. I. Coe provided equipment, discussion, and supervision.
6.1 Introduction

Targeted drug delivery, gene silencing, and DNA editing technologies, as well as
intracellular imaging, rely on the successful delivery of substances into cells. Among these
substances are genetic materials, synthetic materials, natural substances, drugs, and drug carriers.

In an intact plasma membrane, small size molecules (smaller than 500 Da) may pass the membrane
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through membrane protein transporters and channels,'®2* however, larger substances can enter
via substance engulfment in intracellular-bound vesicles made up of the cellular membrane, known

as endocytic vesicles, through a process called endocytosis.?*?

For effective delivery of materials into the cell two general approaches are used: a)
biochemical methods, which allow overcoming the barrier of the polar hydrophobic lipid bilayer,
such as calcium phosphate transfection or lipofection, and b) physical methods, aimed at transient
disruption of the cellular membrane by introducing pores such as electroporation and sonoporation.
Biochemical methods, including insoluble calcium phosphate precipitation of DNA or transfection
by lipofection, introduce genetic materials to the cell by means of endocytosis. Due to the lower
efficacy of the calcium phosphate precipitation method, lipid-based transfection methods are
considered the “gold-standard” and are routinely used as a basis of comparison to evaluate the
efficiencies of alternative methods.?** Lipofection leads to the association of charge-neutralized
liposome-cargo complexes with the negative-charged plasma membrane and the eventual delivery
of cargo to the cell interior.?*® Although lipofection effectively delivers materials to the cells, it
still has significant drawbacks as transfection efficacy differs between different cells and even

within the same population of isogenic cells.

On the other hand, physical methods, such as electroporation, rely on external forces. These
external forces cause the formation of physical pores in the lipid bilayer that leads to immediate
transport of materials across the membrane.!” However, the mechanisms underlying these
techniques may cause permanent permeabilization of the membrane and the consequent loss of
cell homeostasis.?*¢ In sonoporation, for instance, microbubble inertial cavitation can cause small
pores on the membrane that facilitates the entry of small molecules through diffusion. However,
larger substances, like genetic materials, may need to pass the cell through larger pores that need

stronger ultrasound waves, which may produce larger hard-to-seal pores on the membrane leading

to cell death.?*’

Most membrane disruption-mediated methods, regardless of their underlying delivery
mechanism being biochemical or physical, suffer from low cellular viability when it comes to a
high-efficiency delivery. The reason for this low viability is the fact that these disruption strategies

are typically unable to account for the cellular heterogeneity in tolerating the external forces. As a
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result, the disruption methodology is usually engineered to be harsh enough so that a larger number
of cells experience the minimum membrane disruption of sufficient size and lifetime needed for
the passage of the cargo material. For example, in the microfluidic cell squeezing technique, due
to the fixed constriction geometry, the shear stress imposed by the channel walls on cells with

various sizes can differ by orders of magnitudes.*?

Other physical methods, including microinjection, that feature a higher precision in the
amount of delivery, are typically low-throughput and labor-intensive. This can dramatically limit
their applications. Therefore, robust and high-throughput strategies are needed in order to avoid
cellular damage and facilitate efficient intracellular delivery of various substances. Recently, we
reported an acoustofluidic platform for monitoring cell-induced acoustic microstreaming and

probing cellular stiffness by actuating cells via acoustic waves.?"!

Here, using a similar
methodology, we propose a novel strategy for intracellular delivery, where adherent cells are
forcefully oscillated using acoustics. We find that, as a result of acoustic excitation and the
resultant microstreaming flow, cellular uptake occurs through endocytic pathways. We show that
this methodology has unique characteristics in delivering a precise amount of cargo materials into
the cells regardless of the size and charge of the cargo molecule while maintaining high viability
(above 91%). In addition, due to the nature of this acoustofluidic platform, it enables a high-
throughput delivery strategy with treatment time and actuation amplitude regarded as the control
parameters for delivery dosage. We demonstrate successful delivery of 500 kDa dextran to various
cell lines with an unprecedented**1-24824 delivery efficiency in the range of 65-85% within only
a 20 min of treatment. We also identify endocytosis as the dominant mechanism of delivery of

substances and demonstrate the applicability of our technique, not only for drug delivery but also

for efficient delivery of siRNA and plasmids for gene therapy.

6.2 Results

6.2.1 Working Principle

As displayed in Figure 6.1, our acoustofluidic device is composed of a single-layer
polydimethylsiloxane (PDMS) microfluidic channel and a piezoelectric (PZT) transducer, which

bonded onto a thin glass substrate. To maximize the contribution of Lamb waves in the propagation
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of sound waves through the substrate, we select a substrate with a thickness of ~ 70 um.”! The
surface of the microfluidic channel is functionalized using fibronectin solution at a concentration
of 100 ng mL! to facilitate the adhesion of cells onto the glass surface. The cells are then seeded
into the microfluidic channel and are cultured for at least two days before treatment with acoustics.
By applying square-wave voltages to the transducer at a constant frequency of 96 kHz and using
different amplitudes, we explore the delivery of cargo materials into numerous adherent cell lines
for various treatment duration. During the treatment, cells are exposed to fluorescently labeled
cargo materials mixed with the cell culture medium. Once the treatment is over, the cells are
washed before the fluorescent images are taken. In control and treatment experiments, cells are
exposed to identical solutions (containing cargo at an equal concentration) for an equal amount of
time. Image analysis techniques are then employed to quantify the delivery efficiency and the
uptake using a semi-automated protocol (see Note E.1). Briefly, the delivery efficiency is defined
as the number of successfully treated cells divided by the total number of treated cells. The cells
with a fluorescence intensity higher than the mean intensity of 95% of the control cells are
considered as successfully treated cells.*>#

The acoustic pressure distribution on a substrate surface can vary depending on the
dimensions of the substrate, frequency of actuation, and the location of the PZT transducer on the
substrate. Assuming the area covered by each cell is approximately ~ 50 % 50 pm, a total of 50,000
cells in a confluent monolayer fitted within a region of interest (ROI) located on pressure anti-
nodal regions can be treated simultaneously. Substrates with larger areas and numerous ROIs can
be used for treating hundreds of thousands of cells in a single run. For the sake of simplicity and
as a proof-of-concept demonstration, in this chapter, we choose an ROI of 2 x 2 mm. Adhered
cells (a total of ~ 100-200 cells per experiment) within the ROI are monitored before and after the

treatments to quantify the uptake.
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Figure 6.1 Schematic of the acoustofluidic device showing the hypothetical mechanism of
intracellular delivery. Due to the actuation of the PZT transducer, acoustic waves are generated
and propagated through the substrate. The excitation of cells induces the formation of acoustic
microstreaming, which in turn facilitates the transport of cargo material from the bulk of the liquid
to the cell membrane. As a result of the combined effect of acoustic excitation and microstreaming

flow, the cargo material is taken up by the cell. The schematic is created with Biorender.com.

6.2.2 Effect of Different Actuation Parameters

To evaluate the relationship between the efficiency of uptake and the actuation parameters,
we aim to deliver relatively small molecules (i.e., 3 kDa dextran conjugated with Alexa Fluor 488)
into MDA-MB-231 cells. Dextran is a hydrophilic and non-digestible carbohydrate commercially
available in a wide range of molecular sizes and photostable fluorophore conjugates with well-
differentiated excitation/emission spectra suitable for fluorescence microscopy.?>® Figure 6.2
shows the delivery results for different treatment duration and actuation power. We found that 1
W is the maximum input power possible for treating cells with continuous sound waves while
avoiding excessive heat generation by the transducer. By increasing the treatment duration from 2
min to 20 min, a ~ six-fold increase in the delivery efficiency (Figure 6.2a) and a ~ three-fold
increase in the amount of delivery (Figure E.2a) are obtained. Lowering the input power to below
1 W causes the cell oscillations to be weaker, and therefore, decreases the delivery efficiency
(Figure 6.2b) and the amount of delivery (Figure E.2b). Although by increasing the input power
to values above 1 W, the delivery efficiency keeps increasing, heat generation by the transducer

can negatively impact the cellular viability. As a result, for the input powers above 1 W, we choose
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to use pulses instead of continuous waves. The duty cycles (written as percentage values in Figure
6.2¢ and Figure E.2c), therefore, are adjusted such that the maximum temperature within the ROI
during the treatment remains below 37 °C. For cells treated with 21 W and 7% duty cycle, the
amount of delivery appears to be nonuniform. In some cells (indicated by white arrows in Figure
6.2d), dextran is distributed homogenously throughout their entire cytosol, whereas other cells
exhibit fluorescence from localized spots in their cytosols. This observation can be explained by
considering the acoustic excitation that cells experience, as a result of high actuation power (i.e.,
21 W) used. Based on our observations, these strong oscillations can cause the cells to lose some
of their adhesion focal points such that, by the end of the treatment, there will be some cells that
are loosely attached to the substrate surface. This forceful detachment (similar to the scrape loading

)4,251

technique can yield plasma membrane disruption, which in turn can cause the cargo material

to be internalized through transient openings on the plasma membrane.

We also find that, at low power actuation (< 1 W), no cell death due to acoustic excitation
occurs, as almost all cells maintain their adhesion to the channel surface for the entire duration of
treatment. However, a 9% cell death (corresponds to a 91% viability) is observed when very high
actuation powers (e.g., 200 W) are applied, which causes the entire cell population to detach from
the substrate surface in less than a second. This unique feature of our acoustofluidic strategy in
maintaining a high viability rate is due to the way sound waves are introduced and transmitted in
our device. As opposed to bulk ultrasound treatments, where acoustic energy is introduced to all
cells for the entire duration of treatment, in our acoustofluidic strategy, only the attached cells are
exposed to the incoming sound waves, and as soon as a cell is detached, the acoustic energy
experienced by the cell drops considerably. To ensure that a continuous microstreaming flow is
maintained throughout the entire treatment period and that the membrane disruption is minimized
while a high delivery efficiency is achieved, we used 1 W actuation power and 20 min treatment

duration for the rest of the experiments.

103



=70

S 60 Effect of treatment duration

g 50 (at 1 W input power)

840

£ 30

520 d

& 10 Control Treated (21 W (7%) - 10 min)
2 min Smin  10min 20 min "9,° e j 2 & # 4 >

o ¥ & 5
b 20 Effect of input power &
(continuous wave actuation for 20 min) = 9 b o 8 &
60 g’ s

“ﬁ’“

‘&/\)

N
o

Sl

Delivery Efficiency (%)
) s

(0]
o

o0

o0

0.1W 05W 1w N
e

[

Effect of input power )

Q

<

(pulse wave actuation for 10 min)

3W 5W

11w 21W
43% 35% 15% 7%

(@)

Delivery Efficiency (%)
S
o

[e2]
o

N
o

o

Figure 6.2 The effect of input power and treatment duration on the intracellular delivery. (a) The
delivery results for different treatment duration when continuous 1 W input power is applied. (b)
Delivery results for the input power in the range of 0.1-1 W and 20 min treatment. Within this
range, the temperature rise is insignificant, and therefore, a continuous wave actuation is used. (c)
Delivery results for different input powers in the range of 3—21 W. For each input power, the duty
cycle of the square-waves is set in the range of 7-43% for 10 min treatment duration, to avoid
excessive heat generated by the transducer and the vibrating PDMS. (d) Bright-field and
fluorescent images showing the cellular uptake in control and treated cells. The white arrows point
to individual cells as examples of those receiving cargo material as a result of disruptions to the
cell membrane. In all experiments, 3 kDa dextran is used as the cargo material for delivery into
MDA-MB-231 cells. The scale bar represents 100 um. The error bars indicate the standard

deviation of three independent experiments.
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6.2.3 Versatility in the Delivery of Various Materials into Different Cells

Next, we study the versatility of our acoustofluidic technique in delivering larger size cargo
materials, including 70 kDa anionic fluorescein isothiocyanate dextran (FITC-dextran) and 500
kDa anionic fluorescein dextran. As depicted in Figure 6.3a, a delivery efficiency of ~ 60—85% is
obtained for 3-500 kDa dextran, with the highest efficiency for 500 kDa dextran. This evidence
supports the hypothesis that membrane disruption cannot be the dominant mechanism of delivery
for 500 kDa dextran, because if it was, then a higher amount of delivery (see Figure E.3a)
compared to their respective control would occur for smaller size dextran molecules due to their
higher diffusion rate. As shown in Figure 6.3b and Figure E.3c—d, our intracellular delivery
technique is not limited to MDA-MB-231 cells, as we also demonstrate successful delivery of

dextran to MCF-7 and PC3 cells.
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Figure 6.3 The versatility of intracellular delivery of dextran with various sizes into different cells.
(a) Delivery results for dextran with different molecular weights into MDA-MB-231 cells. (b)
Delivery results for MCF-7 and PC3 cells. Delivery efficiency of ~ 63% is obtained in both
experiments. (c) Bright-field and fluorescent images showing 500 kDa dextran delivery into MDA-
MB-231 cells. The presence of localized high-intensity aggregates of fluorescein dextran suggests
an endocytic-dominant mechanism of delivery. (d) Confocal images of living MDA-MB-231 cells
exhibiting the uptake of fluorescein-conjugated 500 kDa dextran. Plasma membrane and cell
nucleus are stained with wheat germ agglutinin (WGA) and Hoechst 33342, respectively. The
scale bars represent 100 pm in (c¢) and 20 pm in (d). A 20 min continuous square-wave at 1 W
input power is used in all experiments. The error bars indicate the standard deviation of three

independent experiments.
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6.2.4 Probing the Mechanism of Intracellular Delivery

The outer leaflet of the plasma membrane is the surface through which each cell
communicates with its environment, and to appropriately respond to, or affect, its environment, its
composition must be tightly regulated by the cell. In a process known as endocytosis, plasma
membrane lipids, integral proteins, and extracellular fluid become fully internalized into the cell.?>2
There are many pathways of endocytosis orchestrated by different proteins at the cell surface that
operate simultaneously. The most well-known of these pathways is the clathrin-mediated
endocytosis. Other endocytic pathways that are not dependent on the protein clathrin are known
as clathrin-independent pathways that involve proteins, such as caveolin and flotillin. Cells
continuously take up fluid from their neighborhood by a process designated as fluid-phase
endocytosis. Unlike other types of uptake, this kind of endocytosis is not preceded by specific
binding to the plasma membrane or concentration of molecules at particular sites.?>* A variety of

fluorescently labeled dextran molecules are commonly used as markers of fluid-phase endocytosis

and macropinocytic probes to study the properties of endocytic cargoes.?>*

In contrast to 3 kDa dextran molecules that can diffuse into the cell cytosol if the cell
membrane is disrupted (Figure 6.2d), 500 kDa dextran molecules appear to be localized as
aggregates within the cell cytosol (Figure 6.3c and d). This could be an indication that 500 kDa
dextran is taken up by the cell via an endocytosis-dominant mechanism that is enhanced as a result
of acoustic excitation. Massive endocytosis, as well as exocytosis, are both associated with the
intracellular increase of calcium ions (Ca*?). Therefore, we measure the intracellular level of Ca™
using Fluo-4 AM, which is a labeled cell-permeant indicator of Ca*2. As depicted in Figure 6.4a,
a significant increase in Ca*? level is observed in the treated cells, which can be linked to the
endocytic activity of cells.?>>2%% As calcium influx can trigger endocytosis,?*’ depleting Ca*? from
the culture medium should decrease the amount of intracellular delivery. To verify this, we treat
cells with dextran in calcium-free phosphate-buffered saline (PBS) solutions. Our results show
that the delivery efficiency is not suppressed (Figure 6.4b) and a ~ 40% decrease in the uptake

(Figure E.4a) is observed when cells are treated in a calcium-free solution.

When extracellular materials are internalized through an endocytic pathway, they can be

entrapped in endosomes before degraded by enzymes in lysosomes.?>® Using pHrodo Green 10
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kDa dextran, which is a pH-sensitive dye, we monitor the uptake of dextran through endosomes.
Due to its pH sensitivity, this dye exhibits a dramatic increase in fluorescence when pH decreases
from neutral to acidic values. Delivery efficiency of ~ 50% obtained for cells treated with this dye
(Figure 6.4c and E.4b) is evidence of the role of the endosomal pathway in the intracellular
delivery. As opposed to conventional fluorescently labeled dextran molecules, which are anionic,
we also attempt to deliver zwitterionic dextran to MDA-MB-231 at an efficiency of ~ 60%. An
increase in the amount of delivery of zwitterionic dextran compared to anionic dextran (Figure
E.3b) could be due to the polar characteristics of the lipid bilayer that makes the plasma membrane
impermeable to charged molecules (regardless of the molecular size) and more permeable to

uncharged ones.>’

It has been shown that treatment with ultrasound and microbubbles can enhance flotillin-
dependent fluid-phase endocytosis and massive endocytosis.?®® We hypothesize that similar
pathways could be triggered in our device, and therefore, we also study the amount of delivery
through flotillin-mediated endocytosis. We acoustically treat healthy MDA-MB-231 cells and
transfected ones, where flotillin-1 protein is knocked out by CRISPR/Cas9. As illustrated in Figure
E.4c, even though the flotillin-knockout cells exhibit a ~ 40% decrease in the uptake of 70 kDa
dextran compared to the healthy ones, the uptake is still significantly higher than the control cells.

This finding shows the role of flotillin-mediated endocytosis in the delivery of 70 kDa dextran.

In our acoustofluidic device, cell oscillations generate shear stress on the viscous boundary
layer surrounding the plasma membrane, which in turn, drags the bulk of the fluid into motion.?!
Based on Newton’s third law, the plasma membrane, too, has to experience shear stress with equal
magnitude. Since fluid shear forces alone can cause membrane permeabilization,!® we calculate
the shear stress exerted on the plasma membrane when the cell is actuated at 1 W. Then, using a
flow control system, we expose the adherent cells to a unidirectional flow that generates roughly
equal shear stress on the cell monolayer. As illustrated in Figure 6.4d—e, treatment with shear stress
due to the unidirectional flow (when there are no acoustic excitation) can contribute a maximum
of 20% to the delivery efficiency of 500 kDa dextran. The amount of uptake is also much lower in

the shear-only treated cells compared to the acoustically-treated ones (Figure E.4d). However, this
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shear stress could be responsible to some extent for the elevated calcium level shown in Figure

6.4a 261,262
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Figure 6.4 Probing possible mechanisms of delivery. (a) The intracellular level of Fluo-4 AM, a
labeled calcium indicator, in control and treated cells. (b) Effect of Ca*? on the delivery of 3 kDa
and 70 kDa dextran. (c) Delivery results of dextran with different charges and a pH-sensitive
fluorescently labeled dextran (i.e., pHrodo Green 10 kDa dextran), which fluoresces at low pH
values. (d) Exposure to continuous flow (shear stress only) and acoustic excitation on the delivery
efficiency for different exposure durations. Acoustically actuated cells exhibit significantly higher
delivery efficiencies compared to those exposed to shear stress only. (e) Fluorescent images of the

cells acoustically treated at 1 W and those exposed to the continuous flow. The scale bar represents
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100 um. Acoustic treatments are conducted on MDA-MB-231 cells using a continuous square-
wave at 1 W input power. Results shown in (a—c) are for 20 min acoustic treatments. The error

bars indicate the standard deviation of three independent experiments.

6.2.5 Delivery of Nucleic Acids

One of the most commonly used tools in molecular biology for inhibiting the expression of
certain genes is the silencing of the RNA that interferes with both translation and transcription of
target genes, leading to repressed protein expression. The discovery of RNA interference is a
milestone in gene therapy because it opens opportunities to discover numerous pathways in many
diseases including cancer, genetic disorders, autoimmune diseases, and viral infections.?%® siRNAs
are double-stranded RNA molecules of 20-25 base pairs in length. Effective cytosolic delivery of
siRNA is a critical first step to achieve the desired protein expression inhibition. Conventional
siRNA delivery methods are biochemical ones in which siRNA and lipid molecules make a
complex that is easily taken by the semi-permeable bilayer lipid membrane via a process called
lipofection.?*> To further explore the applicability of our acoustofluidic device for gene therapy,
we treat MDA-MB-231 cells with labeled GAPDH siRNA, which results in a ~ 45% delivery
efficiency of siRNA (Figure 6.5a-b). Compared to the control experiment (lipofection), the
acoustically-treated cells exhibit a ~ ten-fold increase in the uptake of siRNA after 20 minutes of

treatment (Figure E.5a).

Recombinant DNA technologies allow obtaining pure DNA samples from genomes, which
are too large to analyze in detail at the molecular level directly. With the help of these molecular
biology technologies, almost any gene can be purified, its sequence determined, and the functional
regions of the sequence explored by altering it in planned ways and reintroducing the DNA into
cells and whole organisms.?** One of the most commonly used tools in molecular biology to
introduce DNA into cells are plasmid vectors. Plasmids are circular, double-stranded DNA
molecules that occur naturally in bacteria, yeast, and some higher eukaryotic cells and exist in a
parasitic or symbiotic relationship with their host cell.?* Plasmids can be engineered to possess
recombinant DNA and to transfer genes between different cells. They are also used to introduce
CRISPR/Cas9 gene-editing tools into the cells with either physical techniques, such as

electroporation, or biochemical techniques, such as lipofectamine transfection. It has been shown
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that introducing Cas9-sgRNA complexes directly to the cells via electroporation, instead of using
chemical-based methods, can improve efficiency and reduce off-target effects, highlighting a trend
towards direct delivery of macromolecules.!®2% Plasmids are usually 5-10 kilo-base pairs with a
diameter of smaller than 100 nm.?6%267 Since it carries nucleotides with phosphate groups, the
overall net charge of the plasmid is negative; therefore, cationic compounds, such as lipids and
polymer reagents, condense plasmids into solid nanoparticles with dimensions of tens of
nanometers easing the uptake of the plasmid by shrinking its size and shielding its negative

19,268

charge. Plasmids often carry specific markers, such as green fluorescent protein (GFP), for

selection, and generally, plasmids that carry empty vector green fluorescent protein (GFP) are
used. In this study, we show the intracellular delivery of empty vector EGFP carrying plasmid that
is often used for assessing the transfection efficacy. Compared to the lipofectamine transfection,
treatment with acoustics and lipofection shows a delivery efficiency of ~ 33% (Figure 6.5) and a

~ three-fold increase in GFP intensity (Figure E.5b).
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Figure 6.5 Intracellular delivery of nucleic acids. (a) Delivery results of siRNA and plasmid. (b)
Fluorescent images of the delivered siRNA and plasmid for control and treated cells. The scale bar
represents 100 um in (b). Treatments are conducted on MDA-MB-231 cells using a 20 min
continuous square-wave at 1 W input power. The error bars indicate the standard deviation of three

independent experiments.
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6.3 Discussion

In this chapter, we showed that acoustofluidic treatment could induce endocytosis of
different sizes of dextran molecules (3 kDa, 70 kDa, and 500 kDa) efficiently in a relatively short
time (on the order of minutes) and with high cellular viability. We demonstrated successful
delivery of 500 kDa dextran to various cell lines with an unprecedented*!-24824 delivery
efficiency in the range of 65-85% within a short (< 20 min) treatment duration. The acidity of
vesicles increases as they form and through the maturation process.?®>?”° An enhanced
fluorescence intensity of pHrodo Green 10 kDa dextran after the treatment indicates that more
endosomes are formed when 10 kDa dextran is taken up by the acoustically excited cells compared

to the control cells.

The uptake of 70 kDa dextran by the flotillin-knockout cells upon acoustic excitation shows
that the intracellular delivery may also depend on other pathways including those mediated by
clathrin or caveolin. We also observed that in our acoustofluidic technique, due to the generation
of microstreaming flow, dextran compounds are convected towards the cellular membrane. The
larger the substance is, the more time is needed for its internalization. The substances that are
drawn to the membrane do not dissociate from the membrane even after washing, suggesting that

these molecules are in the process of getting internalized at the cellular membrane.?”!

For efficient intracellular delivery, the molecular charge is an important consideration as
molecules with a positive charge, such as cationic lipids and cationic cell-penetrating peptides and
polymers commonly used as transfection agents, tend to be more efficient at penetrating the
negatively charged plasma membrane for gaining entry to cells.!??”? Here, we showed that acoustic
excitation could deliver substances, regardless of their molecular charges, as it enables the delivery
of neutral and anionic molecules. Therefore, our acoustofluidic strategy could also be used in the
intracellular delivery of proteins with negative charges, such as antibodies. Most of the typical
cargo molecules, including DNA and RNA, possess a net negative charge. Therefore, an effective
delivery method would be either a direct method such as the physical methods or a biochemical
method in which the charge similarity between the cellular membrane and cargo molecules could

be altered.
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In this study, we also showed that treatment with low amplitude acoustics together with
lipofection could deliver fluorescently labeled GAPDH siRNA to the cytoplasm of the MDA-MB-
231 cells more effectively than the conventional biochemical delivery method carried out by
lipofection alone. Moreover, treatment in our acoustofluidic device also decreases the time needed
for lipofection as it was able to deliver GAPDH siRNA in as short as 20 minutes treatment.
Importantly, a combination of acoustic excitation with lipofectamine minimizes the harmful
effects of lipofection on the cells as the cells are exposed to the complex for a shorter time than

the conventional 4—6-hour time window.

The intracellular delivery using acoustics, together with lipofectamine, enhanced the
expression of EGFP by the plasmid (almost three-fold increase, Figure E.5b) within 1 hr compared

to the conventional lipofectamine based plasmid delivery.

The design of the acoustofluidic platform presented in this chapter can be further developed
for treating a larger population of cells in a single run. In addition, treating cells at their resonant

273,274

frequencies and delivery to hard-to-transfect cells can be the interesting future directions of

our work.

6.4 Methods

6.4.1 Acoustofluidic Device Fabrication

We used photolithography followed by soft lithography to fabricate a PDMS microfluidic
channel. The channel and a ~ 70 pm thick glass substrate (Agar Scientific) were permanently
bonded after plasma treatment. A PZT transducer (7BB-27-4L0, Mouser Electronics) was then
bonded onto the glass substrate next to the microfluidic channel using liquid PDMS. Actuation
voltage and frequency were generated using a function generator (Siglent) and amplified using an
amplifier (E&I). Acoustic microstreaming flows were captured using a high-speed camera (Vision

Research).
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6.4.2 Cell Preparation

The microfluidic channel was incubated for at least 2 hours with fibronectin (Sigma) solution
at a concentration of 100 pg mL! to facilitate the adhesion of cells to the glass surface. After the
cells were seeded into the microfluidic channel, it was incubated at 37 °C for at least two days
before the experiments were conducted. The cell culture medium is composed of RPMI 1640
(Wisent Bioproducts) growth medium supplemented with 10% (v/v) fetal bovine serum (Wisent
Bioproducts) and 1% (v/v) PenStrep (Wisent Bioproducts). For the cellular membrane staining,
WGA Alexa Fluor 633 Conjugate (Thermofisher) was used at a dilution of 1:100 in PBS, and
nuclear staining was carried out with Hoechst 33342 (Thermofisher) at a concentration of 0.1 ug

mL-!. Cells were incubated at 37 °C for 15 minutes before images were taken.

6.4.3 Dextran Solution Preparation

All dextran solutions were prepared by mixing dextran in the cell culture medium. 3kDa
Alexa 488 dextran (Thermofisher) was used at a final concentration of 50 pM.?”> 70 kDa anionic
FITC-dextran (Thermofisher) and 70 kDa zwitterionic Texas Red (Thermofisher) with equal final
concentrations of 0.11 mg mL! were used.?’® pHrodo Green 10 kDa dextran (Thermofisher) was
used at a final concentration of 100 ug mL!. 500 kDa Fluorescein dextran (Thermofisher) with a

final concentration of 10 pg mL™! was used.

6.4.4 Transfection Protocol

Transfection of MDA-MB-231 cells with siRNA was carried out with a lipofectamine-based
transfection by using RNAIMAX reagent (Invitrogen). The amount of lipofectamine was
optimized for the GAPDH siRNA-Cy3 (Thermo Fischer Scientific) to be delivered to the cells
inside the microfluidic channel. Briefly, 5.5 ul of 20 uM siRNA was added to 200 pl of
OPTIMEM, and 6.25 pl of RNAIMAX was added to this mixture. This complex was added to the
MDA-MB-231 cells, and images were taken 20 minutes later. Empty vector plasmid EGFP
(pEGFP-C1 (Clontech 6084-1)) was used for the plasmid delivery experiments. Lipofectamine
transfection was carried with Lipofectamine 3000 Reagent (Invitrogen) by optimizing the volume

needed for the cells inside the microfluidic channel. Briefly, 7.4 ul of Lipofectamine 3000 was
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added to 250 pl of OPTIMEM in a microfuge tube. In another tube, 3 pl of pEGFP-C1 (3.3 pg pl°
" and 10 pl of P3000 reagent were added to 250 ul of OPTIMEM. The two OPTIMEM mixtures
were then mixed, incubated for 10 minutes at room temperature, and then added to the MDA-MB-

231 cells. The fluorescent images were taken within an hour post-treatment.

6.4.5 Calcium Ion Measurements

For the measurement of intracellular concentration of Ca*?, Fluo-4, AM (Thermofisher) at a
final concentration of 10 uM in cell culture medium was prepared. Next, cells were incubated with
this solution for 20 min. Then, cells were washed and incubated for another 20 min, before the

fluorescent images are taken.
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"] Conclusions and Future Work

7.1 Summary of the Research Findings

In this thesis, a) novel microfluidic approaches for the generation of monodisperse
microbubbles for ultrasound applications and acoustofluidic strategies for b) intracellular delivery
are presented. To eliminate the costly and complex microfabrication techniques needed for the
production of micro- and nanobubbles, two microfluidic approaches are developed. The bubble
shrinkage and breakup techniques reported in this thesis can be employed for obtaining bubble
populations of the desired size. The results also show that in a flow carrying bubbles, for a given
initial bubble radius, the effect of liquid surface tension and dilatational surface elasticity of the
bubble on the shrinkage rate is negligible. In such a flow, bubbles can grow, shrink, or maintain
their size depending on the shell permeability, liquid diffusion coefficient, liquid level of
saturation, and the external pressure imposed through the side channels. By applying vacuum
pressure, the final size of bubbles can be controlled, and thus this technique offers a sub-micron
bubble generation methodology. In this technique, one can predict the amount of vacuum pressure
required for a specific type of lipid solution in order for the collection of bubbles with the desired

size.

The potential application of the bubble shrinkage technique for the production of
nanobubbles is also demonstrated. A mixture of low aqueous phase solubility and high aqueous
phase solubility gasses are chosen for the bubble gas core. The final size of the nanobubbles is
governed by the bubble’s initial size and the mixing ratio of the two gasses. These findings can be

used for the development of contrast-enhanced ultrasound and targeted drug delivery applications.
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Moreover, an expansion-mediated breakup of bubbles (and droplets) is also presented. By
controlling the governing dimensionless numbers, one can predict the size distribution of the outlet
population being mono-, bi-, or tri-disperse. The modeling framework and the dimensional
analysis presented here for the prediction of the bubble size can also be useful for designing future

droplet-based lab-on-a-chip devices.

A novel acoustofluidic strategy is reported for developing cytosolic delivery — which could
also be used for characterizing the elastic properties of cells. The excitation of adherent cells using
acoustic waves in a microfluidic channel enables the cellular stiffness measurement and facilitates
cellular uptake. Due to the acoustic actuation of cells, microstreaming flow is generated
surrounding the cell inside the acoustofluidic device. The velocity of microstreaming flow induced
by a cell is shown to be directly related to the overall Young’s modulus of the cell. Cellular
stiffness, as a biomarker of cancer cell function, adherence, motility, transformation, and
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invasion, can, therefore, be probed in a high-throughput fashion using this acoustofluidic

platform.

A prolonged actuation of cells at relatively high acoustic pressures exhibits an enhanced
cellular uptake as a result of the combined effect of acoustic excitation and microstreaming flow.
The successful delivery of cargo materials with different sizes and charges into various cell lines
is demonstrated. Due to the high cellular viability, actuation controllability, operation scalability
and portability of this acoustofluidic strategy, it can be useful for a variety of in vitro cancer

biology and drug-screening applications.

7.2 Future Work

The research presented in this thesis can be further explored in the directions outlined below.

A change to the composition of the bubble shell can impact its lifetime, and thus, low
interfacial tension and low shell permeability can lead to a longer bubble lifetime. The production
of microbubbles with various shell compositions can be studied in order to identify the effect of

shell properties on the lifetime of the shrunk bubbles. One important question related to the bubble
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lifetime is: what happens to the shell structure when the bubble size changes due to shrinkage?
Does the shell retain its structure, or does shell buckling occur? The shell structure, at the molecular
level, of sub-micron bubbles, can be of great importance, as it can explain the acoustic response

and high stability of nanobubbles.

The approach reported in Chapters 2 and 3 for obtaining controlled shrinkage and breakup
of bubbles can also be useful for a variety of bubble-based applications, including the fabrication
of biomaterials (e.g., scaffolds, porous thin films, and protein bubbles),?”” gas-liquid microreactor
development,!76280:281 and DNA origami studies.?®? In conventional bubble-generator systems, the
size of bubbles is not controlled after the bubbles are generated. If a pressure control unit coupled
with a permeable microfluidic device is used, an additional control parameter will be provided for
tuning the final pore size in biomaterial production technologies or the reaction kinetics in

microreactors.

The possibility of obtaining a stepwise breakup of bubbles (or droplets) inside a microfluidic
device, which features multiple expansion-mediated regions with channels in a branched
configuration, can also be tested. In such a multi-step bubble breakup device, in addition to the
dimensionless numbers discussed in Chapter 3, the number of expansion regions that each bubble
flows through can also impact the final size distribution of bubbles meaning that a mono-disperse

or multi-disperse population can be achieved.

Using the acoustofluidic platform developed in Chapters 5 and 6, the cell resonant frequency
and its dependence on the cell shape and morphology can also be studied. The physical and
biological responses of cells to oscillations at their resonant frequencies is another interesting
research direction. Since at a resonant frequency, compared to non-resonant frequencies, the
maximum oscillation amplitude is higher, a lower level of acoustic energy will theoretically be
required for obtaining equal oscillation amplitudes. This could help to avoid the transducer heating

up while achieving the maximum acoustic excitation effect.

The acoustofluidic strategy developed for cellular elastography can be further calibrated
using a gold-standard technique, such as atomic force microscopy. A high-throughput device for

measuring Young’s modulus can be fabricated and tested across various cell lines. As an example,

118



this technique may enable a quick, non-invasive, and cost-effective methodology for

differentiating between healthy and cancerous cells.?#0-283

A high-throughput acoustofluidic device containing numerous regions of almost uniform
acoustic pressures can be fabricated and tested for the intracellular delivery across various hard-
to-transfect cell lines and stem cells. Hundreds of thousands of cells adhered to these regions can
be treated with different excitation parameters and treatment durations. Moreover, the efficacy of
the delivered genes in regulating cell functions can be further investigated using this intracellular

delivery device.

Exposing cells to acoustic pressures higher than the pressure range used for intracellular
delivery can force the cells to lose their adhesion to the substrate. The applicability of this
acoustofluidic technique in culturing adherent cells as an enzyme-free tool for cell dissociation can

be studied in the future.

The microfluidic approaches and acoustofluidic platform reported in this thesis are portable,
easy-to-operate, and biocompatible, and therefore, can be further optimized for being used in lab-

on-a-chip devices.
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Appendices

Appendix A: Supporting Information for Chapter 2
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Figure A.1 Comparison of bubble shrinkage results along the microfluidic channel for a degassed

PDMS device, and a saturated PDMS device left in atmospheric condition for 24 hours prior to

usage. In these experiments, the aqueous liquid flow rate and air pressure are 3 uLmin~! and

25.5 + 1.5 kPa, respectively. The vacuum pressure P, = 0.
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Appendix B: Supporting Information for Chapter 3

Video B.1

This video shows a periodic symmetric breakup of bubbles and is accessible

https://journals.aps.org/prfluids/supplemental/10.1103/PhysRevFluids.5.013602

Video B.2

This video shows a periodic asymmetric breakup of bubbles and is accessible

https://journals.aps.org/prfluids/supplemental/10.1103/PhysRevFluids.5.013602

Video B.3

This video shows a periodic symmetric breakup of oil droplets and is accessible

https://journals.aps.org/prfluids/supplemental/10.1103/PhysRevFluids.5.013602

Video B.4

This video shows a periodic asymmetric breakup of oil droplets and is accessible

https://journals.aps.org/prfluids/supplemental/10.1103/PhysRevFluids.5.013602
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Appendix C: Supporting Information for Chapter 4

Note C.1 Preparation of the lab-made gas mixture

For preparing the lab-made mixture of CsFs in air, we used a prefilled 500 mL graduated

glass bottle which was immersed into a water sink upside down, as shown in Figure C.1.

Eo3

N\
%i =

————

s

Figure C.1 A schematic of the custom-made setup for mixing gasses.

A mixture of 42 wt% CsFs was prepared by injecting a 270 mL of air and a 30 mL of pure
CsFs (SynQuest Labs Inc.) into the bottle, while the volume of each gas was estimated by the
displacement of water at a constant pressure. The gas mixture was then extracted using a 50 mL
syringe. A mixture of 4.2 wt% C;Fg was prepared by mixing a 270 mL of air and 30 mL of 42 wt%
CsFg mixture. A gas mixture of 0.42 wt% was then prepared by mixing a 270 mL of air and a 30

mL of 4.2 wt% CsFs.
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Appendix D: Supporting Information for Chapter 5

Figure D.1 Confocal images of the two MDA-MB-231 cells studied in Section 2. The cells having
an equal height of ~ 10 um are stained with Actin-GFP. On each cell, the dashed red line roughly
outlines the region of the cell’s maximum height. The center of this region (i.e., the point of

maximum height) is marked by a blue arrow. The scale bars represent 20 pm.
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1.5

Streaming Velocity

Trial #1 Trial #2 Trial #3
Figure D.2 The results of three different trials of maximum microstreaming velocity

measurements of MDA-MB-231 cells (n = 10).

a 1.5
PDMS ¢
Acoustic streaming flow
Surface \ -
acoustic / - \ 2 1r
- — Z * ke]
Transdu;er wave z Sscilation Oscillation S
>
_ o
£
£
b PDMS 3
4
Hos
Acoustic streaming flow
Surface
acoustic / - \
wave , o = = N " oscillation 0
‘m_ Configuration a Configuration b

Transducer
- +

Figure D.3 (a—b) Schematic diagram (not to scale) of the two different device configurations. (a)
PZT transducer and the microfluidic channel are attached onto the same surface of the substrate.
(b) PZT transducer and the microfluidic channel are attached onto the opposite surfaces of the
substrate. Theoretically, cells on either surface of the substrate can be excited by Lamb waves,
regardless of the surface on which the acoustic waves are introduced. (¢) The results of streaming
flow induced by the same cells (i.e., MDA-MB-231) in these two device configurations. An

acoustic field can form in the substrate regardless of the surface on which the transducer is
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attached, and thus, cells can exhibit microstreaming flow in either of the two device configurations.

The actuation frequency is 98 kHz.

1.5r

Treatment with Trypsin

Projected Cell Area

t=0 t=2min t=4min
Figure D.4 Projected area measured by phase-contrast microscopy during the treatment of MDA -

MB-231 cells with trypsin. The error bars represent one standard deviation (n > 10).

Osmotic Shock

1.5

Cell Volume

0% DI 100% DI

Figure D.5 Cell volume measurements before and after an osmotic shock is imposed on the MDA -
MB-231 cells. The cells are first stained with Actin-GFP, and then fluorescent images at equal z
steps are taken. The volume of each cell is estimated by adding all cross-sectional area obtained

from the fluorescent images. The error bars represent one standard deviation (n = 7).
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Before Treatment

After Treatment

Figure D.6 MDA-MB-231 cells stained with Phalloidin showing actin filament distribution before
and after treatment with 4 uM Cytochalasin D. As shown, actin filaments are depolymerized after
the treatment and coagulated randomly in localized regions, as opposed to the untreated cells,
where, the cells exhibit a more uniform distribution of actin filaments throughout their structure.

The scale bar represents 20 pm.
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Figure D.7 Young’s elastic modulus measurements using AFM. Live (control) cells exhibit an
average Young’s modulus of 1.38 kPa. Treatment with Cytochalasin D results in a ~ three-fold
lower average Young’s modulus of 0.48 kPa, whereas those chemically fixed with PFA are stiffer
than controls with a ~ five-fold higher average Young’s modulus of 6.57 kPa. The error bars

represent one standard deviation of all processed force measurements (~ 500 per cell) of four cells

per group.
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Treatment with Paraformaldehyde
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Figure D.8 The maximum streaming velocity induced by individual MDA-MB-231 cells
monitored before and after treatment with PFA solution. The error bars represent one standard

deviation.

Note D.1 Numerical simulation

In order to model the cell-induced microstreaming flow, we conduct a perturbation
approximation using thermoviscous acoustics and laminar flow physics.?>284285 Briefly, first we
design 3D microfluidic domains of 300x300X28 um containing single-cells with a diameter of 30
um for the round cell and 36 um for the flat cell adhered to the bottom surfaces. Then, 1% order
acoustic field is solved for the entire domain assuming a harmonic boundary condition with a 10
nm amplitude in all three directions (i.e., one normal and two tangents) imposed on the cell

membrane. The 1% order equations are as follows: 284283
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where, p, v, p, i, B, T, k, C,, and a are mass density, fluid velocity, fluid pressure, fluid viscosity,

viscosity ratio, fluid temperature, thermal conductivity of the fluid, specific heat capacity at

constant pressure, and thermal expansion coefficient, respectively.

The streaming flow is the solution to the laminar flow physics assuming the time-averaged

values of the 1% order quantities added as mass source and volume forces to the laminar flow

equations:

(6v2> _
pO at -

Once v, is obtained, we generate the velocity field and plot the streaming flow lines.

d

G2+ 00T+ (w:)) = =V - (prwy)

d
~V(pa) + HVH (V) + BRV(T. (Vo)) = (pr 5 = pod (V. V)W)
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We use COMSOL Multiphysics to solve above equations. A physics-controlled mesh
structure for the entire fluidic domain with an average element size of ~ 4 um is used. Table D.1

summarizes the property values of the fluidic domain (assuming as water) used in the simulations.

Table D.1 The property values used in the numerical simulation

Property Value

f 98 kHz

p 1000 kg m

U 8.5x10* Pas
B 0.33

k 0.61 W (m K)!
C, 4180 J (kg K)'!
a 2.75x104 K!

Note D.2 Microstreaming flow measurement

We take high-speed videos for 4 s capturing the beads with the maximum speed surrounding
the cells. The video frames are then extracted for further analysis. We use a semi-automated single-
particle tracking technique, which is also available as an Image] plugin, called TrackMate.?**
Briefly, first we specify the estimated bead diameter per pixel, and after adjusting a threshold,
beads are detected in all frames using a Laplacian of Gaussian filter. Next, we conduct the bead
tracking step by adjusting the beads’ maximum travel distance (in pixels) across every two
successive frames. It should be noted that bead tracks obtained at the end of this step have different
lengths depending on the number of frames the beads appear on the focal plane. We, therefore,
keep the more reliable tracks, i.e., those on the top ~ 10% of the track displacement list. We then
take the average velocity (pixel per frame) of the beads in the remaining tracks (Figure D.9). 10
tracks with the highest average velocity are taken as the streaming flow measurements for each
cell. Measurements from all cells are then combined, averaged, and their standard deviations are

calculated.
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B pixel/frame
Figure D.9 (a) Bright-field image of an MDA-MB-231 cell. (b) Stacked image showing the tracks
of 1 um beads in the liquid once the cell is driven at 98 kHz. (c¢) The output of the semi-automated
single-particle tracking technique showing the bead tracks. The flow patterns detected by the
automated technique match those found by the stacked image. The color bar represents the mean

velocity (in pixel per frame). The scale bar represents 20 pm.

Video D.1

This video shows an example of cell-induced flow generated when the cells are driven at 98
kHz. lum beads are mixed with the fluid. It is accessible at

https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&

file=sml1201903788-sup-0002-VideoS1.mov

Video D.2

This video shows an acoustically generated fluid flow inside the microfluidic channel at 98
kHz when no cells are present. lum beads are mixed with the fluid. It is accessible at

https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&

file=sml1201903788-sup-0003-VideoS2.mov
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Video D.3

This video shows fluorescent tracers following the microstreaming flow induced by an
MCF-7 cell at a height of z = 7 um above the substrate surface. The actuation frequency is 98
kHz. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-0004-VideoS3.mov

Video D.4

This video shows fluorescent tracers following the microstreaming flow induced by an
MCEF-7 cell at a height of z = 14 pum above the substrate surface. The actuation frequency is 98
kHz. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-0005-VideoS4.mov

Video D.5

This video shows fluorescent tracers following the microstreaming flow induced by an
MCF-7 cell at a height of z = 21 pm above the substrate surface. The actuation frequency is 98
kHz. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-0006-VideoS5.mov

Video D.6

This video shows the microstreaming flow induced by an MDA-MB-231 cell at an actuation
frequency of 32 kHz. 1 um beads are mixed with the fluid. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-0007-VideoS6.mov
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Video D.7

This video shows the microstreaming flow induced by an MDA-MB-231 cell at an actuation
frequency of 73 kHz. 1 um beads are mixed with the fluid. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=smll1201903788-sup-0008-VideoS7.mov

Video D.8

This video shows the microstreaming flow induced by an MDA-MB-231 cell at an actuation
frequency of 98 kHz. 1 um beads are mixed with the fluid. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=smll1201903788-sup-0009-VideoS8.mov

Video D.9

This video shows the effect of MDA-MB-231 cell oscillation on a 5 um bead when the cell
is actuated at a frequency of 32 kHz. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-00010-VideoS9.mov

Video D.10

This video shows the effect of MDA-MB-231 cell oscillation on a 10 pm bead when the cell
is actuated at a frequency of 32 kHz. It is accessible at
https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-00011-VideoS10.mov

Video D.11

This video shows a motion of intracellular vesicles caused by the oscillation of an MDA-

MB-231 cell membrane. The actuation frequency is 98 kHz. It is accessible at
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https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1002%2Fsmll.201903788&
file=sml1201903788-sup-00012-VideoS11.mov
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Appendix E: Supporting Information for Chapter 6

Note E.1 Image analysis protocol

To quantify the uptake, the fluorescence images of control and treated cells were taken using

consistent levels of illumination and excitation-emission filters of 480/17-517/23 nm for green

fluorescence imaging and 556/20-615/61 nm for red fluorescence imaging. For each experiment,

we took the bright-field and fluorescent images of the regions of interest (Figure E.la—b). Here,

we assume the amount of delivery is directly proportional to the fluorescence intensity of the cargo

material.?%¢ To quantify the uptake, we use a semi-automated protocol, which consisted of five

steps, as follows.

field image (Figure E.Ic).

Step #1: First, we use ImagelJ to select the areas covered by the cells on the bright-

e Step #2: Then, the selected area is copied to the fluorescent image (Figure E.1d).

e Step #3: Next, the average fluorescence intensity of the selected area from the

fluorescent image is calculated

(i e I = Sum of the values of the pixels of the selected area
ey 1 -

).

Selected area

e Step #4: Then, the average fluorescence intensity of the regions outside the selected

. . Sum of the values of the pixels outside the selection
area is calculated (i.e., I, =

).

Area outside the selection

e Step #5: The final step is to calculate the difference of /; and />, which is considered

as the average intensity of the delivered material to the cells (i.e., Mean Intensity =

1;- D).
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Bright-field 500 kDa fluorescein dextran
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Figure E.1 Sample (a) bright-field and (b) fluorescent images taken from the regions of interest.
(c) The outline of the cells on the bright-field image is selected using ImagelJ. (d) The selected area

is then transferred to the fluorescent image for further intensity calculations. The scale bar

represents 100 pm.

To quantify the delivery efficiency, we take the control experiments as the reference for
finding a fluorescence intensity threshold (Z;). This threshold is defined as an intensity that is higher
than the mean intensity of 95% of the cell population in the control experiments.*>* In other
words, only 5% of control cells exhibit fluorescence intensities higher than /.. The delivery

efficiency of each treatment is calculated as follows:
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Figure E.2 The effect of input power and treatment duration on intracellular delivery. (a) The
delivery results for different treatment duration when continuous 1 W input power is applied. (b)
Delivery results for the input power in the range of 0.1-1 W and 20 min treatment. (c) Delivery
results for different input powers in the range of 3-21 W. For each input power, the duty cycle of
the square-waves is set in the range of 7-43% for 10 min treatment duration, to avoid excessive
heat generated by the transducer and vibrating PDMS. In all experiments, 3 kDa dextran is used
as a cargo material for delivery into MDA-MB-231 cells. The mean intensities are normalized by
the values of control experiments. The error bars indicate standard deviation of three independent

experiments.
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Figure E.3 The versatility of intracellular delivery of dextran with various sizes and charges into
different cells. Delivery results for dextran (a) with different molecular weights and (b) charges
into MDA-MB-231 cells. Delivery results for (¢c) MCF-7 and (d) PC3 cells. A 20 min continuous
square-wave at 1 W input power is used in all experiments. The mean intensities in (b—d) are

normalized by the values of control experiments. The error bars indicate standard deviation of

three independent experiments.
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Figure E.4 Probing possible mechanisms of delivery. (a) Effect of Ca*? on the delivery of 3 kDa
and 70 kDa dextran. (b) Delivery results of pHrodo Green 10 kDa dextran, which fluoresces at low
pH values. In these experiments, the fluorescence images of the treated and control cells are taken
while the cells are exposed to the solution containing pHrodo dextran. Therefore, the delivery of
pHrodo Green 10 kDa dextran is an indication of the endosomal pathway role in intracellular
delivery. (c) Effect of flotillin-dependent endocytosis on the amount of delivery. (d) Exposure to
continuous flow (shear stress only) and acoustic excitation on the amount of delivery for different
exposure durations. Acoustically actuated cells exhibit significantly higher uptake compared to
those exposed to shear stress only. Treatments are conducted on MDA-MB-231 cells using a 20
min continuous square-wave at 1 W input power. The mean intensities in (a—c) are normalized by
the values of control experiments. The error bars indicate standard deviation of three independent

experiments.
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Figure E.5 Intracellular delivery of genes. Delivery results of (a) siRNA and (c) plasmid.
Treatments are conducted on MDA-MB-231 cells using a 20 min continuous square-wave at 1 W
input power. The mean intensities are normalized by the values of control experiments. The error

bars indicate standard deviation of three independent experiments.
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