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Abstract 

Improvised Explosive Devices (IEDs) have been developed over the years across many nations 

around the world. IEDs used by terrorist actions and in warfare cause devastating death, injuries 

and damage. To protect the public, many emergency responders have to risk their lives by 

performing extremely hazardous tasks such as interacting with suspected IEDs. To prevent the 

emergency response teams from being negatively impacted by IEDs, many different kinds of 

response robots have been deployed in many locations worldwide – allowing first responders a 

safe way to interact with these menaces from a distance. This thesis contributes to the 

understanding of using robot arms with a Leader–Follower (LF) approach to help humans with 

performing dexterous operations like those which are inevitably required for manipulating IEDs 

remotely. The LF approach allows operators to remotely manipulate a robot arm without putting 

operators’ lives in danger. By physically controlling one arm from a safe distance, operators can 

successfully copy its movements to a second arm. As a result, we argue, this approach can be 

helpful for minimizing operator risk when interacting with suspicious devices while at the same 

time facilitating more intuitive remote control. 
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Chapter 1 

Introduction 

1.1   The Evolution of Robot Technology 

According to [1], robotics is a branch of artificial intelligence which deals with the design, 

construction, operation, and application of robots. There are many different kinds of robots and 

each has been designed and used in various areas to assist humans with supporting a lot of disabled 

as well as elderly people in various tasks in their daily activities, investigating hazardous 

environments, and performing many risky tasks from safer distances, etc. As robots become more 

sophisticated, many of advanced robots [2-3] are capable of investigating and accessing to a 

burning building to search for people stuck inside, whereas others have the capabilities to detect 

hidden grenades or explosives [4]. These robots are extremely helpful in saving lives because they 

could be used to perform many extremely hazardous tasks even though they are not at a level to 

replace humans yet. 

A robot arm is a type of mechanical arm, usually programmable, with similar functions to a human 

arm [5]. There are many different companies that make robot arms available to businesses of every 

size [6], all over the world. Most of them are designed to mimic the range of the motion of a human 

arm with different types of payloads and weights [7]. Most robot arms are usually light in weight 

and flexible designs [8-9]; therefore, they can be easily transported from one environment to 

another and/or mounted on tables or wheelchairs to assist humans with handling basic tasks such 

as picking up a bottle of water or moving small items around. 
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Figure 1.1 - Technical specifications of Universal Robot model UR3/ UR5/ UR10 [7] 

More importantly, some high-tech robots can be used to save lives by operating many perilous 

tasks which are risky for humans to do. These robots are known as “Bomb Disposal Robots” or 

“Explosive Ordnance Disposal (EOD) robots” [10-13], which has been widely used in military 

services and many dangerous environments for emergency rescue support, bomb disposal, tactical 

operations, surveillance, etc. to inspect for suspicious packages and neutralize munitions or bombs 

if needed [14-16]. These advanced EOD robots have been developed over the years by researches 

with the objective of improving safety of the following operations: search and rescue missions, 

IED-related tasks, or bomb disposal in land operations, etc. 
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1.2   Improvised Explosive Devices (IEDs) 

An attack based on an Improvised Explosive Device, or IED [17] had threatened all New York 

City residents and their neighborhoods on the evening of Saturday, September 17. It was confirmed 

that the bomb exploded in the attack was a pressure-cooker device, which was similar to the one 

used in the Boston Marathon attack in 2013 [18]. These bombs are called IEDs and have been 

widely used by most of terrorists and insurgents to cause severe damage and induce panic in the 

public. 

 

Figure 1.2 - Chelsea explosion, a bomb blast in NewYork City, which injured 29 people [17] 

According to [19], during the Vietnam War, IEDs were used by the Viet Cong to fight against 

land- and river-borne vehicles; moreover, another large-scale use of IEDs derailed thousands of 
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German trains [20] which caused a lot of damage or destruction during 1943-1944. With the 

growth of the development in science and technology, insurgents and terrorists worldwide can 

easily make IEDs the fastest growing type of weapon by simply using available bomb-making 

instructions on the Internet. As a result, more and more specialized response teams, called 

“Explosive Disposal Units” (EDU), have been urged to help with searching for the use of hidden 

explosives in urban environments. The challenge is to find a safe and effective way to neutralize 

the threat associated with explosive devices by either disabling or safely detonating them from a 

safe distance. For this reason, many advanced bomb disposal robots have been deployed to help 

emergency responders with performing hazardous tasks in order to save innumerable lives. 

 

1.3   The Problem 

Many studies [21-25] have been conducted since the attacks of Sept. 11, 2001 at the World Trade 

Center (WTC) Towers to reduce the risk to first responders. As a consequence, a series of security 

initiatives have also been undertaken with a primary consideration to protect first responders from 

being unforeseeably impacted by hidden IEDs. In fact, terrorist attacks continue to take place even 

more serious at open-access events such as marathons, parades, political rallies, protests, festivals, 

etc. Regardless of the types of events, as the threat of IEDs continues to grow, more and more 

bomb squads are in demand and should be better prepared to prevent, respond to, and mitigate the 

negative effects of terrorist attacks. Therefore, it is imperative to reconsider, and perhaps reduce 

the potential risks that might affect the safety of emergency response teams while performing their 

duties. Instead of sending human first responders to physically interact with items or other objects 

that might conceal IEDs, many advanced rescue robots have been extensively deployed to 

minimize risks while performing search and exploration tasks. 
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One type of robot that can be helpful for providing a promising solution to assist emergency 

response teams in time-critical missions is the EOD robot. Typically, bomb disposal robots [26-

29] are equipped with cameras and a two-way communication link that allows them to be tele-

operated from safe standoff distances with the intention of dealing with explosive devices by first 

searching and recognizing, then moving, lifting and/or safely disposing unknown suspected 

packages while keeping investigators out of harm’s way. Although various techniques have been 

proposed and used to deploy these bomb robots, all of which take time for operators to first 

familiarize themselves with different situations prior to applying control techniques requiring 

remote operations in dangerous environments whereas others might fail to render the IED 

effectively in a timely manner. These bomb robots require some special training in addition to 

special knowledge about robot control. The learning process is laborious and time consuming. 

Different scenarios may take longer time for operators to plan out a route so that robots can 

efficiently navigate to target destinations, especially when the environments are complex. 

Up until now these bomb robots have been used in well-controlled manipulations by police officers, 

bomb squads, and/or emergency responders among various situations and complex environments 

with variable terrains, many assorted obstacles, confined areas, etc. With the environments and 

situations given, there has been many advanced solutions to help operators with remotely 

controlling bomb robots without risking their lives. Nevertheless, what is the most flexible, reliable, 

and intuitive way for operators to effectively maneuver such a remote-controlled robot when 

dealing with suspicious items while at the same time minimizing the loss or injury to operators? 
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1.4   Contributions 

This thesis makes the following contributions: 

1. A new method for robotic arm control for reducing the risk to emergency response teams. 

2. The first to introduce side-by-side comparisons of different test methods adapted from a 

standard set of test methods being developed by the National Institute of Standards and 

Technology (NIST) with the main goal of improving safety related manipulation tasks. 

3. Provides experimental evidence that the Leader–Follower approach for remote 

manipulation is superior to common control mechanism currently used for EOD robot 

operations. 

The first contribution of this thesis is the proposal of a new method which allows operators to use 

one local arm to manipulate the movement of another remote arm at a distance, called the Leader–

Follower approach. Some of these tasks could be simple but are too dangerous for humans to 

perform whereas other tasks are not only complex but also time consuming. In terms of safety 

related manipulation tasks, this new control strategy have been developed to help first responders 

with performing various hazardous tasks while at the same time minimizing their risk when 

interacting with suspected IEDs.  

The second contribution introduces the development of collecting capability data concerning 

response robots and facilitating direct comparisons among different control strategies when 

deploying robot arms for remote manipulation tasks. As a consequence, reported findings and data 

comparisons can be used to identify the efficacy of the Leader–Follower approach in relation to 

other control strategies when determining the most effective way of remotely controlling a robot 

arm using identical tasks allowing “apples to apples” comparisons. 
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Lastly, the Leader–Follower method introduced in this thesis is not only simple to implement but 

also flexible and intuitive to use when performing various complicated movements as compared 

with a traditional way using a joystick. This integrated system is developed to support robot 

operators with various applications requiring remote operation with a robot arm. Regardless of 

which application considering during the deployment process, we believe the LF method is the 

most advantageous control technique for various levels of robot operators and thus, overcomes 

other test methods in general. 

 

1.5   Thesis Organization 

This thesis is organized as follows: 

Chapter 2 presents background information related to this thesis, including a literature review of 

important capabilities of response robots, high-level teleoperation systems, fundamental concepts 

of robot manipulators and an introduction to standardized test methods. 

Chapter 3 describes the details of general control principles and an overview of the testing 

environment including test equipment, procedures and how we apply the Leader–Follower 

approach to a remote robotic manipulation system. 

Chapter 4 discusses experimental results, operational challenges and analysis of data collected 

during experiments defined in Chapter 3. 

Chapter 5 provides final conclusions, discusses limitations and potential future work. 
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Chapter 2 

Literature Review 

2.1   Introduction 

While it may be impossible to eliminate the threat of an IED attack, a challenge for developing 

safe and effective ways to remotely interact with hidden explosives might help first responders to 

minimize their risk. This chapter presents a review of the importance of different kinds of response 

robots’ capabilities found in various equipment. In addition, we also discuss various schemes—

both operational and experimental—for teleoperation systems as well as several fundamental 

concepts of robot manipulators. Last but more importantly, the chapter goes on to describe various 

standard test methods conducted by NIST. 

 

2.2   Important Capabilities of Response Robots 

Most insurgents and terrorists construct IEDs in various sizes and in an increasing number of 

configurations including vehicle-borne IEDs (VBIEDs) [30-32], such as a truck bomb and person-

borne IEDs (PBIEDs) [33], such as a backpack bomb. Several famous attacks using IEDs occurred 

against the World Trade Center in New York City in 1993 [34][35] and the Murrah Federal 

Building in Oklahoma City in 1995 [36-38]. Each attack caused devastating damage and injuries 

to people and neighbourhoods. As these types of IEDs continue posing significant dangers to the 

public, and potentially emergency responders, various human-like components of robots have been 

developed and slowly optimized to improve performance to meet the needs of safety-critical 

incidents. Various situations require different combinations of robotic technologies to be deployed 
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with different capabilities in response to various mission profiles. The following subsections 

describe the significant capabilities of different types of response robots available. 

2.2.1   Ground Response Robots 

The very first bomb disposal robot was designed to place a hook under a car suspected of 

containing a bomb in order to tow the car to a safe location without putting an EOD officer in 

danger. This initial Wheelbarrow EOD robot was invented in 1972 by Lieutenant-Colonel Peter 

Miller [39][40]. Many other types of robot technology have evolved in bomb-response operations 

[41-47]. Robots have emerged with widely different capabilities and come equipped with pincers, 

disruptors, and jammers capable of dealing with many types of IEDs. According to estimates from 

[48], about 60% of all explosive devices were safely neutralized in Northern Ireland where a total 

of 400 EODs were destroyed or damaged in operation, and this saved many lives. Ground response 

robots can also be used to perform various common tasks such as removing an object from an 

entrance, opening doors, climbing stairs, and using tools to carry out many other dexterous tasks 

[49-51]. According to [52], the first three armed Talon SWORDS (Special Weapons Observation 

Reconnaissance Detection System) robots were sent to Iraq in June 2007 by the US Army. The 

teleoperated “Talon” robot, as illustrated in Figure 2.2.1A below, are popular unmanned vehicles 

used in bomb disposal operations by the US and several other countries. This particular robot 

weighs about 60 pounds and can travel at 5.2 miles per hour a payload of 200 lb. Another example 

of a small bomb disposal robot [53] was selected by the Houston Police Department Bomb Squad 

(HPDBS) in order to evaluate its performance, called Vanguard MKII-T. The robot has a wide 

range of capabilities to deal with many IED-related common tasks (Figure 2.2.1B). 
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Figure 2.2.1A - A 60 lb Talon can handle up to a 200 lb payload [51] 

 

Figure 2.2.1B - The Vanguard MK II-T is capable of climbing up an ascend stair [53] 

According to the Defense Advanced Research Project Agency [54-58], or DARPA, many response 

robots are very helpful for performing various hazardous tasks during or in the aftermath of a 

disaster. The goal of search and rescue operations is to find and rescue the largest number of 

victims in the shortest time possible, while minimizing potential risks to rescuers. It is impossible 

for one single rescue robot to deal with all different types of obstacles, challenges and tasks of an 
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environment. As a result, cooperation between emergency response teams and robots as well as 

coordination among multi-robots [59-62] is extremely important for successfully completing 

rescue missions. 

2.2.2   Other Types of Response Robots 

To improve efficiency in search and rescue tasks, aerial response robots--unmanned aerial systems 

(UASs), have been widely deployed in various situations, such as large search area or environment 

extremely difficult to access by ground response robots [63]. For example, they can be used to 

track the spread of wildfires, search for missing people and detect toxic fumes after an explosion 

prior to sending human first responders [64-66]. More importantly, these drones are very helpful 

for navigating around hallways inside buildings, searching and mapping wide areas, and avoiding 

some unanticipated situations that may interfere with radio communications [67-70]. While 

operating drones in circular orbits or spiral movements, emergency response drone pilots are able 

to identify hidden objects from a far-off distance and subsequently, perform many other tasks, such 

as reading a hazardous material label or searching for essential mission tasks [71]. 

 

Figure 2.2.2A - A Mavic 2 Pro used in search and rescue operations [72] 
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With the use of the Mavic 2 Pro as shown in Figure 2.2.2A above, first responders are able to 

remotely locate specific targets or a missing individual in large areas such as an open field, a forest 

or a lake, etc. while at the same time cutting down search times significantly compared to a 

traditional on-foot search and rescue option [72-74]. 

Another type of response robot, called “underwater remotely operated vehicle” (UROV), is a 

submersible and capable of cooperating with ground and air based robots to help emergency 

responders with numerous military applications [75-76]. With the support of UROVs, without 

directly interacting with suspicious floating objects, emergency responders are able to grasp and 

drag them away to other designated locations on the water surface. The use of underwater response 

robots may also reduce the likelihood of further injuries for emergency response teams [77][78] 

while at the same time improving efficiency in search and exploration tasks in the marine 

environments where fishing nets and wildlife might pose dangers. 

 

Figure 2.2.2B - First Underwater ROV used in the 1960’s by the U.S. Navy [79] 

Figure 2.2.2B is a remotely operated vehicle first used by the U.S. Navy to successfully search for 

an atomic bomb that went missing off the coast of Spain in the 1960’s. 
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2.3   Advanced Teleoperation Systems 

Teleoperation is the primary method used in robotic control even though many forms of 

autonomous control have been proposed [80-81]. A teleoperated robot is a programmed 

mechanical device which can be controlled by a remote operator using a computer or other 

interface from a safe distance to either inspect, search, or access distant and often dangerous areas 

[82-84]. Teleoperated system or telemanipulation allows operators to remotely interact with other 

objects in dangerous and/or unreachable environments such as those with toxic gas, fires, and 

radiation [85]. 

2.3.1   Leap Motion Controller 

One of the most common ways to control a robot is to use a joystick controller. Depending on the 

complexity of robotic systems, some may involve more or less cognitive load for robots’ operator. 

In order to facilitate a more natural method of interaction for controlling mobile robots or to make 

the operator’s control task easier, research has been conducted on the performance improvement 

of advanced teleoperation systems, including the development of the Leap Motion technology [86-

91]. According to [92], Hayden was able to produce an intuitive and adaptive approach that 

successfully mimics the motion of a human hand by using a 6 Degree of Freedom (DOF) Leap 

Motion Controller (LMC), as shown in the figure below.  

 

Figure 2.3.1A - A typical Leap Motion Controller interface [92] 
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A 6-DOF JACO robotic arm, as shown in Figure 2.3.1A, which is made by Kinova, was selected 

in his research. By developing a communication interface between the Leap Motion controller and 

the robotic arm, the standard Kinova joystick, originally designed to operate a robotic arm, was 

replaced with the Leap Motion controller. Thus, there is no need to switch between different 

control modes such as translation, wrist, or fingers when controlling the JACO robotic arm. 

The implementation of this work was done in the C++ programming language in order to receive 

the data input from a Leap sensor in Cartesian coordinates. These values were scaled respectively 

before being translated into a new set of x, y, z coordinates required to move a robotic arm. This 

advanced technique provides a new novel gesture and position tracking system which is based on 

infrared optics and cameras instead of depth sensors. The following diagram (Figure 2.3.1B) 

describes in detail how all information regarding the user’s current positions (X, Y, and Z) can be 

retrieved from the Leap Motion controller and transferred into the Leap SDK for further mapping 

algorithm prior to being sent to the JACO robotic arm. 

 

Figure 2.3.1B - Overall information flow diagram when using the LMC [93] 
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In addition, there is an extra interface between the developed software and the Arduino Uno 

microcontroller required to enhance other features of the system such as additional sensors, 

actuators, and display components (LEDs, push buttons, etc.). 

Overall, this approach was done successfully as the author was able to replicate the movements of 

a human arm and these movements were subsequently copied into the robotic arm. However, when 

using the LMC, the hand was the only part of the human arm that could be detected. Also, the 

condition of the hand (opened or closed) could be captured properly if only the thumb, the index 

and the pinky fingers were moved as illustrated in Figure 2.3.1C. 

 

Figure 2.3.1C - Grasp and release operations [93] 

2.3.2   Real-time Glove Control 

By replacing the Kinova joystick with a resistive glove controller, Jacinto demonstrated his robotic 

arm testing and glove experiments successfully [94]. The JACO robotic arm was used during the 

experiment. The glove controller, discussed in this research, consisted of three main components: 

the Inertial Measurement Unit (IMU), flex sensors, and the Arduino Uno microcontroller. A 



 - 16 - 

similar concept of this methodology can also be found in the following work of [95-99]. In addition 

to the IMU, three flex sensors are needed to capture the movements of the operator’s thumb and 

first two fingers. Whereas the Arduino Uno microcontroller was used to send and receive data 

between the flex sensors, IMU, and the robotic arm via Robot Operating System (ROS). ROS was 

chosen to be the operating system used to support the teleoperation system controlling the robotic 

arm because there are a lot of useful libraries written ready for programmers to use. In this research, 

the author was able to complete his tests on the glove controller with simulations of hand 

movements. However, without the additional JACOSOFT driver, he was not able to control the 

full robotic arm with the glove controller. A fully assembled glove control used in his research is 

shown in Figure 2.3.2 below. 

 

Figure 2.3.2 - Glove controller with flex sensors, IMU and Arduino Uno microcontroller [94] 
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2.3.3   Virtual Joystick 

Another approach, which allows operators to interact with a robotic arm is a virtual joystick, as 

defined in the work of Palacios [100]. The main purpose of this research was to eliminate the use 

of mechanical joysticks. Palacios believed this type of controller application is much more 

convenient than a real-time glove control approach, especially when manipulating various 

repetitive tasks. Moreover, he claimed, the virtual joystick provides operators with a better flexible 

manipulation when performing various intricate movements. Below is a graphical user interface 

screenshot used to control the Kinova JACO arm in all directions. 

 

Figure 2.3.3 - Virtual joystick (GUI) [100] 
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2.3.4   Master-Slave Control System 

The idea of teleoperated systems, which has been discussed since the 1970s [101], was invented 

to help humans with remotely controlling robots from distances. Many sophisticated teleoperation 

systems have been extensively developed to perform various tasks that do not require autonomy 

or are too difficult for autonomy to accomplish. These teleoperated systems normally consist of 

two major parts: a master robot operated by a human and a slave robot working in a real field. The 

principle of master-slave control systems is to synchronize the movements between the master and 

slave robots so that motions of the slave robot can be copied exactly from the master one 

[102][103]. 

 

Figure 2.3.4 - A typical master-slave control system [103] 

Most of the master-slave control systems [104-106] are based on a haptic interface for remotely 

controlling slave robots. According to [105], these systems have been found to often be difficult 

to use and more time consuming due to training requirements. To address this, an enhanced 

mechanism using the force feedback [107-111] is broadly used in various forms of master-slave 
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control systems. For example, in [103] a sensor was attached to the inside of one of the gripper 

prongs to capture forces applied whenever the gripper was closed. In order to capture the correct 

position of the master robot (the user’s arm), a gyroscope and set of potentiometers were also 

needed in a control rig (fitted to the user’s arm). These potentiometers were mounted on the master 

robot at the following: the wrist, the elbow, the abduction, and the shoulder joints allowing the 

entire Human-Machine Interface (HMI) control methodology to mimic the exact movements of 

the master robot arm. Although these advanced systems have been successfully deployed in real 

applications; unfortunately, they are complex, expensive, and less intuitive to use due to additional 

operating control hardware needed on the master robot [112]. 

 

2.4   Fundamental Concepts of Robot Manipulators 

Kinematics is a branch of classical mechanics that describes the motion of joints, bodies (objects), 

and systems of bodies (groups of objects) without considering the mass of each or the forces that 

caused the motion [113]. Kinematics is considered as the most important aspect of robot design, 

control, and simulation. According to [114], robot kinematics studies the relationship between the 

dimensions and connectivity of kinematic chains and the position, velocity and acceleration of 

each link in the robot system. Robot kinematics can be separated into two fundamental problems: 

forward kinematics and inverse kinematics. 

2.4.1   Forward Kinematics 

Forward kinematics, also referred to as direct kinematics, is the process of finding the position and 

orientation of an end effector relative to its base of a robot given the joint angles and the values of 

all geometric links [115-117]. Generally, forward kinematics problem is simple to solve as there 
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is no complexity deriving the equations. The forward kinematics problem can be easily solved by 

calculating the transformation describing the position and orientation of the end effector relative 

to its base, which can be obtained by applying homogeneous matrices of transformations between 

frames fixed in adjacent links and the algorithm developed by Denavit-Hartenberg (D-H) [118]. 

To describe the robot kinematics, D-H method uses the following four parameters: ai-1 (the length 

of the link), 𝛼i-1 (the angle between axes zi-1 and zi measured along Xi), di (the link offset) and θi 

(the joint angle between axes xi-1 and xi measured about Zi), as shown in Figure 2.4.1 below.  

 

Figure 2.4.1 - Coordinate frame assignment for a general manipulator [119] 

According to the D-H representation, transforming from one link to the next link can be done by 

using the following basic transformations: rotations and translations, presented by equation (1). 

   		 T = R!"
"#$ (α"#$)		D!(a"#$)		R%(θ")		Q"(d") 

        = -

1 0
0 𝑐α&#$

			 0 0
−𝑠α&#$ 0

0 𝑠α&#$
0 0 				𝑐α&#$		 0

0 1

3

⎣
⎢
⎢
⎢
⎡
-

1				 0					
0				 1					

				0		 a&#$
	0			 			0		

0		 		0			
0		 	0	 			

				1			 		0			
	0 		1			

3

⎦
⎥
⎥
⎥
⎤
-

cθ& −𝑠θ& 			
𝑠θ& 	 cθ& 	

				0		 0	
0	 0

0				 				0			
0				 			0	 			

					1	 	0
				0 	1

3 ;
	1 	0	
	0 		1					

	0			 	0		
0		 	0		

0	 	0
0	 	0			

			1 			d&
		0 		1

< 

             = -

𝑐θ& −𝑠θ&
𝑠θ&𝑐α&#$ 𝑐θ&𝑐α&#$

			 0 							a&#$
−𝑠α&#$ 		−𝑠α&#$d&

𝑠θ&𝑠α&#$ 𝑐θ&𝑠α&#$				
0 0 				𝑐α&#$					 𝑐α&#$d&

0 1

3   (1) 



 - 21 - 

where Rx and Rz denote rotations, Dx and Qi present translations, and cθi and sθi are short forms for 

cosθi and sinθi, respectively. For a robot arm consisting of six joints, the forward kinematics of the 

end effector with respect to its base frame can be defined by multiplying all of the T!!"#  matrices 

as follows: 

T = T(q!)	!
" T(q#)…#

! T(q$)$
%

$
"   (2) 

where qi is the joint variable (i = 1, 2, ...6). 

In the equation (1) above, two parameters (ai-1 and 𝛼i-1) are always fixed and used to describe the 

link itself whereas the other two parameters presenting the link connection of the neighbour’s link 

are variable. Fundamentally, there are two types of joint: revolute joint and prismatic joint which 

can be summarized in detail in Table 2.4.1. 

Table 2.4.1 - Four D-H parameters [120] 

Parameter Revolute joint Prismatic joint 

Link length (ai-1) constant constant 

Twist angle (𝛼i-1) constant constant 

Link offset (di) constant variable 

Joint angle (θi) variable constant 
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2.4.2   Inverse Kinematics 

With the inverse kinematics problem, it generally takes a very long time to solve the values of joint 

angles given the position and orientation of an end effector relative to the base and the length of 

all geometric links [121-124]. In other words, the inverse kinematics problem can be defined as a 

conversion of the position and orientation of the end effector from Cartesian space to joint space 

[119]. There are numerous ways for finding the inverse kinematics solution; two common 

approaches have been used to solve the reverse kinematics problem are geometric and algebraic.  

2.4.3   Degree(s) of Freedom 

The degree of freedom (DOF) has been defined as the number of independent variables required 

to define the position of a typical rigid object in space [125][126]. In other words, DOF is used to 

define the number of directions in which a particular object can move. In the following example, 

the position of a single engine moving along a track has one degree of freedom because its position 

is defined by the distance along the track. Whereas the motion of a ship at sea as depicted in Figure 

2.4.3 has six degrees of freedom as it could move up and down, left and right, or forward and 

backward. In addition, it could swivel left and right (yawing), or tilt forward and backward 

(pitching), or pivot side to side (rolling).  

 

Figure 2.4.3 - The six degrees of freedom of movement of a ship 
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In the example of 6-DOF in a motion of a ship above, surge, sway, and heave are translational 

motions whereas roll, pitch, and yaw are rotational motions caused by sea waves and might be 

reduced by internal and/or external forces (propellers, rudders) and environments conditions (wind 

and sea currents). Similarly, the trajectory of an airplane in flight has three degrees of freedom and 

its attitude along the trajectory has another three degrees of freedom resulting in a total of six 

degrees of freedom. In the following example [127], the robotic arms used to implement and test 

real-time collision avoidance in this research which are similar to a human arm have seven degrees 

of freedom. 

2.5   Standardized Test Methods 

The U.S. Department of Homeland Security, Science and Technology Directorate (DHS S&T) 

engaged a long term partnership with the National Institute of Standards and Technology (NIST) 

to develop a series of standardized tests for the purposes of collecting capability data concerning 

response robots and providing significant data comparison regarding associated apparatuses, 

procedures, and performance metrics [128-131]. Many emergency responders have to risk their 

lives by dealing with a variety of extreme hazards for which remotely operated robots should be 

deployed to protect the public. When dealing with hidden hazards such as suspected IEDs while 

searching survivors in collapsed buildings or compromised structures, responders want to start and 

stay remotely. For this reason, various capable robotic systems have been developed and tested 

from safe stand-off distances to provide situational awareness when performing dexterous object 

manipulation tasks.  

According to [132], the main goal of improving safety related manipulation tasks is to find the 

effective and safe way of remotely deploying various robotic systems by measuring key 

capabilities of robots for emergency response and various other hazardous applications. In order 
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to achieve this, many comparisons of different robotic systems have been conducted by NIST 

using a set of standardized test methods to capture the capability of remote deployments over a 

significant number of repetitions. If any robot operator cannot successfully complete the specified 

test methods, they will not be allowed to perform the operational tasks during deployments. 

 

Figure 2.5 - Examples of test methods conducted by NIST in Gaithersburg, MD, USA [133] 

In general, each test requirement must have an associated metric as a way to measure the capability 

of any particular robotic system used during deployments. These standard metrics can be as simple 

as such elapsed time or a number of repetitions with time per task as a secondary measure of 

efficiency. Test trials are usually in between 10-30 repetitions to statistically achieve significant 

comparisons. Remotely operated response robots controlled from a remote operator station used 

in these tests include various ground vehicles, unmanned aerial systems and/or aquatic systems, 

etc. as described in section 2.2. Whereas the test apparatuses associated with these test methods 
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used by these robots to perform a number of repeatable tasks are typically fabricated using various 

inexpensive and proliferate widely materials. 

During deployments, robot operators are expected to perform a specific requirement such as 

climbing over a wall, or simply getting over variable terrains, assorted obstacles, confined areas, 

etc. chosen by different responders, robot developers, procurement sponsors, or other sources 

[134]. By conducting these standardized test methods, as a final outcome, a database of useful test 

results can be generated and subsequently used to determine the baseline capabilities of many 

different tested robots. Further, this important data about robot capabilities is useful for guiding 

several robot procurements and can be used to support the standardization process.  
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2.6   Summary 

This chapter discussed the important capabilities of response robots and several ways of remotely 

controlling a robotic arm by using various techniques. Although many advanced teleoperation 

systems were discussed with using different control techniques, these systems seem to be either 

complex or expensive due to the extra interface or the additional driver required to enhance the 

performance of the systems. Most importantly, the complexity of additional operating control 

hardware needed on the master robot which is less intuitive for operators to manipulate the 

movement of the slave robot at a distance and has not been effectively addressed as yet. In addition, 

this chapter also presented several fundamental concepts of robot manipulators as well as various 

test methods that have been developed and run by NIST to quantify key capabilities of emergency 

response robots. 

  



 - 27 - 

Chapter 3 

Technical Approach 

3.1   Introduction 

Much research has been done in the field of robot arms to help humans with performing dexterous 

operations from remote locations. In this chapter, we add to that body of knowledge by describing 

the details of general control principles to manipulate robotic arms using the LF approach. We also 

present an overview of several fundamental concepts for controlling robot manipulators. There are 

several ways for achieving control. A common way is to use some form of joystick controller. We 

propose that control can also be achieved more intuitively by a control integration approach of one 

arm mimicking another arm’s position that we define as the “Leader–Follower approach”. In our 

experiments, we will use twin Kinova robot arms to both demonstrate control and measure its 

efficacy in relation to other control strategies. 

 

3.2  Control Integration 

This section describes several options that operators can use when controlling a Kinova robot arm. 

Fundamentally, as with many commercially available robot arms, operators can control the arm 

by either using a Kinova joystick or writing software to control via the Kinova Application 

Interface (API) [135-137]. With a standard joystick, robotic actuators can be controlled by either 

end effector position or actuators’ angular position. When operators control movements of the arm 

either by translating the position of the end effector or rotating the orientation of the end effector 

around its reference point, the control over the arm is considered to be Cartesian. As a result, 
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movements of all joints are adjusted accordingly for any given command. Whereas the robot is 

placed in “Angular mode”, operators can command each specific actuator’s rotation rather than its 

position. In the first option, operators can connect the standard joystick provided to the joystick 

port and control the arm in Cartesian velocity by default or in Angular velocity if angular control 

is enabled. Details of how to control the robot arm using a joystick are presented later in section 

3.3. Alternatively, operators can install and run the Kinova software development kit (SDK) 

Development Center on a personal computer and write custom software to control the arm via the 

API. 

When choosing the API to control the arm, operators can use either one of the following two 

options: 

1. Kinova software control: This option allows operators to manually control the arm via a 

graphical user interface (GUI) by running any of the following software panels: the 

Development Center and the Torque Console. This option is quite useful as operators can 

manipulate the arm in position, velocity, and trajectories. In addition, operators can send 

trajectories, monitor the current robot’s state, activate, and switch between Cartesian and 

angular control. 

2. API control: Operators can control the arm by using a library of functions written in C++ 

provided by Kinova. This library of functions is also referred to the Kinova API which can 

be downloaded from Kinova’s website as part of the SDK. Currently, the Kinova API is 

available on both Windows and Ubuntu. Optionally, Kinova also offers another way for 

developers who prefer to manipulate the arm through a ROS interface. 
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Of course, operators can also directly control the arm by moving its various parts manually. In 

other words, operators are able to move the arm freely by manually pushing or pulling on some 

link or even moving the end-effector. 

3.3   Joystick Control 

To start, operators must proceed with the following steps: 

1. Turn on the device by switching the ON/OFF button on the base of the arm and wait until 

the joystick ready light is fully on. 

2. Operators should then wait until the green lights on the joystick controller stop flashing 

before putting the arm in its HOME position by holding on the HOME/RETRACTED 

button. If operators hold the HOME/RETRACTED button again, the arm will move to its 

RETRACTED position. These two factory default positions are pre-set: the HOME and the 

RETRACTED position (Figure 3.3.1). When the arm is in its HOME position, it is ready to 

receive a command from the joystick. When the arm is in its RETRACTED position, it is 

in standby mode; therefore, most of the joystick features are not functional. 

 

Figure 3.3.1 - Kinova MICO2 arm in HOME (left) and RETRACTED (right) position 
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When powering the arm on, it is set in Cartesian mode which allows operators to move the arm in 

3-Axis operation mode. It can easily be switched into 2-Axis operation mode by holding the 

ON/OFF button on the joystick for 2 seconds. While the arm is in 3-Axis operation mode, to 

activate: 

• Finger control mode, operators should press on Button A. 

• Wrist control mode, operators should press on Button B. 

To enable Translation control mode, simply press on Button B again. While in Wrist mode, 

operators can also activate the Drinking mode by simply pressing on Button 1 or press it again to 

deactivate the Drinking mode. 

When the arm is set in 2-Axis mode, operators can press on Button 3 to enable the control for 

Translation-Z and the wrist or simply press on Button 3 again to bring back to X and Y translation. 

In order to activate Wrist control mode, operators should press on Button 2 or press it again to 

switch to Finger control mode. Similarly, when the arm is in 3-Axis mode, while in Wrist mode, 

operators can also activate/deactivate the Drinking mode by simply pressing on Button 1. To help 

operators better understand how to operate the joystick for each mode, detailed instructions are 

summarized in Figure 3.3.2 and Table 3.3. Operators can also figure out which mode is currently 

in use by checking visual retroaction such as: 

• Blue lights: Feedback on control mode (see Appendix A for details) 

• Green lights: Feedback on arm power 

• Red lights: Feedback on error 
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Figure 3.3.2 - 3-Axis operation mode 
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Table 3.3 - 2-Axis operation mode 

Joystick Movement MICO2 arm Movement 

Translation-X & Translation-Y 

Incline front Gripper moves forward 

Incline back Gripper moves backward 

Incline left Gripper moves left 

Incline right Gripper moves right 

Translation-Z & Wrist Rotation 

Incline front Gripper moves up 

Incline back Gripper moves down 

Incline left Wrist rotation clockwise 

Incline right Wrist rotation counter-clockwise 

Wrist Mode 

Incline front Vertical orientation – Bottom side 

Incline back Vertical orientation – Top side 

Incline left Lateral orientation – Index side 

Incline right Lateral orientation – Thumb side 

Finger Mode 

Incline left Close 3 Fingers 

Incline right Open 3 Fingers 

Incline back Close 2 Fingers 

Incline front Open 2 Fingers 
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By default, the Kinova joystick is set to be controlled in Cartesian mode; operators can individually 

control each actuator or each of the fingers when switching to Angular mode. This change can be 

done from the settings in the Kinova SDK Development Center. While the arm is in Angular mode, 

operators can press on either Button A or Button B to change the status of each blue light appearing 

on the joystick controller or simply press on Button 1 to turn the 3rd blue light on which enables 

Finger control mode. Complete details of joystick movements for each specific actuator and each 

of the fingers can be found in Figure 3.3.3. 

 

Figure 3.3.3 - Angular mode 
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3.4   Leader–Follower Approach 

Many robot systems have been built to assist humans with performing hazardous tasks. According 

to [138-140], many different kinds of response robots have been developed to help humans with 

performing several hazardous tasks without putting humans in danger. These response robots are 

very useful in specific scenarios such as explosive or other hazardous material manipulation, as 

humans do not have to be near the dangerous environments and can control the robots from safe 

standoff distances. 

The Leader–Follower method is introduced in this section. With or without using a Kinova joystick, 

the LF method allows operators to manipulate the movement of one arm remotely while having 

another remote arm mimics this motion at a distance. We believe the LF method is advantageous 

for safety related manipulation tasks if high-fidelity control links can be established between the 

operator and the remote arm. As there is no special training required or special knowledge about 

robot control, the method should reduce the cognitive load of the arm’s operator. However, in our 

setup, the LF method does require some quick training for operators as they are not able to directly 

see actual movements of the remote arm but through a quad display providing views of the 

apparatus from 3 cameras. To achieve the best performance with the LF method, robot arm 

operators must address the following challenges: 

1. Accuracy and practicability 

2. Fixed quad displays and spurious states 

We argue that the LF method provides operators with a more flexible manipulation when 

performing various complicated movements; each motion of the remote arm can be synchronized 

precisely with the operator arm. The implementation of this method is done in C++ so that it can 

receive data input from one MICO2 arm, known as the operator arm, in Cartesian coordinates. 
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These values are scaled respectively before being translated into a new set of x, y, z coordinates 

required to move the second MICO2 arm--known as the remote arm. Since the MICO2 arm can be 

controlled in all directions; therefore, moving all joints quickly and accurately is considered as one 

of the main challenges for most operators. 

The LF method also requires that operators interpret the situation of the remote arm through fixed 

camera views during experiments. With the information obtained through a 4 quadrant (quad) 

display, operators might experience some difficulties trying to replicate movements between the 

operator arm and the remote arm given that the operator will be looking at a fixed representation 

of the situation of the remote arm in the fixed quad display. We believe, during the training process, 

operators should concentrate on how to move the individual joints on the operator arm to achieve 

the results they want on the remote arm in order to learn how to achieve good performance results. 

However, there are cases where some actuators on the arm may exceed their range limits. In these 

cases, an arm may enter a spurious state and stop moving altogether. 

3.5   Test Methodologies 

The MICO2 arm is mainly designed to be used in indoor environments. In this section, we discuss 

several different test methods which have been developed for identifying the efficacy of the LF 

control metaphor when dealing with complex manipulations. These test methods have been 

adapted from a standard set of test methods being developed by NIST, as described in chapter 2, 

and adopted by the American Society for Testing and Materials (ASTM) standards body. Many of 

these test methods have been adopted by first responder organizations to test robot arms against a 

standard methodology to support comparisons between robotic systems from competing 

manufacturers. 
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3.5.1   Standard Metrics 

The main purpose of these test methods is to quantitatively evaluate the manipulator grasping and 

dropping capability of a remotely teleoperated robot arm operating on an indoor environment. The 

metrics we are interested in are the average time needed per test mode and the number of grasped 

pick and drop objects between the three test modes. Prior to each test mode, operators are given 

about 15 minutes to train themselves to be familiar with operating the system. From reported 

findings and comparisons of different test methods, we can use these metrics to evaluate the best 

way of deploying robot arms for the object1 manipulation task by comparing the average time per 

task and the number of successful completes per test mode. During the tests, we also record the 

number of times operators fail to pick or drop objects into the target location for each run as well 

as the total time needed to complete each test mode. For each test mode, to avoid the situations 

when operators take too long to complete, we limit the total time allowance to be 15 minutes. In 

addition, any hardware or software failtures, camera issues, or signal problems, etc. are considered 

as fault conditions while running the tests. 

3.5.2   Apparatus 

The apparatus for our test methods use two stations separated away by a short distance. The 

operator station has one robot arm and the remote station has another robot arm with which pick 

and drop tasks are performed. Each robot arm is inserted on top of a mounting post which is firmly 

attached to a mounting plate as shown in Figure 3.5.2A. The entire mounting kit is then affixed to 

a flat surface so that the arm is fixed in such a way that its base cannot fall during operations. The 

robot support holds the robot securely in place. It is fixed to a flat surface and the robot base is 

 
1 Objects in our experiments are abstractions of possible objects to be manipulated in a real-world scenario. Typically, 
for EDU/CBRNE operations, these might be components, packaging or objects around an IED. 
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mounted onto a mounting post on the adapter. The robot base is then secured using a collar 

mechanism and three locking knobs (Figure 3.5.2B). 

 

Figure 3.5.2A - Mounting plate used for inserting a robot arm on top 

 

Figure 3.5.2B - Base of the MICO2 arm before being mounted on the mounting plate 
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Kinova has made many different versions of robot arms which can be used in many assistive 

applications or mounted on power wheelchairs. In our research, we use in a 6 DOF curved wrist 

MICO2 arm. 

 

Figure 3.5.2C - Kinova 6 DOF curved wrist MICO2 arm part ID 

As illustrated in Figure 3.5.2C above, this robot arm is composed of 6 interconnected carbon fibre 

links which are connected to joints and driven by aluminum actuators. These joints are numbered 

from the base to the end effector of a robot in sequential order. Each of these joint-links forms a 

DOF. As a human arm, this robot arm has a shoulder, an elbow, a wrist, and even fingers. This 

MICO2 arm is capable of lifting different sizes and types of light objects up to 1.3kg and can easily 

be mounted on either a mobile platform or a fix station. 
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The end effector of the MICO2 arm consists of three plastic fingers which can be operated 

independently. Typically, the base is used to position the end effector (or gripper2). The end 

effector is commonly attached to the base using either a spherical or curved wrist whereas the wrist 

is used to orient the gripper at its desired position. The gripper of the MICO2 arm used in this thesis, 

as shown in Figure 3.5.2D, offers the maximum versatility and flexibility for picking up different 

objects of various shapes such as a bottle of water, an orange, or a pair of glasses, etc. 

 

Figure 3.5.2D - Gripper of MICO2 arm with three fingers

 
2 Note: The terms end effector and gripper are used interchangeably throughout this report. 
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The objects we use in our tests to evaluate the manipulator grasping and dropping capability are 

lightweight plastic pipes shown in Figure 3.5.2E. 

 

Figure 3.5.2E - Lightweight objects used for grasping and dropping during evaluation exercises 

To setup the testing environment as similar as the testing scenarios found during Response Robot 

Evaluation Exercises developed by NIST, we use a custom divider as shown in Figure 3.5.2F to 

separate the two robot arms so that operators cannot directly see the results of their control on the 

remote arm. 

 

Figure 3.5.2F - Custom divider used to separate two robot arms into two places 
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The goal of our research is to determine the efficacy of a control strategy involving one arm being 

manually moved around to control another arm performing a manipulation task. As the 

manipulation is to take place remotely, the local scene must be depicted via a camera apparatus. 

To provide visual telepresence feedback to operators during operations, our cameras are set up at 

different spots3 at the remote station as typically used in evaluating response robots employing 3 

cameras [141-143]. One camera is used to capture most of the motion of the arm from a top view 

provided by a tripod positioned behind the arm. The second camera is mounted beside the gripper 

(Figure 3.5.2G), providing a clear view of the end-effector in use. There is an additional camera 

set up on the right side of the arm which is aimed at the target objects. 

 

Figure 3.5.2G - Bullet camera attached to the gripper wrist 

 
3 See Appendix B for detail 
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The following interconnection diagram shows how the teleoperation system can be used to directly 

control the remote arm with a standard joystick either in 3-Axis mode or in Angular mode or 

physically control the operator arm from a distance. 

 

Figure 3.5.2H - Interconnection diagram illustrates the experimental setup 
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3.5.3   Testing Procedures 

The proposed standard metrics for the MICO2 arm do not cover all possible test scenarios found 

during Response Robot Evaluation Exercises developed by NIST but rather the proposed tests can 

be used to evaluate and benchmark different levels of difficulty. To evaluate and compare the 

relative effectiveness of various ways of controlling robot arms, we have elected three different 

test modes: joystick control in 3-Axis mode, joystick control in Angular mode, and custom 

software using the API control. Each operator is assigned a test mode randomly to get started. 

Depending on the test mode assigned, the timer is set as soon as operators start moving the operator 

arm if API control is assigned or the remote arm if joystick control is assigned. Operators are 

required to grasp one of the three objects with the gripper and drop each into a designed location. 

There is an empty container which is set up near by the remote arm and used as a target location 

for each run. The timer is ended as soon as operators finish transferring each object into the target 

location. For each test run, we log the total time needed to complete the task as well as any feedback 

from operators using Table 3.5.3 below. 

Table 3.5.3 - Time measured in seconds when using various test modes 

Test Mode 

Time completed 
(s) 

Average time 
completed in 

(s) 

Total time 
completed in 

(s) 

# of 
successful 

test 
completes 

Fault Conditions/ 
Feedback 

1st 
Run 

2nd 
Run 

3rd 
Run 

3-Axis 
      

 

    

 

Angular 
      

 

    

 

API 
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Operators continue on the next object until all three objects have been picked up and dropped to 

the target location. Operators repeat this for the next test mode until all three test modes have been 

completed or abandoned. 

 

3.6   Summary 

The LF method presented in this chapter allows almost anybody to safely control a distant MICO2 

arm by physically manipulating another MICO2 arm either with his/her hands or with a standard 

joystick controller. With the implementation of the LF method, robot arm operators are able to 

train themselves on how to manipulate effectively so that the way human-robot interaction controls 

are more interesting. Although operators are able to move the arm freely by manually pushing or 

pulling on some link, there are some limitations that operators should be aware of when controlling 

the arm. Similar to a human arm, each actuator or each finger of the MICO2 arm has its own range 

limit. If operators try to send a command that goes beyond the acceptable values, the arm will stop 

moving. 

Generally, there are various techniques that can be used to control the movements of robot arms. 

Each technique has its own way to trigger motions of robot arms; each technique has both 

advantages and disadvantages. Overall, these techniques provide humans with many different 

approaches to remotely control robot arms. By applying the LF method, remote robot manipulation 

system allows operators to control one arm while indirectly viewing another remote arm and use 

the remote arm to potentially dispose of pipe bombs while operating the system from a safe 

distance. 
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Chapter 4 

Experiments and Results 

4.1   Introduction 

Performance tests were conducted using the test apparatus and associated test procedures to 

determine the relative efficacy of the manipulator grasping and dropping capability of a remotely 

teleoperated robot arm across a statistically significant number of test sessions involving grasping, 

picking up and dropping objects using various test methods, as described in section 3.5. 

This chapter analyses experimental results from three test methods obtained from various levels 

of robotic experiences by users when performing a number of grasping, picking up and dropping 

tests in a controlled environment equipped with twin Kinova robot arms. In this chapter, we will 

also discuss in more detail how different test methods can be used to measurably assess the 

manipulator grasping and dropping capability of a remotely teleoperated robot arm followed by a 

demonstration of the efficacy of the LF method in relation to other control strategies. 

Timings to complete tasks are recorded as an average time to perform each task within each test 

mode that can produce different levels of completeness. In this way, the final results are a 

compendium of average completion times and can be used to assess the relative effectiveness of 

various ways of controlling a robot arm. 
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4.2   Experimental Results 

The following subsections describe the associated test methods and final experimental results 

obtained. 

4.2.1   Experimental Results for Controlling in Angular Mode 

As described in section 3.2, robot arm operators can manually control each joint by using a joystick 

and rotating it with a specific angle positively or negatively when the robot arm is set to Angular 

mode. The arm’s collision avoidance mode is automatically disabled during angular control. 

Therefore, controlling the robot arm in this mode requires additional attention from the operator 

to avoid any possible collisions between the end effector and the rest of the arm. Similar to a human 

arm, each joint (or finger) of the robot arm does have its own range limit that operators are allowed 

to control. The details of software position limitations of actuators and fingers can be found in 

Appendix C. 

Since the MICO2 arm allows each joint to be controlled individually, operators might experience 

some difficulties trying to move the arm forward or backward as a unit. This could be even harder 

when operators have to deal with complex manipulations without being able to directly view the 

arm--being forced to interpret the position of the arm through a quad display as described in detail 

in Appendix B. Figure 4.2.1A illustrates a process consisting of several steps for combining 

multiple joints to create distinct poses required to bring the end effector of the robot arm lower 

and/or closer to target objects. This process is challenging for operators with limited experience in 

remotely manipulating the robot arm.  
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Figure 4.2.1A - Kinova MICO2 arm in several distinct poses 

In this test mode, a few operators were not able to complete the tests successfully due to the 

following: 

• insufficient practice to become familiar enough with the control strategy 

• extra time needed to complete each task 

• failure to drop an object in the required location 

In addition, one operator was not able to finish the assigned task due to hardware failure during 

the operation. The overall test results were captured and summarized in detail in Table 4.2.1 below. 
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Table 4.2.1 - Overall average and total time measured in seconds in Angular mode 

Operator Time completed Average time 
completed in 

(s) 

Total time 
completed in 

(s) 

# of 
successful 

test 
completes 

Fault conditions/ 
Feedback # (s) 

 
1st 

Run 
2nd 
Run 

3rd 
Run 

1 269.00 203.00 161.00 211.00 633.00 3 N/A 
2 109.00 123.00 69.00 100.33 301.00 3 N/A 
3 54.00 56.00 68.00 59.33 178.00 3 N/A 
4 73.00 127.00 115.00 105.00 315.00 3 N/A 
5 118.00 134.00 0.00 126.00 252.00 2 N/A 
6 62.00 270.00 122.00 151.33 454.00 3 N/A 
7 33.00 108.00 54.00 65.00 195.00 3 N/A 
8 29.00 36.00 104.00 56.33 169.00 3 N/A 
9 182.00 106.00 118.00 135.33 406.00 3 N/A 
10 77.00 119.00 117.00 104.33 313.00 3 N/A 
11 27.00 63.00 105.00 65.00 195.00 3 N/A 
12 34.00 56.00 52.00 47.33 142.00 3 N/A 
13 61.00 34.00 0.00 47.50 95.00 2 Hardware Failed 
14 0.00 0.00 0.00 0.00 0.00 0 Gave up 
15 0.00 0.00 0.00 0.00 0.00 0 Gave up 
16 0.00 0.00 0.00 0.00 0.00 0 Gave up 
17 247.00 378.00 386.00 337.00 1011.00 3 N/A 
18 0.00 0.00 0.00 0.00 0.00 0 Gave up 
19 59.00 119.00 81.00 86.33 259.00 3 N/A 
20 48.00 146.00 65.00 86.33 259.00 3 N/A 
21 59.00 68.00 203.00 110.00 330.00 3 N/A 
22 118.00 115.00 117.00 116.67 350.00 3 N/A 
23 121.00 195.00 167.00 161.00 483.00 3 N/A 
24 175.00 212.00 141.00 176.00 528.00 3 N/A 
25 86.00 235.00 164.00 161.67 485.00 3 N/A 
26 112.00 65.00 0.00 88.50 177.00 2 N/A 
27 116.00 226.00 143.00 161.67 485.00 3 N/A 
28 96.00 167.00 100.00 121.00 363.00 3 N/A 
29 187.00 111.00 123.00 140.33 421.00 3 N/A 
30 164.00 178.00 124.00 155.33 466.00 3 N/A 

 



 - 49 - 

 

Figure 4.2.1B - Average time measured in seconds per task in Angular mode 

In Figure 4.2.1B above, each bar along the X axis represents each operator’s tested average speed 

per task complete, measured in seconds. The orange dotted line illustrates an overall average speed 

for 30 tested operators which was approximately 122.14s while the longest trial took around 

337.00s to complete the same task. 0.00 means that operators were not able to complete their tests. 
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4.2.2   Experimental Results for Controlling in 3-Axis Mode 

Kinova robot arms can also be controlled by the end effector position when using the joystick in 

Cartesian mode, either in 3-Axis or in 2-Axis operation mode. In this work, we are only interested 

in 3-Axis mode. The operating principles are much simpler and easier to use as compared with 

controlling an arm in Angular mode. In 3-Axis mode, operators can perform many basic 

movements by controlling the end effector’s translations (position variations) with respect to its 

base and the rotations (orientation variations) around the end effector’s reference point. This 3-

Axis mode, in contrast to Angular mode, allows operators to quickly gain control of any positions 

of the end effector in space while keeping it parallel with its base – allowing operators a more 

flexible way to interpret the current position of the remote arm through a quad display. While in 

Translation mode, as depicted in section 3.3, any translation X allows operators to move the end 

effector to left or right whereas any translation Y lets operators move the end effector forward or 

backward or move the end effector up or down by simply making a change to translation Z. 

Similarly, the control is also straightforward when switching to Wrist mode. 

However, the robot arm, in Cartesian mode, might lose one or more degrees of freedom due to 

singularity auto-avoidance behaviour (see Appendix D for details). This means the robot arm is 

not able to move in one direction or the other; therefore, any input commands generated by 

operators will be corrected somewhat to avoid a singularity. When this situation occurs, operators 

are not able to move the end effector in Translation mode anymore. 

There is no need to switch the control of each joint manually as compared with operating the arm 

in Angular mode, operators are able to maneuver the arm in various poses through space using a 

4 quadrant display as illustrated in the following photos numbered from 1 through 4 of Figure 

4.2.2A. When the robot receives an input command, it computes a straight line from its end 
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effector’s current position to the next given trajectory point and performs a translation, assuming 

that the desired trajectory point is reachable.  

 

Figure 4.2.2A - Various poses transformed when in 3-Axis mode 

As described in chapter 3, each operator is randomly assigned to a test mode that requires the 

transfer of three objects from an initial location to a designed final location. The core intention of 

random task assignment is to ensure that operators did not pick up unintentional skills through the 

use of the robot arm’s controls in a previous control mode. Our intention is to sure that the collected 

data over all operators remains unbiased. 
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Table 4.2.2 - Overall average and total time measured in seconds in 3-Axis mode 

Operator Time completed  Average time 
completed in 

(s) 

Total time 
completed in 

(s) 

# of 
successful 

test 
completes 

Fault conditions/ 
Feedback # (s) 

  
1st 

Run 
2nd 
Run 

3rd 
Run 

1 142.00 267.00 218.00 209.00 627.00 3 N/A 
2 52.00 80.00 130.00 87.33 262.00 3 N/A 
3 68.00 100.00 85.00 84.33 253.00 3 N/A 
4 79.00 106.00 127.00 104.00 312.00 3 N/A 
5 39.00 115.00 100.00 84.67 254.00 3 N/A 
6 66.00 158.00 150.00 124.67 374.00 3 N/A 
7 25.00 97.00 62.00 61.33 184.00 3 N/A 
8 27.00 82.00 59.00 56.00 168.00 3 N/A 
9 45.00 75.00 171.00 97.00 291.00 3 N/A 
10 84.00 159.00 116.00 119.67 359.00 3 N/A 
11 29.00 77.00 48.00 51.33 154.00 3 N/A 
12 43.00 105.00 97.00 81.67 245.00 3 N/A 
13 59.00 81.00 77.00 72.33 217.00 3 N/A 
14 74.00 129.00 120.00 107.67 323.00 3 N/A 
15 41.00 190.00 125.00 118.67 356.00 3 N/A 
16 198.00 310.00 326.00 278.00 834.00 3 N/A 
17 76.00 135.00 162.00 124.33 373.00 3 N/A 
18 56.00 125.00 101.00 94.00 282.00 3 N/A 
19 66.00 124.00 226.00 138.67 416.00 3 N/A 
20 82.00 187.00 178.00 149.00 447.00 3 N/A 
21 57.00 142.00 134.00 111.00 333.00 3 N/A 
22 118.00 117.00 116.00 117.00 351.00 3 N/A 
23 118.00 115.00 117.00 116.67 350.00 3 N/A 
24 89.00 187.00 239.00 171.67 515.00 3 N/A 
25 108.00 58.00 72.00 79.33 238.00 3 N/A 
26 59.00 81.00 77.00 72.33 217.00 3 N/A 
27 35.00 96.00 67.00 66.00 198.00 3 N/A 
28 126.00 89.00 74.00 96.33 289.00 3 N/A 
29 122.00 111.00 88.00 107.00 321.00 3 N/A 
30 104.00 108.00 84.00 98.67 296.00 3 N/A 

 

When using 3-Axis mode, all operators were able to successfully accomplish the same set of tasks 

with an improved average time recorded in Table 4.2.2 above. By comparing the dotted line against 

the actual average times needed in the figure below, one can notice a slightly better performance 
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acquired by the same operators. Overall, the average speed is close to 109.32s whereas the longest 

trial took 278.00s to complete the equivalent task. 

 

Figure 4.2.2B - Average time measured in seconds per task in 3-Axis mode 

In general, from Figure 4.2.2B above, each bar plotted horizontally represents a smaller average 

time needed to complete the equivalent task when compared with results obtained from the 

Angular mode. For this reason, we believe that choosing an effective control strategy is a key 

factor determining success when dealing with remote complex manipulations. 
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4.2.3   Experimental Results for the LF Method 

Some operators were clearly more familiar with operating devices using joysticks than others 

which gave them an advantage because at least the control paradigm was familiar to them. Without 

the need for a joystick, the LF method allows operators with different levels of experience 

(including none) to control a remote arm by physically manipulating the movement of another 

local arm. The results of our work demonstrate three important things: 

• It takes less time for operators to use the robot arm employing the LF technique 

• Higher success rate when dealing with various remote complex manipulations 

• More flexible for operators as they are required to interpret various difficult poses of the 

remote arm via a fixed quad display 

 

Figure 4.2.3A - Robot arms synchronized in LF mode by physically pushing or pulling on some 
link on the operator arm 

A closer examination of the scenario as illustrated in Figure 4.2.3A above reveals that directly 

pushing or pulling on some actuators of the local arm when attempting to align the end effector of 
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the remote arm with the target object is almost effortless. The LF method, is demonstrated to be 

one of the simplest and flexible control techniques we believe because operators can not only 

replicate robot arm positions and movements between the two robot arms, but can also effectively 

interpret different situations of the remote arm via a fixed quad display and their ability to view 

the local leader robot arm. 

Table 4.2.3 - Overall average and total time measured in seconds in the LF mode 

Operator Time completed  Average time 
completed in 

(s) 

Total time 
completed in 

(s) 

# of 
successful 

test 
completes 

Fault conditions/ 
Feedback # (s) 

  
1st 

Run 
2nd 
Run 

3rd 
Run 

1 145.00 136.00 121.00 134.00 402.00 3 N/A 
2 96.00 44.00 73.00 71.00 213.00 3 N/A 
3 81.00 61.00 52.00 64.67 194.00 3 N/A 
4 42.00 89.00 74.00 68.33 205.00 3 N/A 
5 53.00 81.00 82.00 72.00 216.00 3 N/A 
6 59.00 93.00 120.00 90.67 272.00 3 N/A 
7 34.00 62.00 81.00 59.00 177.00 3 N/A 
8 32.00 67.00 62.00 53.67 161.00 3 N/A 
9 34.00 82.00 47.00 54.33 163.00 3 N/A 
10 127.00 118.00 93.00 112.67 338.00 3 N/A 
11 37.00 51.00 40.00 42.67 128.00 3 N/A 
12 32.00 55.00 66.00 51.00 153.00 3 N/A 
13 49.00 48.00 103.00 66.67 200.00 3 N/A 
14 122.00 53.00 73.00 82.67 248.00 3 N/A 
15 58.00 113.00 84.00 85.00 255.00 3 N/A 
16 69.00 109.00 141.00 106.33 319.00 3 N/A 
17 80.00 70.00 171.00 107.00 321.00 3 N/A 
18 180.00 174.00 151.00 168.33 505.00 3 N/A 
19 107.00 68.00 57.00 77.33 232.00 3 N/A 
20 63.00 62.00 62.00 62.33 187.00 3 N/A 
21 43.00 99.00 73.00 71.67 215.00 3 N/A 
22 113.00 72.00 111.00 98.67 296.00 3 N/A 
23 107.00 83.00 93.00 94.33 283.00 3 N/A 
24 46.00 52.00 73.00 57.00 171.00 3 N/A 
25 73.00 81.00 83.00 79.00 237.00 3 N/A 
26 28.00 42.00 36.00 35.33 106.00 3 N/A 
27 52.00 72.00 62.00 62.00 186.00 3 N/A 
28 52.00 72.00 62.00 62.00 186.00 3 N/A 
29 41.00 89.00 53.00 61.00 183.00 3 N/A 
30 77.00 87.00 88.00 84.00 252.00 3 N/A 
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Noticeably, an improved average time obtained from Table 4.2.3 above is considerable evidence 

that the LF method overcame the other two test modes regarding time and number of successful 

tests completed. Within a short period of time needed for self-training, operators can rapidly 

acquaint themselves with robot control techniques in a remote testing environment through a quad 

display. Nevertheless, there is a minor drawback of our proposed method due to a very small time-

delay between each movement. This is interpreted as the data input of each joint and each finger 

of a local arm needs to be scaled respectively prior to being translated into new sets of x, y, z 

coordinates of another remote arm required to mimic the current pose. Though this is negligible, 

operators are expected to move each joint quickly but accurately in order to achieve the best time. 

 

Figure 4.2.3B - Average time measured in seconds per task in the LF method 
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With an average of 77.82s, the bar chart shown in Figure 4.2.3B showed that the overall average 

time needed to complete the same tasks is much quicker when comparing to the results obtained 

from Angular mode (122.14s as depicted in Figure 4.2.1B) and 3-Axis mode (109.32s as depicted 

in Figure 4.2.2B). Consequently, this is very vital as final data comparison can be considered as 

baseline evaluations when remote manipulation becomes a primary consideration. 

 

4.3   The Challenge 

The documentation of various Response Robot Evaluation Exercises developed and run by NIST 

[145] over the years which includes detailed descriptions of many different test methods that have 

been developed to address the needs of emergency response operations in order to objectively 

measure various aspects of response robots—including arms. These standard test methods can be 

used to provide practice tasks and capability objectives that exercise respective robotic control 

strategies. One of them is labelled as “New Test Method for Evaluating Ground Response Robot 

Dexterity: Grasp Load, Traverse, and Place” which has been proposed as a part of a suite of robotic 

manipulation test methods and can be used to evaluate a remotely teleoperated robots’ capability 

of conducting a Grasp Load, Traverse, and Place task [146]. Not only can the proposed test method 

be used to both demonstrate control and measure its efficacy in relation to other test methods, but 

it can also be helpful for diminishing operator risk when approaching suspicious devices. The 

robotic manipulator is to be evaluated on the effectiveness of grasping and dropping objects in 

repeatable ways to facilitate direct comparisons among different control strategies. The standard 

metric used during evaluation exercises is an average task rate which provides a relative indication 

of performance of different control strategies. 
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In order to achieve remote manipulation via a robot arm, we applied several common ways of 

remotely controlling robot arms including: 

• Joystick control in both 3-Axis and Angular modes  

•  Software control and API control when using a personal computer 

Performance data collections were conducted using the same test apparatus and associated test 

procedure to capture the capability of remote operator performance over a significant number of 

repetitions. Timing measures are reported as an average time to perform each repetition within a 

test method which can produce varying levels of completeness. As a consequence, final results can 

be considered as baseline evaluations for determining the best way of deploying robot arms for a 

remote manipulation task. 

 

4.4   Analysis 

Overall, operators with different levels of experience were able to establish their proficiency prior 

to completing the required number of repetitions for all three test methods. Each of these test 

methods has its own level of difficulty depending on the operators’ abilities. Despite the fact that 

operators had different levels of skill and were able to complete their tests, remote manipulation 

is difficult when information about the task is only available through a quad display. 

Most robotic arms have been designed to be fully articulated. They usually have up to 6 degrees 

of freedom, use rotary joints to access the peripherals, and are able to perform various intricate 

and dexterous movements as a human arm does. Thus, there is a lot of work associated with a 

robotic arm that needs to bend and move – for which actuators are needed. Certainly, operators 

can simply use the joystick provided to manage each actuator one by one when the arm is in 
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Angular mode, but operators might encounter some challenges with achieving an arm-like rotation 

movement in both directions. Or maybe some operators feel more comfortable with operating as a 

set of multiple actuators in either Translation mode or Wrist mode when the control mode is in 3-

Axis (Cartesian). However, the robot arm’s usable workspace is slightly smaller when it’s in 

Cartesian mode due to singularities, self-collisions, and protection zones (defined near the base 

connectors of the robot arm) automatic avoidance algorithms embedded in the kinematics of the 

arm. When the robot arm reaches any of these situations, operators are not able to continue moving 

in the same direction but are able to divert to movement in unrestricted spaces. 

We have demonstrated that the LF control method is a very flexible, easy to learn and accurate 

control technique as we discovered by testing and measuring the manipulator grasping and 

dropping capability for the same relevant object with various case scenarios as shown in Figure 

4.4.1 below when compared to the other common control techniques used in the same testing 

framework. 

 

Figure 4.4.1 - Simulated pipe bombs used during experiments with various case scenarios 
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Operational scenarios can be simulated with the test methods we used, providing an indication of 

robot capabilities while using different control strategies. Each operational task was tested in 

repeatable ways for the purposes of establishing statistical significance and providing measurable 

performance differences among several control strategies. The overall average time for each run 

and the average total time needed in seconds were recorded and are illustrated in the following 

charts (Figure 4.4.2).  

 

Figure 4.4.2 – Average time per task and average total time needed 

In discussing these results, a graphical bar chart generated from the overall performance based on 

30 tested operators, as shown in Figure 4.4.3 below, clearly indicates that all operators were able 

to successfully complete three runs for each test method. Each bar along the X axis represents the 
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number of successful tests completed per test mode. However, a lower success rate was recorded 

when using the Angular method (orange bars) in comparison to the other two test methods. There 

are a few operators (14, 15, 16 and 18) were not able to perform the Agular method and ended up 

with giving up their tests. 

 

Figure 4.4.3 – Number of successful tests completed 
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To better draw a meaningful conclusion about the overall operational efficiency of task 

performance, final results garnered from our experiments were also used to analyze the differences 

between the means and the standard deviations based on 30 tested operators which were calculated 

by the following equations: 

𝑥 = 	&	'𝑥$

%

$&#

	(	 	𝑁*  

Equation (3): Inputs Parameters: N, i, 𝑥$ 
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Equation (4): Inputs Parameters: N, i, 𝑥$, 𝑥 

and can be summarized in Table 4.4: 

Table 4.4 - Data comparison of the mean and the standard deviation based on 30 observations 

Test Method Mean STD 

Joint by Joint 

(Angular) 122.14 61.65 

3-Axis 

(Cartesian) 109.32 46.49 

Leader-Follower 77.82 27.81 

 

In the above table, the results were computed when using an input of 30 observations. Overall, 

both mean and standard deviation values become significantly less from Angular mode, 3-Axis 

mode, and the LF method, respectively. This indicates that the LF method produced markedly 
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better performance for task completion speed and accuracy, especially when significant 

multitasking4 was required by the operator in order to achieve the remote manipulation goals. 

Regardless of the negligible difference between the Angular and Cartesian modes, each method 

always takes more time for operators to switch between subsequent control modes while at the 

same time trying to align the end effector and the object to be grasped. During experiments, as 

illustrated in examples shown in Figure 4.2.1A and Figure 4.2.2A, operators had to switch more 

often between buttons or subsequent control modes in order to create different poses before 

bringing the end effector of the remote arm closer to target objects. The advanced solution is to 

directly interact with the operator arm by physically pushing or pulling on some link while at the 

same time each corresponding link of the remote arm can be synchronized, respectively. To 

overcome this challenge, the LF approach was introduced. This simple method requires no in-

depth operator training or expertise, and it also provides more natural remote control and a better 

level of convenience. Although the LF method might not be the best one yet, it can be used to 

improve remote control over other test methods discussed in this research. 

Even though the test methods applied and results presented in this thesis do not apply all possible 

test scenarios made available as standard test methods by NIST, experimental results and graphical 

test forms associated with each test method provide a clear understanding of the robot’s 

capabilities in order to facilitate side-by-side comparisons. The overall test results, from 30 

operators, are used to support that the conclusions reached by this thesis are repeatable over various 

test methods. 

 

 
4 Several control strategies required the operator to perform certain non-obvious tasks to move individual components 
of the arm in order to move the entire arm. We argue that this is a form of significant multitasking. 
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4.5   Summary 

Overall, reported findings and data comparisons from different test methods presented in this 

chapter are helpful demonstrating that the most effective way of controlling a robot arm is the LF 

method in comparison to several common control strategies in an abstract test environment 

simulating common tasks associated with bomb disposal robot arms. When comparing the average 

time per task and the number of successful completions per test mode, we conclude that, by 

applying the LF method, remote robot manipulation system allows operators to perform more 

effectively once they have been trained on how to use it. In fact, remote manipulation tasks 

generally take operators more time to finish because operators have to think and decide which 

button or control must be activated next after each movement in order to achieve a desired 

movement in the robot arm. The LF method eliminates this additional step as the local arm is the 

only control required.  
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Chapter 5 

Conclusion and Future Work 

5.1   Conclusion 

The Leader–Follower method presented in this thesis allows operators a different method to more 

effectively manipulate a remote arm by imitating the exact motion on another arm. Using the 

standard metrics described in chapter 3 and the results attained from different test methods in 

chapter 4, we successfully demonstrated the efficacy of the LF control metaphor in relation to 

other control strategies when deploying robot arms for grasping and dropping objects in an indoor 

environment. 

Overall, the Leader–Follower method has been recognized by most operators as one of the most 

advantageous methods because it lessens the cognitive load of operators, given the manipulation 

takes place remotely and operators are not able to directly view actual movements of the remote 

arm. During the experiments, a series of exercises based on various test methods were evaluated 

to capture the best possible performance for comparisons. While it is beyond the scope of this 

thesis to judge how fast training was assimilated by each operator, it was observed, however, that 

operators took less than the amount of time allocated to learn the LF method while a number of 

operators took longer to practice the other control strategies. The LF method is not just 

advantageous, but it is also flexible when performing numerous intricate movements. Although 

individual test for each method typically took less than 5 minutes, the overall average time per task 

and the average total time needed to complete the same tasks are much less when using the LF 

method. Regardless of different situations, the LF method helped operators successfully 
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synchronize the motion of the remote arm with the operator arm without making as many attempts 

as with other test methods. 

Even though operators, using the three test methods presented in this thesis, were always able to 

successfully accomplish the remote robot manipulation tasks, each of these methods has its own 

limitations. When using the 3-Axis mode, operators were able to move the robot arm around 

naturally but were not allowed to send any commands that go beyond the range limit of each 

actuator or each finger. On the other hand, operators can manually move each joint with a specific 

degree input when the Angular mode is enabled, but it does take some operators some time to 

figure out or arrange a set of joint positions required to form a desired pose (position and/or 

orientation) of a remote robot arm. Meanwhile, final results presented in this thesis evidently 

affirm that the deployment of robot arms for the object manipulation task can be achieved much 

quicker by manually pushing or pulling on some link around the arm when using the LF method. 

Nevertheless, as with other test methods, there are some limitations to the LF method. One of those 

limitations includes a short-time delay because the data input from each joint and each finger of 

the operator arm, in Cartesian coordinates, needs to be respectively translated into a new set of x, 

y, z coordinates required to move the remote arm. 

In fact, human factors are primarily involved in the greater outcomes of different control strategies, 

including self-interpretation, imagination, and intuition. Even though the Leader–Follower method 

has been found to be an enhanced remote-control technique, operators might experience some 

difficulties due to the following challenges: accuracy, practicability, fixed quad displays and 

spurious states. In other words, the LF method does require operators to have the ability to 

expeditiously examine different situations of a remote arm through a quad display in order to 

achieve the best performance. Therefore, it is crucial to have some quick training for operators 
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before entering into actual experiments so that they can gain some basic concepts of replicating 

movements between the operator arm and the remote arm.  

Although the proposed standard metrics presented in this thesis do not address all challenges which 

can be found during Response Robot Evaluation Exercises developed by NIST, using the proposed 

tests allows us to remark different levels of difficulty. At the very least, final comparisons can be 

used to measure performance among different test methods discussed in this research. Despite 

operators having successfully trained themselves prior to each test mode, data comparisons of 

different test methods demonstrated that there is a higher rate of success for those who completed 

with the LF method. With a final glance at the average time of successful tasks, the LF method 

can be decidedly faster and more accurate than other test methods. As a final conclusion, we 

successfully demonstrated that, when using reported findings to compare the relative effectiveness 

of different ways of controlling a remote robot arm, the LF method provides operators with a more 

flexible remote-control technique while at the same time achieving the best performance.



5.2   Future Work 

The Kinova robot arm we used in this thesis allows us to remotely manipulate risky tasks through 

a desktop PC or a laptop using a wired connection. The operational environments may change, this 

upgrading the system to be controlled wirelessly via a network or by using a Bluetooth connection 

would provide more flexibility for future testing. Subsequently, a wireless system can support 

greater distances while at the same time providing a flexible and intuitive remote control. 

The implementation of the Leader–Follower method is fulfilled via the Kinova API. Even though 

the LF method is handy for remote manipulation, we experience a very short period of delay each 

time operators send a command. As a result, this slightly affects the overall performance of human-

robot interaction controls. Sometimes, this also causes some confusion for operators if they try to 

move one joint that goes beyond an acceptable range limit, the joint automatically moves back to 

its previous position. Each robotic arm presented in this thesis has a maximum load which it can 

lift, push, pull, and manipulate. Generally, we look forward to seeing future work that will make 

use of our existing work and experience to improve the LF method so that human-robot interaction 

controls can be carried out better. 

In addition to the technical limitations mentioned above, there are not many programming 

languages for developers to choose when the API option is selected. Currently, C++ is the only 

supported programming language. Although it is possible to switch to Python or MATLAB, these 

are not officially supported. However, as the LF method has been shown to outperform various 

other common control strategies, it may prove to be a better strategy to simply use twinned robot 

arms from a different manufacturer. 
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Appendix A - Feedback on Control Mode 

If there are no blue lights shown, it means the controller is currently disabled. Either one of the 

following actions should be taken: 

• Toggle the On/Off button on the joystick 

• Bring the MICO2 arm back to its HOME position 

The following figures show a detail of all feedback that might appear on control mode: 

 

Figure A - Kinova joystick with different statuses of blue LEDs feedback 
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Appendix B - Fixed Camera Views of the Apparatus 

An actual view from all three cameras through an LCD display which assists operators in knowing 

the current location of the remote MICO2 arm on scene (Figure B). This is very helpful for 

operators because they are not able to see actual movements of the remote arm but through a quad 

display. 

 

Figure B - A quad display providing views of the apparatus from 3 cameras 
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Appendix C - Software Limitations of Actuators and Fingers 

By default, self-collisions and protection zones are automatically enabled while controlling the 

robot arm in Cartesian mode, but not in Angular mode. Regardless of which operation mode is 

being used, to ensure the safety of the robot arm’s operations, joint and finger limits are also 

considered. The following tables [144] indicate the minimum and maximum positions of each 

specific actuator and finger of a 6 DOF curved wrist arm that operators should operate within its 

range limit; otherwise it will stop moving. 

Table C1 - Kinova MICO2 arm software limitations of actuators 

Actuator Min(°) Max(°) 

1 -10 000 10 000 

2 50 310 

3 19 341 

4 -10 000 10 000 

5 -10 000 10 000 

6 -10 000 10 000 

 

Table C2 - Kinova MICO2 arm software limitations of fingers 

Finger # Min(°) Max(°) 

1 0 6800 (18.9 mm) 

2 0 6800 (18.9 mm) 

3 0 6800 (18.9mm) 
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Appendix D - Singularity Auto-avoidance Behaviour 

As discussed in section 4.2.2, Kinova MICO2 arm presented in this research might enter into a 

state that one or more degrees of freedom will be lost. This typically happens when operators, by 

any chance, send a command which may cause a collision between either the end effector and the 

base or the end effector and the arm itself. This behaviour is known as singularity avoidance and 

can be disabled by changing the parameter settings of the ActiveAutomaticCollisionAvoidance 

API function. 

A typical robot arm in boundary singularity situation, as depicted in Figure D1 below, is at full 

reach. Therefore, it is impossible to bring elbow joint at 180° as operators are not able to move 

any further in the direction it is currently reaching out.  

 

Figure D1 - Kinova 6 DOF MICO2 arm with boundary singularity 
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As an example of the following (wrist-over-base singularity), it is impossible to bring the wrist 

inside a virtual cylinder located around its base when the wrist joint is already aligned with its first 

joint axis. 

 

Figure D2 - Kinova 6 DOF MICO2 arm with wrist-over-base singularity 
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